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ABSTRACT Clustering-based unsupervised domain adaptive person re-identification methods reduce much
of the annotation cost. However, many pseudo-labels with inaccurate labels are produced when fine-tuning
the target domain as a result of the shortcomings of the less than ideal network model and less than
excellent clustering. In order to remove the mislabeled pseudo-labels and improve the purity of the network
to obtain the correctly labeled pseudo-labels, this paper proposes a dual attention network framework.
Specifically, in order to make the network learn to focus on the focal object, this paper introduces the
CBAM attention mechanism, which can focus well on the information on the image channel and space,
and then identify the correct and incorrect pseudo-labels to improve the overall performance of the network
model. In addition, in order to allow the network to extract richer semantic information, this paper introduces
Non-local blocks, which can directly capture the remote dependencies between image features by computing
the interaction between any two locations. Accordingly, we conducte extensive experiments on four
common unsupervised domain adaptive person re-identification tasks, namely, DukeMTMC→Market-1501,
Market-1501→DukeMTMC, DukeMTMC→MSMT17, and Market-1501→MSMT17, in which the
mAP/R1 and baseline compared to 3.6%/1.4%, 1.8%/2.5%, 4.7%/5.2%, and 3.4%/3.0%, respectively.

INDEX TERMS Clustering, unsupervised domain adaptive, CBAM, non-local block.

I. INTRODUCTION
In order to identify a certain individual from several
cameras, person re-identification is used. [1], [2]. The duty
is crucial in sectors like metropolitan road traffic and video
surveillance [3], and it can be used in situations involving
missing children, apprehending criminals, and a variety of
other human beings. A great deal of research on deep
learning-based person ReID models employs a supervised
method, meaning that the training set of data needs to be
manually labeled, which takes a lot of time and effort.
Unsupervised approaches [4], [5] have gained greater focus
and research in order to boost the scalability of models
and to be more applicable to real-world applications. These
methods have also gradually advanced, with experimental
results that are on par with or even better than those of
supervised learning techniques. Although the supervised
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person ReID [6] techniques’ great advancements, some
practical applications of these techniques are challenging
due to their heavy reliance on manual annotation [7].
Additionally, it will be challenging to generalize the trained
model to new datasets once the source and target domains
diverge in terms of domain. Using UDA person ReID
methods, which entail adapting a model developed on a
labeled source domain to an unlabeled target domain in order
to increase the model’s discriminability on the unlabeled
target domain, is one way to solve this problem.

Methods based on ranking, domain transfer and clustering
are some UDA person ReID techniques [8], [9]. A clustering-
based method typically produces higher performance, which
generally consists of three stages: (1) pre-training on the
labeled source domain; (2) generating pseudo-labels on
the unlabeled target domain using clustering algorithms or
similaritymeasures; (3) fine-tuning themodel using the target
domain image fine-tuning. In this case, the initial step is
only carried out a single time, however the remaining two
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stages are continually carried out in order to enhance each
other. Some methods [10] produce global target domain
features using just one attribute extractor, which can result
in a large number of incorrect pseudo-labels. Different strate-
gies [11] employ a teacher-student structure to progressively
learn average-weighted models in order to provide more
trustworthy pseudo-labels. Despite producing notable results,
these fine-tuning techniques mostly concentrate on obtaining
global features that only include broad information about
semantics, while disregarding local features that may supply
fine-grained detail.

For some UDA person re-identification methods, prob-
lems like suboptimal feature embedding, imperfect clus-
tering, and unknown proportion of pseudo-labels with
mislabels among the pseudo-labels generated in the target
domain can cause misleading feature learning. To address
this problem, P2LR [12] proposed a domain-adaptive
person re-identification method based on probabilistic
uncertainty-guided progressive label refinement. In this
paper, based on P2LR, we consider another perspective to
improve the network so that the deep neural network can
extract richer semantic features, find out more pseudo-labels
with mislabeling, and promote the model to be optimized
continuously during the training process so as to have better
performance.

This paper discusses two key issues: (1) how to instruct
the network to put emphasis on particular insights; and
(2) how to strengthen the semantic content of the features
the network gets. For the first issue, during the training
process, the picture data that the network model concentrates
on may be inaccurate, incomplete, or too broad in scope.
This will ultimately result in the extraction of less-than-
optimal features, and using these features for clustering
will likely result in a large number of pseudo-labels with
noise, deceiving the network’s learning process. Therefore,
in this paper, a lightweight attention module CBAM [13]
is introduced, and with the addition of CBAM, the features
cover more parts of the person to be recognized and have a
higher chance of eventually discriminating the person. For the
second problem, when the network sets up clustering based
on global and local features, respectively, it may result in an
unmarked sample with a variety of entirely distinct pseudo-
labels, which will prevent the model from being capable
to easily assign them to the right person during the period
of training. Thus, based on this, this paper introduces Non-
local [14] blocks, which can be directly incorporated into the
global features to provide richer semantic information for the
later layers [15].
The following is a brief overview of this paper’s major

contributions.
(1) This study proposes a dual-attentive network structure

and fully tests the suggested approach on three datasets
mainly used for person re-identification, with further
improvements over baseline results in four typical tasks.

(2) This study offers a lightweight attention module,
CBAM, which can focus on more areas of the person and
enhance the network’s accuracy in recognizing person and

enables the network to concentrate on crucial information
during training.

(3) For the features that the network captured, to make
them represent the person identity more accurately, Non-local
operations are introduced in this paper, which will enhance
the semantic content of the obtained features.

II. RELATED WORK
A. GENERAL DOMAIN ADAPTATION
Transferring acquired knowledge from a source domain with
labels to a target domain is the process of domain adaptation.
A ‘‘domain gap’’ occurs when there is typically a distinct
data distribution between two domains; this degrades the
network’s performance. The majority of domain adaptation
algorithms fall into one of two groups, namely feature-level,
and sample-level. For instance, MMD [16] addressed the
issue at the feature level by minimizing the inter-domain
divergence and maximizing the intra-class density. Asym-
metric mapping between domains was introduced by
SBADA-GAN [17] to reconstruct the class source target
picture from the sample level. According to recent studies,
sample-level and feature-level data are equally crucial for
unsupervised domain adaptable tasks. Therefore, LPJT [18]
proposed combining distribution matching for feature adap-
tation and landmark selection samples for adaptation. Such
experimental results are good, but an abundance of data for
training in the target domain makes real-world applications
tricky. A fast domain adaptive network, which requires fewer
processing resources and yields better accuracy, has been
suggested as a solution to this problem. However, the broad
domain adaptable technique, which belongs to the same class
across domains, is inappropriate for the task since identities
in the two domains are distinct in person re-identification.
Therefore, it is crucial to design the corresponding algorithm
for person re-identification domain adaption.

B. UNSUPERVISED DOMAIN ADAPTIVE PERSON
RE-IDENTIFICATION
Three categories can be utilized for categorizing the common
unsupervised domain adaptive algorithms. The first class [19]
is image-level methods that use GAN to transform the domain
of the source image into the desired style for the domain of
the target image [20]. For example, PTGAN [21] focused on
transferring knowledge. However, the performance of these
methods does not compare to that of fully supervised meth-
ods. The second class consists of feature-level techniques.
For instance, IM [22] explored three different fundamental
invariants, including neighborhood, paradigm invariance, and
camera. The final class is called clustering-based adaptation,
and they all work by using a pre-training phase on the
source domain and then transferring the conditions that have
been learned to the target domain. Because of the unstable
clustering method and excessive domain deviations, the
produced pseudo-labels typically incorporate noise, which
prevents further model performance improvement. Although
MMT [23] is used in UDA person re-identification to fix
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this issue by generating soft pseudo-labels using two neural
networks, as the training process advances and the two neural
networks gradually converge, they will inevitably have a high
degree of similarity. Consequently, it is essential to develop
various networks that improve complementarity.

C. ATTENTION MECHANISM
For augmented representation learning, attention is fre-
quently used in domains like object detection and image
categorization. As an illustration, the SE [24] block updates
the channel feature response, and the Convolutional Attention
Module (CBAM) [25] further investigates ‘‘what’’ and
‘‘where’’ using channel attention and spatial attention.
Attention modules can be stacked to provide adaptive mod-
ules, attention-aware features, and a residual network. The
Non-local block utilizes global features as well as explores
the connections between various locations on the feature
map. Multiple self-attention components are merged to
form the multi-head self-attention mechanism. Better feature
extraction implies each head that learns attributes via several
graphical subspaces to assemble loads reconstructions. The
most recent fully supervised algorithms employed in the
research of person re-identification, including ConsAtt [26]
and ABD-Net [27], applied attention processes to several
widely used person re-identification datasets. These studies
have employed attention mechanisms to identify features that
are either discriminative or essential to raising performance.
The research presented in this publication also reveals that
the attention mechanism can enhance the variations brought
about by wave blocks in addition to the previously indicated
features. As a result, by including the attention mechanism,
the neural network’s extracted features are made to be
more complimentary and discriminative, which enhances the
performance of the network.

III. PROPOSED METHOD
Adapting a practiced model from the source Ds ={(
xsi , y

s
i

)
|
Ns
i=1

}
to the target domain D =

{
xi |

N
i=1

}
is the aim

of UDA person re-identification, where Ns and N signify the
quantity of samples in the source domain and the quantity of
samples in the target domain, respectively. xsi and y

s
i indicate

the source domain’s samples and labels. Clustering is used to
produce the pseudo-labels ỹi for the samples xi in the target
domain.

FIGURE 1 shows the flowchart of the general framework
proposed in the paper for unsupervised domain adaptive
person re-identification. Amutual mean teacher model is first
used to build a clustering baseline. On top of the foundational
approach, a probabilistic uncertainty-guided asymptotic label
refinement method is added to assess the noise level of
pseudo-labels and lessen the detrimental effects of noisy
samples. In addition, the CBAM attention mechanism [28]
and Non-local blocks are introduced to strengthen the
network’s focus on feature specifics in order to increase its
capacity to spot false pseudo-labels. The clustering baseline,
probabilistic uncertainty-based modeling, improved network

structure, CBAM attention mechanism [29], and Non-local
blocks will be introduced in the next sections, respectively.

A. INTRODUCTION OF CLUSTERING BASELINE
In this paper, we build a baseline for domain-adaptive
unsupervised person re-identification based on P2LR via
clustering. The pre-training of the source domain model,
clustering, and fine-tuning of the target domain are the
three stages that make up the general clustering methods
process. Two relatives networks are set up with the same
topology, commenced with two separate randomised seeds,
and and trained using identical data during the source pre-
training phase, but they are subjected to different data
augmentation [30] to lessen interdependence. Identity loss
Lid and triplet loss Ltri are used to better the networks.
The pseudo-labels for the target domain data are produced
by clustering during the clustering phase. Utilizing the
exponential moving average of the two student models from
the iteration, two mean teacher models, M1 and M2, were
produced for the target domain fine-tuning phase. Use the
predictions of the teacher model as soft labels to oversee the
training process of another student model. Along with the
identity loss and triplet loss for hard pseudo-labels produced
by clustering, each model also used a Kullback-Leibler (KL)
divergence loss LKL and a soft triplet loss Lstri for soft labels.
The entire loss function for the fine-tuning phase is shown

below:

L = Lid + λtriLtri + λKLLKL + λstriLstri (1)

where λtri, λKL and λstri are, respectively, corresponding loss
weights.

B. MODELING PROBABILISTIC UNCERTAINTY
The clustering-based UDA person re-identification task
generates a significant number of noise-filled pseudo-labels,
which may lead to mistakes in the network’s training at
the step of fine-tuning the target domain and degrade the
model’s performance. Uncertainty estimation is a simple
technique to get rid of erroneous pseudo-labels to lessen
the impact of pseudo-label noise. This paper models on
the basis of P2LR, the results of which show that samples
of pseudo-labels with inaccurate tags have high probability
uncertainty while samples of pseudo-labels with accurate tags
have low probability uncertainty. Therefore, to evaluate the
sample’s noise level laterally, this variation in distribution
is used as probabilistic uncertainty. Give pseudo-labels ỹi to
each unlabeled sample xi in the target domain by clustering.
We construct an external classifier φt

(
·
∣∣wclst )

based on the t-
th step clustering, where wclst ∈ Rc×d denotes the external
classifier’s parameterized weight. It should be noted that
the weights are dynamically created and do not require
extra training. In the experiments, the classifier’s weights are
cluster centroids of d dimensions. The classifier as stated
in equation (2) is utilized to determine the classification
probability distribution among the several identities for the
featuresfi ∈ Rd of the sample (xi, ỹi) obtained from the mean
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FIGURE 1. The general framework flow chart.

teacher model. α in the equation is the temperature parameter.

P (xi, ỹi) = φ (fi) = Soft max
(

wclst
∥wclst ∥

·
fi

∥fi∥
· α

)
(2)

The modeling of the generalized ideal distribution of the
samples in the target domain is motivated on the grounds
that the single-pulse distribution of the samples may be
derived by ordering the probabilities symmetrically from
biggest to smallest centered at ysi in the source domain.
The smoothed δ distribution linked to high temperatures
α is shown to be extremely stable and unaffected by the
specific dataset. Other distributions may perform better under
specific circumstances when α is reduced (α governs the
distribution’s diversity), but it is impossible to generalize this.
Thus, an ideal distributionQ (xi, ỹi) can be represented as the
smoothed δ distribution (Equation(3)).

Q (xi, ỹi) = δsmooth (j− ỹi) =

 ε, if j = ỹi
1 − ε

c− 1
, otherwise

(3)

where j represents the identity index, c represents amount of
identities (i.e., amount of identities clusters), and ε represents
a hyperparameter with a value of 0.99.

The study is a measure of sample uncertainty by esti-
mating the predictive separation of the anticipated prob-
ability between the identity and the optimal distribution.
Instead of measuring the characteristic inconsistency of the
teacher-student model [6], a criterion called probabilistic
uncertainty is defined, which calculates the inconsistentness
between the predicted distributions P (xi, ỹi) and ideal distri-
butions Q (xi, ỹi). The Kullback-Leibler (KL) divergence is
also used in the paper to quantify consistency and define the
probabilistic uncertainty as follows:

U (xi, ỹi) = DKL (Q (xi, ỹi) ∥P (xi, ỹi) ) (4)

If the pseudo-label produced by clustering has a greater
U (xi, ỹi), it should be rejected during the target domain
fine-tuning stage since it is more likely to be incorrect.

C. NETWORK STRUCTURE
This paper uses ResNet-50 as the backbone network and
feeds the refinement samples as input to the network, which
first undergoes convolution, normalization, and maximum
pooling operations, then inserts CBAMmodules after stage 0
and stage 1, Non-local blocks after stage 2 and stage 3,
and then the output is subjected to global average pooling
operations after stage 4, and finally the output features
are obtained, for which identity loss and triplet loss are
performed. The improved network structure diagram is
shown in FIGURE 2.
Both the average-pooled feature and the max-pooled

feature are used by the CBAM module in this study, and the
max-pooled feature, which soft-encodes the most important
portion, can make up for the average-pooled feature, which
soft-encodes the global statistics. The output of the shared
network is merged by aggregate total of elements because the
module employs both features and a shared network for these
features.

Both convolutional and cyclic operations deal with a local
domain by building blocks, Non-local operations are also
viewed in this work as a set of components to recognize
long-term dependencies. The Non-local operations in this
paper assess a location’s reaction as a weighted combination
of all location attributes. The Non-local operations keep a
flexible input size and can be conveniently paired with the
convolution operations in ResNet-50, which improves the
discriminative power of the network for features up to a point.

D. INTRODUCING CBAM ATTENTION MECHANISM
CBAM can progressively infer a 1D channel attention
mapping Mc ∈ RC×1×1 and a 2D spatial attention mapping
Ms ∈ R1×H×W using a preliminary feature mapping

VOLUME 11, 2023 88187



H. Chen et al.: Dual Attention Network for Unsupervised Domain Adaptive Person Re-Identification

FIGURE 2. Network structure diagram.

FIGURE 3. Overview diagram of the CBAM module.

FIGURE 4. Overview diagram of the Non-local block.

F ∈ RC×H×W as input, as shown in FIGURE 3. The whole
process of attention can be described as follows:

F ′
= Mc (F) ⊗ F

F ′′
= Ms

(
F ′

)
⊗ F ′ (5)

where ⊗ means element-by-element multiplication. The
duplication process governs how mind values spread, with
channeled focus values spreading along the spatial dimension
and oppositely. F ′′ is the output of the final refined result.

Channel attention module. The study creates channel focus
maps by utilizing the relationships between feature streams.

Two distinct traits of the spatial context Fcavg and Fcmax are
generated by first aggregating the spatial information of the
feature graph using the average-pooling and max-pooling
operations to represent the average-pooled feature and the
max-pooled feature, respectively. The channel attention map
Mc ∈ RC×1×1 is created by transferring both descriptors to a
shared network. Amultilayer perceptron (MLP) plus a hidden
layer make up the shared network. Size of the concealed

triggering is set to R

C
r

×1×1
to eliminate extraneous factors,

and the reduction ratio is r . Once the descriptors are
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propagated to the common network, then summarization of
the components is used to integrate the newly created vector
of features. In this regard, the channel attention is established
in the following manner:

Mc (F) = σ (MLP (AvgPool (F)) +MLP (MaxPool (F)))

=

(
W1

(
W0

(
Fcavg

)))
+W1

(
W0

(
Fcmax

))
(6)

where the sigmoid function is denoted by σ , andW0 ∈ R

C
r

×C

and W1 ∈ R
C×

C
r . Be aware that the MLP’s weights W0

and W1 are shared across the two inputs, and that weight W0
comes after the ReLU activation function.

Spatial attention module. For the creation of spatial
attention visualizations, the study makes use of the spatial
connections that exist between features. Two pooling tech-
niques are used to bring together the channel specifics from a
feature mapping and yield two 2D maps: F savg ∈ R1×H×W

and F smax ∈ R1×H×W . These two mappings represent the
average-pooled feature and the max-pooled feature across
channels, respectively, which a standard layer of convolution
will tie together and bundle to create a 2D attention to space
map. Spatial attention is essentially quantified as:

Ms (F) = σ
(
f 7×7 ([AvgPool (F) ;MaxPool (F)])

)
= σ

(
f 7×7

([
F savg;F

s
max

]))
(7)

where σ stands for the sigmoid function, f 7×7 for the
convolution process with a 7 × 7 filter size.
Using two attentional modules—channel attention and

spatial attention, the network can concentrate on ‘‘what’’
and ‘‘where’’ inside a picture input. The CBAM attention
mechanism is obtained by putting the twomodules of channel
attention and spatial attention into the network in order. The
ResNet-50 network used in the paper is made more effective
by this module, which may ultimately affect the network to
accurately focus on the target person and enhance the person
re-identification model’s effectiveness.

E. INTRODUCING NON-LOCAL BLOCKS
The Non-local block, which encapsulates Non-local actions,
can be integrated into current network patterns. A Non-local
block can be described as:

zi = Wzyi + xi (8)

where i in the equation is the indices of the calculated
response output position, y is the output signal, and +xi
denotes the residual connection [31]. Any pre-trained model
may have Non-local blocks included in it without affecting
the network’s original behavior because to this residual
connection. FIGURE 4 shows an example diagram of a
Non-local block. When employed in advanced subsampling
feature mapping, the pairwise calculations of Non-local
blocks is compact. A typical convolutional layer in a
common network is equivalent to the two-by-two calculation

performed through multiplication of matrices. As illustrated
in FIGURE 4, the positional embedding on yi is calculated
using the weight matrix Wz in Eq(8), channel counts that are
equal to one another on x.

By calculating ties between any two places, irrespective of
the gap that separates them, Non-local operations explicitly
represent long-term dependencies. Adding a block behind
stage2 and stage3 in the ResNet-50 network, the module
can perform multiple communications remotely, with infor-
mation passing back and forth between distant locations in
space-time, something that is difficult to achieve with local
models. Based on the theory of P2LR, Non-local blocks
are added to the network, which can make the network
more efficient and can capture long-term dependencies
more effectively through Non-local operations, resulting
in stronger correlations between the extracted features,
which are conducive to improving the discriminative and
judgmental power of the network model for person.

IV. EXPERIMENTAL ANALYSIS
A. IMPLEMENTATION DETAILS
In this paper, the network model was designed on the basis
of P2LR and educated on four NVIDIA RTX 2080Ti GPUs.
A weight decline of 5e-4 in an ADAM optimizer is used to
optimize themodel, andResNet-50, pre-trained on ImageNet,
is used as the backbone network. We apply standard P-K
sampling for person re-identification, with P=4 and K=16 in
small batch samples, followed by arbitrary flipping, cropping,
and deleting to enhance the data. It should be emphasized
that in the source pre-training phase, random erasure is not
employed. All person images are adjusted to 256 × 128. The
k-means clustering algorithm is used in this paper, where the
number of clusters is set to 500, 700 and 1500 for the Market-
1501, DukeMTMC and MSMT17 datasets, respectively. The
learning rate is initially set to 3.5e-4 for a total of 80 epochs
in the source pre-training phase, and it is decreased by 1/10
at the 40th and 70th epochs. The learning rate in the target
fine-tuning phase is set to 3.5e-4.

B. DATASET AND EVALUATION METHODS
The approach in this paper is assessed on three main-
stream person re-identification datasets, namely Market-
1501 [32], DukeMTMC [33], and MSMT17 [21]. The
Market-1501 dataset was recorded by 6 cameras and contains
32,668 annotated photos of 1501 identities; 12,936 of these
images were used for training and 19,732 for testing. The
36,411 photos in the DukeMTMC dataset were taken using
8 cameras, and 702 identities were utilized for training
and 702 identities for testing. The most significant and
difficult person re-identification dataset, MSMT17, was
made up of 126,441 photos with 4101 identities, of which
3060 identities were used for testing and 1041 identities
were used for training. The experiments in this paper are
evaluated using mean accuracy (mAP) and CMC Rank-
1/5/10 (R1/R5/R10) accuracy, and no reordering operation is
performed throughout the experiments.
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TABLE 1. Performance(%) comparison with SOTA UDA Person Re-id methods on DukeMTMC→Market-1501 and Market-1501→DukeMTMC.

TABLE 2. Performance(%) comparison with SOTA UDA Person Re-id methods on Market-1501→MSMT17 and DukeMTMC→MSMT17.

C. COMPARISON WITH STATE-OF-THE-ARTS
On four typical UDA person re-identification tasks, the
approach in this study is compared with the state-of-the-
art methods. The results are shown in Table 1 and Table 2.
DAAM [34] introduced domain alignment constraints and
attention modules among the known UDA person re-
identification methods. Clustering-based techniques included
SSG [35], MMT, MEB-Net [36], and UNRN [9]. SSG
evaluated and clusters body parts using both global and local
criteria. In this study, a baseline is built using P2LR, and a
mutual mean teacher model for UDA person re-identification
is introduced. The method presented in this paper greatly
increases the accuracy of the UDA person re-identification
method when compared to the baseline P2LR.

With a more straightforward and effective framework
design than MEB-Net, which created three networks
for mutual mean learning, this paper increases the
mAP on the DukeMTMC→Market-1501 and Market-
1501→DukeMTMC tasks, respectively, by 8.6% and 6.5%.
In the target fine-tuning phase, UNRN and GLT [37] made
use of source domain data and constructed an external support
memory to mine challenging sample pairs. On the MSMT17
dataset, the method in this paper still increases mAP by 8.4%
and 7.1% over UNRN on the DukeMTMC→MSMT17 and
Market-1501→MSMT17 tasks. It is demonstrated by the
experimental findings that the strategy presented in this study

executes better on four popular tasks that consist of three
datasets, which, in a certain sense, also supports the strategy
used in this paper as being beneficial.

D. ABLATION EXPERIMENTS
In this section, a large number of ablation experiments
are conducted to demonstrate the accomplishments of each
module of the method in this paper. In the ablation study,
Market-1501, DukeMTMC and MSMT17 datasets are used,
and ResNet-50 is employed as the network infrastructure.

1) EFFECTIVENESS OF THE CBAM ATTENTION MODULE
The CBAM attention module is added behind stage0 and
stage1 of the ResNet-50 network on the basis ofmitigating the
negative effects of pseudo-label noise. The pooling operation
for explicit modeling enables for finer attentional judgments
as opposed to learnable weighted channel pooling, as seen by
the average-pooling operation and the max-pooling operation
in the module producing superior accuracy. Taking into
account the experimental findings in Table 3, it can be
seen that the introduction of the CBAM module improved
mAP and R1 by 1.6% and 1.0%, respectively, on the
DukeMTMC→Market-1501 task compared to the baseline.
On the Market-1501→DukeMTMC task, mAP and R1 were
improved by 0.7% and 0.9%, respectively, compared to the
baseline.
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TABLE 3. Ablation experiments(%).

As a result, it can be demonstrated that the network
using the CBAM method can somewhat increase the
baseline’s accuracy while also demonstrating the system’s
strong generalization capabilities on large-scale datasets.
This attention module’s pooling technique, which creates
richer descriptions and spatial attention that successfully
complements channel attention, is effective. Additionally,
the CBAM module may be easily applied to light-weight
networks since it enables efficient feature refinement with
only a few parameters and minimal computational overhead.

2) VALIDITY OF NON-LOCAL BLOCKS
Mislabeled samples can have detrimental consequences that
can be more successfully mitigated by removing them during
training. After stages 2 and 3 of ResNet-50, the Non-local
blocks are added to increase the network’s ability to
discriminate. After several experiments, it was found that the
best results were obtained after inserting the Non-local blocks
into stage2 and stage3 of ResNet-50, and they were also
the most beneficial for network learning. The experimental
findings in Table 3 indicate that, when compared to the
baseline, mAP and R1 on the DukeMTMC→Market-1501
task improved by 3.1% and 1.2%, respectively. mAP and
R1 on the Market-1501→DukeMTMC task improved in
comparison to baseline by 1.6% and 2.1%, respectively.

The inclusion of Non-local blocks in the experiments
alleviates the long-range messaging problem and improves
long-range dependence. Instead of only acquiring global
information by stacking many convolutional layers, this
module may directly fuse the global information by
enhancing the distance dependency, which also adds richer
semantic information to the following layers. Additionally,
by integrating data regarding attributes associated with
the target person and adding this module, the network is
able to take into consideration both attention and context,
improving the accuracy of the network model for target
person recognition. Based on P2LR, adding the operation of
Non-local block enhances the capability of the network to
extract features and enriches the semantic information. Based
on the experimental results in this paper, it can be concluded
that the performance’s primary contribution improvement of
the model is the introduction of the operation of Non-local
blocks. Therefore, Non-local blocks are expected to be an
important part of multiple network architectures.

V. CONCLUSION
This paper seeks to improve the learning efficiency of deep
networks andminimize the damaging effects of pseudo-labels

with mislabeling on unsupervised domain-based adaptive
person re-identification methods based on clustering. The
study finds that the introduction of an attention mechanism
can improve the accuracy of the network, which is beneficial
to facilitate the research of the UDA person re-identification
task. Therefore, this paper proposes a network framework
with dual attention, i.e., introducing a CBAM attention
mechanism in the shallow layer of the network to enhance
the network’s attention on the person image channel and
spatially, which can more easily help the network to identify
the pseudo-labels with mislabeling. In addition, in order to
obtain more comprehensive information on feature details,
non-local blocks are introduced in the deeper layers of the
network to fully obtain both global and local information
of the features. Based on the experimental findings, it is
evident that, when compared to other methods already in
use, the method utilized in this work performs better on
each of the four popular UDA person re-identification tasks.
Because the MSMT17 dataset is challenging, tests on it
take longer to complete, but the accuracy of the results is
adequate. However, this poses some difficulties in developing
the system, and we will try to investigate more lightweight
network structures and better quality algorithms to better
handle large datasets in our subsequent work.
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