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ABSTRACT This paper proposes a new technique for a dual-axis light tracking system using a combination
of Proportional Integral Derivative (PID) and Artificial Neural Network (ANN) with a tetrahedron-based
sensor. A tetrahedron-based sensor can detect the position of light using three photoresistor components
arranged on a tetrahedron plane. The proposed technique combines PID and ANN controllers using a
switching method that allows the algorithm to switch between PID and ANN based on the occurring errors.
The updating of PID controller gains is done offline. Additionally, in the proposed tracking system, a new
mechanism called dual-axis in dual-frame is introduced. This mechanism involves the use of two frames
moving in parallel along opposite axes. Experimental results collected the angular movement data and the
decrease in error values. Numerical analysis showed that the proposed prototype of the PID-ANN tracking
system demonstrates better response time than previous prototypesmentioned in the literature.Moreover, this
system also exhibits low error rates and improved data distribution. Therefore, the PID-ANN tracking system
with the switching process enhances the performance of responsive, accurate, and precise light tracking.

INDEX TERMS Dual-axis, tetrahedron-based sensor, ANN, PID.

I. INTRODUCTION
The tetrahedron-based sensor is a geometrically shaped sen-
sor used for tracking light and determining its position. It can
be applied in solar tracking systems with the aim of max-
imizing the potential electrical energy generated by solar
panels [1], [2]. The tetrahedron-based sensor consists of three
light sensor units in the form of photoresistors [3]. These
sensors are attached to each face of the tetrahedron. The
operation of this sensor involves comparing the differences in
readings obtained from each photoresistor. Consequently, the
sensor is capable of detecting and determining the coordinate
position of the light source. The readings from the photore-
sistors can be obtained using a voltage divider circuit [4], [5]
or a Wheatstone bridge circuit [6]. By implementing the
appropriate sensor configuration, the tracking system can
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achieve accurate tracking and minimize errors. Furthermore,
the use of a suitable sensor configuration can optimize the
overall performance of the system [7].

The tetrahedron-based sensor technology remains popular
to this day. This sensor technology was first introduced in
the paper [8], which applied the sensor in a dual-axis solar
tracking system. The study discussed in that paper focuses
on the design and structure of the tetrahedron-based sensor,
including the mechanisms involved in the dual-axis solar
tracking system. The research aimed to identify the coordi-
nate position of the sun based on sensor readings. The study
of the tetrahedron-based sensor was also discussed in the
paper [9]. This paper examined the influence of sensor dimen-
sion size on system performance. The research elaborated on
how variations in sensor size can affect the overall perfor-
mance of the tracking system. Furthermore, the paper [10]
discusses the development of the tetrahedron-based sensor
using a phototransistor. This research focuses on the use of
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a phototransistor as a sensor component in the tracking sys-
tem. The paper explains the implementation, characteristics,
and advantages of using a phototransistor in the context of
tetrahedron-based light tracking.

Furthermore, there are other literature discussing the
advantages of tracking systems. One such literature identifies
several advantages of tracking systems, as presented in the
paper [11], which compares fixed-axis tracking systems with
oriented-axis tracking systems. The study results indicate
that oriented-axis tracking systems can produced 30% more
electrical energy than fixed-axis systems. In paper [2], a study
examines a solar tracking system designed in a mobile form,
making the system a self-powering generator. The results
show that oriented-axis tracking systems can increase energy
by 67.65%. Meanwhile, in another study [12], the steward
platform mechanism is utilized as an oriented-axis track-
ing system. Implementing the steward platform mechanism
leads to a 32% increase in energy compared to fixed-axis
systems. Based on these studies, oriented-axis tracking sys-
tems are preferred over fixed-axis systems. As discussed in
the review article [13], the use of solar tracking systems
is becoming increasingly popular as the utilization of solar
energy as an alternative energy source continues to rise. The
development of solar tracking systems continues, ranging
from manual control using internet networks [14], [15] or
bluetooth [16], and automatic control using a solar trajectory
models [17], [18].

Artificial Neural Network (ANN) is an intelligent adaptive
algorithm that can modify its variable structure to solve a
problem based on the learned information [19], [20], [21].
The structure of an ANN consists of multiple nodes that form
a network. Each node contains weight and bias variables.
Since it belongs to supervised learning, the ANN algorithm
requires training data to perform the learning process. The
goal is to update the weight and bias variables based on the
provided training data [22], [23], [24]. The accuracy of an
ANN is determined based on the amount of training data and
iterations that occur. Themore iterations and training data, the
more accurate the results [25], [26]. The application of ANN
in tracker systems was discussed in the paper [27]. The study
used a tetrahedron-based sensor to predict the sun’s position
in cloudy conditions. The training process was performed
using 322 datasets and feed-forward backpropagation meth-
ods. The training process was carried out for 1000 iterations,
resulting in the system’s ability to predict the sun’s position
with a Mean Absolute Error (MAE) of 1.65 on the x-axis and
1.15 on the y-axis.
Proportional Integral Derivative (PID) is a closed-loop

feedback control system that control stability in a system and
minimize error values [28], [29]. The PID controller aims
to improve the system’s response time, including rise time,
settling time, and overshoot. The PID controller has three
main parameters: the proportional parameter, the integral
parameter, and the derivative parameter. To obtain suitable
PID parameters, a tuning process is necessary. The goal is to
ensure that the system operates with the expected response

time. Research on applying PID controllers in a prototype
tracking system was discussed in paper [30], which utilized a
tetrahedron-based sensor. The study’s PID analysis resulted
in an x-axis movement with an MAE value of 4.03 and a
standard deviation of 3.31. Meanwhile, the y-axis movement
obtained anMAE value of 1.2 and a standard deviation of 1.6.

Several studies have addressed the development of PID
controllers used in tracking systems. In the paper [31], a sim-
ulation of a tracking system control using PID was conducted
by modifying the Ziegler-Nichols Rules (PID-ZN). The mod-
ification resulted in faster system response time, with a rise
time of 0.0176 seconds and a settling time of 0.0314 seconds,
making the tracking system control more stable. In the sub-
sequent paper [32], a simulation of tracking system control
utilizing PID controllers with swarm intelligence optimiza-
tion algorithms: Particle Swarm Optimization (PID-PSO),
Cuckoo Search Algorithm (PID-CSA), and FireflyAlgorithm
(PID-FFA), was performed. The study revealed slow move-
ment and deviation from the optimal point, leading to oscilla-
tion in the PID control. Furthermore, in the paper [33], which
examined a prototype PID tracking system optimized with
a Fuzzy Logic Controller (PID-FLC), the research results
indicated a rise time of 3.6 seconds and a settling time of
4.8 seconds. The tracking system achieved an energy increase
of 48.3% compared to the conventional tracking system.

Meanwhile, the development of PID-ANN algorithms has
been discussed in several studies for specific applications,
utilizing various different methods. Table 1 presents a lit-
erature review of the application of PID-ANN algorithms
using different methods. Based on this literature review, it can
be concluded that the PID-ANN algorithm has a significant
impact on the system’s response time. This algorithm is capa-
ble of providing better results in terms of aspects such as rise,
delay, and settling times.

Through these studies, a new method based on the devel-
opment of the PID-ANN algorithm for the tracking system
is proposed to improve the response time. In this paper,
a tetrahedron-based sensor is utilized as a light sensor to
detect the direction and movement of light. To control the
driving motor, the PID-ANN processing algorithm with a
switching method is employed. The proposed method aims to
switch between PID andANNprocessing in order to optimize
system performance. The PID controller plays a role in speed-
ing up the response time, reducing oscillation as the motor
approaches the target coordinates, and maintaining system
stability. On the other hand, the adaptive ANN algorithm
determines the motor rotation direction. Both algorithms are
used alternately in the tracking system. When the sensor
detects changes in the light position, the ANN algorithm
is employed to adjust the tracking. Furthermore, when the
system approaches the target point, the algorithm switches to
PID control to ensure stable system performance and expedite
target achievement.

The process of updating PID controller gains is done
offline by adjusting control parameters before the system
is executed. The proposed method demonstrates superior
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TABLE 1. Literature review of PID-ANN algorithm for different applications.

results in terms of response time parameters, including
rise time, settling time, and steady-state error. Additionally,
to validate the research findings, a comparison is conducted
between the proposed system and existing literature. The
main contributions of this paper are as follows:

• We propose a tracking system with a new concept
that utilizes the dual-axis in dual-frame mechanism.
This concept involves the use of two frames moving in
parallel along opposite axes to drive the tracking system
in a dual-axis manner

• We propose the development of the PID-ANN
algorithm by implementing a switchingmethod. By uti-
lizing this method, the tracking system can operate
adaptively to achieve better response time results.
Through the utilization of the PID-ANN algorithm
and the ability to switch between them, the tracking
system can adapt to different conditions and effectively
optimize response time.

• The proposed tracking system is not limited to solar
tracking, but is applicable to various types of tracking
systems that utilize light as the monitored object.

II. DESIGN SYSTEM
This paper proposes a dual-axis tracking system using
a tetrahedron-based sensor. The explanation of the
tetrahedron-based sensor design and the tracking system
mechanism design are presented in this section.

A. DESIGN OF TETRAHEDRON-BASED SENSOR
The tetrahedron-based sensor is a light-tracking sensor
that works based on the principle of value comparison.
The tetrahedron-based sensor is designed to resemble a
three-sided pyramid shape and uses three photoresistors. The
photoresistors are mounted on the sides of the tetrahedron
as shown in Fig. 1. Meanwhile, Fig. 2. shows the geometric

structure of the sensor, displaying the position points of each
photoresistor defined as points P1, P2, and P3.

FIGURE 1. Design of tetrahedron-based sensor.

FIGURE 2. Structure geometry of tetrahedron-based sensor.

In Fig. 2, point T is located at the center of the tetrahedron
base, while point S is located at the top of the tetrahedron.
The coordinates of the center point can be calculated using
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FIGURE 3. Design of tracker system.

the centroid of triangle method. Based on the coordinates
of points A, B, and C , the coordinates of point T can be
determined using the following equation, xT

yT
zT

 =

 (xA + xB + xC )/3
(yA + yB + yC )/3
(zA + zB + zC )/3

 (1)

Meanwhile, to determine the coordinates of positions P1,
P2, and P3, the following equations are used, xP1

yP1
zP1

 =

 (xA + xC + xS )/3
(yA + yC + yS )/3
(zA + zC + zS )/3

 (2)

 xP2
yP2
zP2

 =

 (xB + xC + xS )/3
(yB + yC + yS )/3
(zB + zC + zS )/3

 (3)

 xP3
yP3
zP3

 =

 (xA + xB + xS )/3
(yA + yB + yS )/3
(zA + zB + zS )/3

 (4)

B. DESIGN OF TRACKER SYSTEM
The proposed design of the tracking system adopts the con-
cept of dual-axis in dual-frame using two frames that move on
different axes. This type of mechanism speeds up the system
in tracking light because the motors work in parallel, meaning
that bothmotors can be active simultaneouslywithout waiting
for the other motor to stop. The design of the tracking system
is shown in Fig. 3. The outer frame is used to move the sensor
on the x-axis, while the inner frame is used to move the sensor
on the y-axis.
The result of the design is a physical device of a dual-axis

tetrahedron-based sensor tracker system as shown in Fig. 4.
The system uses anATmega328Pmicrocontroller and stepper
motors as the drivers.

C. MODEL MECHANISM OF TRACKER SYSTEM
The tracking system mechanism utilizes a tetrahedron-based
sensor as the sensing device to detect the position of light.
The operation principle of this system involves comparing
the readings of each photoresistor, where P1 serves as the
reference. Based on these comparisons, the sensor can deter-
mine the light position on the x-axis and y-axis. The light

FIGURE 4. Proposed dual-axis tetrahedron-based sensor.

position on the x-axis is determined by the difference in
values between P1 and P2, while the light position on the
y-axis is determined by the difference in values between P1
and P3. Thus, the difference in values can be expressed as
follows,

ex = |P1 − P3| (5)

ey = |P1 − P2| (6)

where, ex represents the error value on the x-axis, and ey
represents the error value on the y-axis.

The tetrahedron-based sensor is capable of detecting
changes in the light position based on the brightness level
read by the three photoresistors. When the brightness level
at P1 is lower than P2, the x-axis motor moves in a clockwise
(CW) direction. Conversely, if the brightness level at P1 is
higher than P2, the x-axis motor moves in a counterclockwise
(CCW) direction. Furthermore, when the brightness level at
P1 is lower thanP3, the y-axismotormoves in a CWdirection.
If the brightness level at P1 is higher than P3, the y-axis
motor moves in a CCW direction. However, when all three
photoresistors detect the same brightness level, both motors
stop. This indicates that the tracking system has successfully
oriented itself accurately towards the desired light source.
During the tracking process, both motors are given equal pri-
ority because the system employs a parallel drive mechanism.

The mechanical system of the tracking system is depicted
in Fig. 5. By applying Newton’s First Law, the mathematical
model can be expressed as follows,

τ1 − F1.l sin θ1 = 0 (7)

τ2 − F2.l sin θ2 = 0 (8)

where, τ1 represents the torque on the x-axis frame, τ2 repre-
sents the torque on the y-axis frame, F1 represents the force
on the x-axis frame, F2 represents the force on the y-axis
frame, θ1 represents the rotation angle on the x-axis, and θ2
represents the rotation angle on the y-axis. The flowchart
illustrating the overall working principle of the tracking
system is shown in Fig. 6.
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FIGURE 5. Mechanism of the tracking system; (a) x-axis movement;
(b) y-axis movement.

FIGURE 6. Flowchart of tracker system.

Meanwhile, to obtain the transfer function of the track-
ing system, it is derived by differentiating the mathematical
model from Equation (7) and Equation (8). The derived
results are expressed as follows,

I1.α1 − m1.g.l sin θ1 = 0 (9)

I2.α2 − m2.g.l sin θ2 = 0 (10)

where, α1 represents the angular acceleration on the x-axis
frame, α2 represents the angular acceleration on the y-axis
frame,m1 represents the total mass of both tracker frames,m2
represents the total mass of the y-axis frame, and g represents

TABLE 2. Tracker parameters.

the acceleration due to gravity. The parameters of the tracker
device are presented in Table 2.

Next, Laplace transformation is performed, resulting in the
following equation,

I1.s2θ1 (s) − m1.g.lθ1(s) = U1(s) (11)

I2.s2θ2 (s) − m2.g.lθ2(s) = U2(s) (12)

Therefore, the transfer function of the tracking system can
be obtained as expressed below,

G1 (s) =
θ1(s)
U1(s)

=
1

I1.s2 − m1.g.l
(13)

G2 (s) =
θ2(s)
U2(s)

=
1

I2.s2 − m2.g.l
(14)

III. PROPOSED PID-ANN ALGORITHM
The proposed system utilizes inputs in the form of P1, P2,
and P3 values. Meanwhile, the outputs are the movements
of the motors along the x-axis and y-axis. In the proposed
PID-ANN algorithm, there are several parameters that need to
be considered. These parameters include the PID parameters
and the ANN parameters.

A. PID CONTROLLER MODEL
PID is a feedback control system that continuously calculates
the error value as the difference between the desired setpoint
and the measured process variable, utilizing gain values to
adjust each parameter. The values of the three parameters
have an impact on the system’s response, stability, and can
affect overshoot [47], [48]. In this study, the PID controller is
tuned using the Ziegler-Nichols method. The tuning process
of PID using the Ziegler-Nichols method involves gradually
increasing the gain (Ku) and the time delay (Tu) until the
system approaches the stability limit [49], [50]. Subsequently,
the tuning process is carried out using the following equation,

Kp = 0.5Ku (15)

Ti = 0.85Tu (16)

Td = 0.125Tu (17)

where, the obtained value of Ku is 9.6 and the value of Tu
is 1.42. Thus, the PID parameters are obtained as displayed
in Table 3.
The general equation of the PID controller is defined as

follows,

C (t) = Kp

[
e (t) +

1
Ti

∫
e (t) dt + Td

de(t)
dt

]
(18)
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TABLE 3. PID parameters.

FIGURE 7. Block diagram of the PID system.

where, Kp, Ti, and Td are the main parameters of the PID
controller that determine the response and stability of the
system. Furthermore, the PID model is expressed as follows,

C (s) = Kpe (s)
[
1 +

1
Ti(s)

+ Td (s)
]

(19)

where, e(s) represents the difference between the setpoint
variable Ysp (s) and the process variable Ym(s), which is
defined as follows,

e (s) = Ysp (s) − Ym(s) (20)

Fig. 7 illustrates the closed-loop control system of PID.
θ (s) is the setpoint value of the desired angle. The output
value of the PID is denoted xpid and ypid .

B. ANN MODEL
In ANN, there are two training stages to generate a model:
Feed Forward and Back Propagation. In Feed Forward, the
incoming data at the input layer is calculated at each node it
passes through and then propagated until it reaches the output
layer. Each calculation process at the nodes involves weight
values, biases, and activation functions. The weight values
are associated with the input node channels, while the biases
are present at the nodes. The bias is a delta value used to
correct the calculated results at the node. If no correction is
needed, the bias is typically set to 0. The activation function
acts as a non-linear filter, converting input signals into output
signals. The type of activation function used depends on the
problem being solved. In Back Propagation, the data at the
output nodes is compared with the target data to determine
the error. Based on the obtained error, the weight and bias are
updated. These two stages are repeated until the appropriate
error value is achieved.

Fig. 8 displays the ANN architecture with parameters
explained in Table 4. In this architecture, there are x-axis
motor represented as mx and y-axis motor represented as my.
In the ANN algorithm, there are several stages. First, cal-

culating the value of the hidden node using the following
equation,

Hx =

10∑
j=1

3∑
i=1

Ii.wij + bj; 1 ≤ x ≤ 10 (21)

FIGURE 8. Proposed ANN architecture for tracker system.

TABLE 4. ANN parameters.

where,Hx represents the hidden value at node-x, Ii represents
the input value at node-i, wij represents the weight value from
input node-i to hidden node-j, and bj represents the bias value
at hidden node-j. Nodes in the hidden layer are defined as j,
while nodes in the input layer are defined as i.

The activation function used is the sigmoid function, which
is expressed in the following equation,

f (x) =
1(

1 + e−x
) ; x = 1, 2, 3, . . . , n (22)

Next, the output value of the node is calculated using the
following equation,

Ox =

2∑
k=1

10∑
j=1

Hj.wjk + bk ; 1 ≤ x ≤ 2 (23)
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TABLE 5. Datasets.

where, Ox represents the output value at node-x and Hj rep-
resents the hidden value at node-i. Nodes in the output layer
are defined as k .

The values at the output node are then compared with
the target data to determine the error value. The error can
be calculated using Equation (24), where Tij represents the
target data at node-i and dataset-j, Oi represents the output
data of the network at node-i. The dataset used consists of
eight data points displayed in Table 5. The input data consists
of the minimum and maximum values of the photoresistors
(P1, P2, P3). The target data is grouped into three classes,
representing commands to move both motors (mx , my): CW,
CCW, and Stop.

E =

8∑
j=1

2∑
i=1

1
2

(
Tij − Oi

)2 (24)

The error value serves as a reference in the training process.
When the error value reaches the predetermined threshold,
the training process will stop. During this process, theweights
and biases in each layer will be updated. To update the bias
value at the output node, the following equation is used,

Obj =
(
Tij − Oj

) (
1 − Oj

)
Oj; 1 ≤ j ≤ 2, 1 ≤ i ≤ 8 (25)

where, Obj represents the output bias value at node-j, Tij is
the target data at node-j and dataset-i, Oj is the output value
at node-j.

Next, to update the weight value from the hidden layer to
the output layer, the following equation is used,

Owij(k + 1) =

2∑
j=1

10∑
i=1

η.Hi.Obj + δ.Owij(k) (26)

where, Owij represents the output weight value from the
hidden layer at node-i to the output layer at node-j, η is the
learning rate parameter, Hi is the hidden value at node-i, δ is
the momentum factor parameter, k is the number of iterations
that occur. The iteration value will continue to increase until
the training process is completed.

Next, to update the bias value at the hidden node, the
following equation is used,

Hbj =
(
1 − Hj

)
.Hj.P; 1 ≤ j ≤ 10 (27)

FIGURE 9. Block diagram of the ANN system.

where, Hbj represents the hidden bias value at node-j, Hj is
the hidden value at node-j, and P is the accumulation value
of the output weight and output bias, which can be calculated
using the following equation,

P =

10∑
j=1

2∑
i=1

Owij.Obi (28)

Next, to update the weight value from the input layer to the
hidden layer, the following equation is used,

Hwij(k + 1) =

10∑
j=1

3∑
i=1

η.Ii.Hbj + δ.Hwij(k) (29)

where,Hwij represents the hidden weight value from the input
layer at node-i (1 ≤ i ≤ 3) to the hidden layer at node-j (1 ≤

j ≤ 10), and Ii is the input value at node-i. Fig. 9 shows the
overall block diagram of the ANN system. The output values
from the ANN are denoted as xann and yann.

The combination of PID-ANN algorithms is used to over-
come the limitations of PID and can be used to replace
conventional PID with the right configuration. PID acts as
a controller to speed up the response time and smoothen the
motor movement when approaching the target coordinates.
The goal is to make the system responsive with reduced
oscillations to maintain stability. In this system, an adaptive
ANN algorithm is added, which functions as the determi-
nant of motor rotation direction based on sensor readings.
Through the backpropagation training process, the algorithm
can understand patterns from the provided data and deter-
mine the motor’s rotation direction. Both algorithms are used
alternately with the switching method. The proposed method
aims to switch between using PID and ANN for data pro-
cessing. When the sensor detects a change in light position,
the algorithm processes the data using ANN, making ANN
act as the determinant of the rotation direction. Then, when
the system is close to the target point, the algorithm switches
to PID for processing. PID acts as a damper to reduce oscil-
lations and maintain system stability. By combining PID and
ANN, the tracking system can achieve minimum coordinate
differences, short response times, and reduced oscillations
when tracking the light source.

The proposed method of combining both PID-ANN algo-
rithms utilizes a switching method between the PID con-
troller and the ANN algorithms. Equation (30) is the method
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used to control the movement of the tracking system in the
x-axis, while Equation (31) is the method used to control the
movement of the tracking system in the y-axis. The overall
depiction of the proposed PID-ANN system is shown in the
block diagram in Fig. 10. In this system, PID controller gains
are updated offline, meaning control parameters are adjusted
before the system is executed or during the preparation phase.
This aims to optimize control performance and fine-tune
settings before the system actually operates.

X =


xann, if ex > 0.8
xpid , if 0 < ex ≤ 0.8
0, otherwise

(30)

Y =


yann, if ey > 0.8
ypid , if 0 < ey ≤ 0.8
0, otherwise

(31)

IV. PERFORMANCE ANALYSIS
The testing was conducted to observe the system’s response
in tracking light and to compare the performance of the
proposed algorithm with the previous algorithms. The testing
in this study used nine pieces of 5 watts LED lights with
a light flux of 130 lumens. These lamps were positioned at
different points.

Based on Fig. 11, the testing is conducted in three stages.
In the first stage, the testing was conducted to observe the
system’s movement in tracking light at point L1. In this stage,
the system is tested to observe the response of the system
in tracking the light in vertical movement, with the achieved
angle θY , and the distance traveled MY . In the second stage,
the testing was conducted to observe the system’s movement
in tracking light at point L2. In this stage, the system is tested
to observe the response of the system in horizontalmovement,
with the achieved angle θX , and the distance traveled MX .
In the third stage, the testing was conducted to observe the
system’s movement in tracking light at point L3. In this stage,
the system is tested to observe the response of the system
in diagonal movement, with the achieved angle θD, and the
distance traveled MD. Through these tests, an analysis was
conducted to obtain the performance results of the proposed
tracking system. The coordinate positions of L1, L2, and L3
are expressed in the following equation, L1

L2
L3

 =

 cos θY .rY sin θY .rY cos θY
cos θX .rX sin θX .rX cos θX
cos θD.rD sin θD.rD cos θD

 (32)

Meanwhile, the angles achieved by the tracking system
towards the light source are defined as θX , θY , and θD
expressed in the following equation, θX

θY
θD

 =

 arctan
(
MX

/
z
)

arctan
(
MY

/
z
)

arctan
(
MD

/
z
)
 (33)

where, the values ofMX ,MY , andMD can be calculated using
the following equation,MX

MY
MD

 =

 sin θX .rX
sin θY .rY
sin θD.rD

 (34)

The conducted analysis includes error analysis, motor
response analysis, and accuracy and precision analysis. Error
analysis is performed to determine the system’s ability to
minimize the occurring error. Meanwhile, motor response
analysis is conducted to assess the stability and speed of
the motor in responding to changes in light direction. The
parameters measured in this stage include delay time, rise
time, settling time, angular velocity, and lowest error devi-
ation. Delay time represents the delay factor of the sys-
tem’s response measured until the response reaches 50%
of the steady-state condition, rise time is the time it takes
for the system’s response to move from a stationary state
to the setpoint, settling time is the time it takes for the
system’s response to reach 5% of the steady-state condition,
and error deviation is a measure indicating the extent to which
a system experiences deviations from the established standard
value.

The subsequent analysis is the accuracy and precision
analysis, which is performed to determine the accuracy and
precision levels of each control algorithm used. The system’s
accuracy can be determined based on the error values. If the
error value is low, the system is considered more accurate
than the one system with a high error value. The commonly
used methods for calculating error values are Mean Absolute
Error (MAE) and Root Mean Squared Error (RMSE). These
are calculated as follows,

MAE =
1
n

n∑
i=1

∣∣∣θi − θ̂i

∣∣∣ (35)

RSME =

√√√√1
n

n∑
i=1

(
θi − θ̂i

)2
(36)

where, n is the number of data points, θi represents the actual
angle, and θ̂i represents the measured angle [51], [52].

Meanwhile, to determine the precision of the system, it can
be assessed based on the parameter of the standard deviation.
If the standard deviation value is low, the system is considered
more precise than the system with a high standard deviation
value [53], [54], [55]. The standar deviation is calculated
using the following equation,

σ =

√∑n
i=1 (xi − µ)2

n
(37)

where, σ represents the standard deviation value and µ rep-
resents the mean value, which can be calculated using the
following equation,

µ =
1
n

n∑
i=1

xi (38)
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FIGURE 10. Block diagram of the proposed PID-ANN tracking system.

FIGURE 11. System testing method.

where, xi represents the value at data point-i and n represents
the number of data points.

Then, to determine the data density in each system, an anal-
ysis is conducted using a normal distribution obtained by
calculating the Probability Density Function (PDF). Before
calculating the PDF, data normalization is performed to
ensure that all data have the same scale. The normalization
method used is the max-min method, which scales the data
between 0 and 1. The data normalization process is carried
out using the following equation,

x̂ =
x − xmin

xmax − xmin
(39)

where, x̂ is the normalized data and x is the original data. The
value xmin represents the minimum value of a set of original

data, while xmax represents the maximum value of the same
set of original data [56].

Next, based on the normalized data, the value of PDF can
be calculated using the following equation [57],

f (x) =
1

σ
√
2π

e
−

1
2

(
x−µ
σ

)2
(40)

V. RESULTS AND DISCUSSION
In this paper, the goal is to determine the performance
level of the proposed PID-ANN algorithm on the dual-axis
tetrahedron-based sensor system, which includes delay time,
rise time, settling time, angular velocity, and lowest error
deviation. Additionally, to compare the proposed PID-ANN
algorithm with previous research that has been conducted.

A. SYSTEM PERFORMANCE WITH PID-ANN ALGORITHM
This testing is conducted to evaluate the performance of the
tracking system by implementing the proposed PID-ANN
algorithm. The evaluation is done to observe the movement
of the motors on the x-axis and y-axis in detecting changes
in the light position. When there is a change in the light
position, the error value will increase. In this condition,
the system will attempt to minimize the error by moving
both motors until it reaches the minimum value. The error
values are then plotted into graphs. Through the visualiza-
tion of these graphs, information regarding response time
and motor speed can be obtained. The testing is performed
under three conditions: when there are vertical, horizontal,
and diagonal changes in the light position. Furthermore,
an analysis is conducted to gain a deeper understanding of
the responsiveness and performance of the tracking system
in responding to changes in the light position from different
directions.
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FIGURE 12. Experiment results on the vertical displacement of light.

FIGURE 13. Experiment results on the horizontal displacement of light.

The test results for the vertical light displacement are
displayed in Fig. 12. Based on the graph, it can be observed
that when the sensor detects the light, there is an error on the
x-axis. This is because sensor P3 detects brighter light than
sensors P1 and P2. Consequently, the x-axis motor moves to
reduce the error. The time taken for the x-axis motor to reach
the highest error is 2.6 seconds. The x-axismotor can stabilize
at a lowest error of 0.07, while the y-axis motor stabilizes
at 0.02.

Next, the graph of the test results for horizontal light dis-
placement is displayed in Fig. 13. Based on the graph, it can
be observed that both motors move in opposite directions.
The x-axis motor moves for 1.3 seconds to reach the setpoint
and then moves back. Meanwhile, the y-axis motor moves for
2.7 seconds. The x-axis motor can stabilize at a highest error
of 0.09, while the y-axis motor stabilizes at 0.22.

Next, the graph of the test results for diagonal light dis-
placement is displayed in Fig. 14. Based on the graph,
it shows that both motors move in opposite directions. The
x-axis motor moves for 3 seconds to reach the setpoint.
Meanwhile, the y-axis motor moves for 4 seconds. The x-axis
motor can stabilize at a highest error of 0.15, while the y-axis
motor stabilizes at 0.06.

B. SYSTEM PERFORMANCE COMPARISON
The system comparison is conducted to determine the per-
formance comparison of the proposed PID-ANN algorithm.
In the initial testing, the comparison is carried out using
the same tracking device between the proposed PID-ANN

FIGURE 14. Experiment results on the diagonal displacement of light.

FIGURE 15. The comparison of error values between the proposed
PID-ANN algorithm with PID and ANN algorithms.

FIGURE 16. The comparison of response system between the proposed
PID-ANN algorithm with PID and ANN algorithms.

tracking system and two other algorithms: the PID algorithm
and the ANN algorithm. Fig. 15 shows the graph of the error
values when the system detects light displacement. Mean-
while, Fig. 16 shows the graph of the system’s movement in
tracking light displacement.

Table 6 presents the comparison data obtained from the
results of both graphs. The proposed PID-ANN tracking
system achieves smaller delay time and rise time, allowing
the system to reach the setpoint quickly. However, the sys-
tem could not reach steady-state conditions quickly, as seen
from the settling time obtained, which is 2.46 seconds,
0.23 seconds slower than the ANN. The proposed PID-ANN
tracking system achieves an angular velocity of 21.12 deg/s
with a lowest error deviation of only 0.07.
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TABLE 6. The result comparison of response system.

FIGURE 17. The comparison of mean absolute error between the
proposed PID-ANN algorithm with PID and ANN algorithms.

Based on the test results, it can be concluded that the
proposed tracking system mechanism remains stable under
the control of PID-ANN, PID, and ANN. The test results
demonstrate that the proposed tracking system mechanism
can maintain stability in responding to changes in light posi-
tion and effectively preserve system stability, regardless of
the type of controller used.

The next analysis is about accuracy using the MAE and
RMSE parameters, including precision analysis using the
standard deviation parameter. The testing process was con-
ducted 18 times with a randomized light source position.
Fig. 17 shows the graph of the MAE comparison results.
Based on the graph, the proposed PID-ANN tracking system
has relatively low MAE values than other tracking systems,
with a maximum value of 3.5. Meanwhile, the normal distri-
bution comparison is plotted in Fig. 18. The curve shows that
the proposed PID-ANN tracking system has a narrower curve
than other tracking systems, indicating that the data spread in
the PID-ANN testing is smaller.

Based on the testing process, the system performance data
is compared in Table 7. The data shows that the proposed
PID-ANN tracking system has the lowest parameter val-
ues. Based on the obtained comparison results, it can be
concluded that the proposed PID-ANN tracking system has
better accuracy and precision compared to individual PID and
ANN tracking systems. This indicates that the combination
of PID and ANN in the tracking system can result in better
performance in tracking light movements.

Furthermore, to validate the proposed PID-ANN
algorithm, a comparison was made with algorithms from
other relevant literature concerning the prototype results
of the tracking system. The compared algorithms include

FIGURE 18. The comparison of normal distribution between the proposed
PID-ANN algorithm with PID and ANN algorithms.

TABLE 7. The result comparison of performance system.

TABLE 8. The comparison of the proposed PID-ANN algorithm with other
published algorithms.

PID controller [30], Internal Model Controller (IMC) [58],
Artificial Bee Colony (ABC) [59], PID with Internal Model
Controller (PID-IMC), PID with Chien-Hrones-Reswick
(PID-CHR), PID with Ziegler-Nichols (PID-ZN), PID with
Tyreus-Luyben (PID-TL) [60], PID with Fuzzy Logic Con-
troller (PID-FLC) [33], and PD with Fuzzy Logic Con-
troller (PD-FLC) [61]. The performance of the tracking
system was analyzed through a comparison as shown in
Table 8. The comparison parameters include response time,
which consists of rise time, settling time, and steady-state
error. Based on the conducted comparison, the proposed
PID-ANN algorithm demonstrates a better response time than
the existing algorithms. This indicates that the PID-ANN
algorithm has an advantage in accelerating the response
time of the tracking system. With a smaller response
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time, the tracking system can provide quicker responses
to the movements of the light source. This can enhance
the overall performance and efficiency of the tracking
system.

VI. CONCLUSION
The proposed system is a tracker with the latest design
and mechanism by applying tetrahedron-based sensor tech-
nology into the dual-axis in dual-frame concept with a
combination of PID-ANN algorithm developed by adding
a switching method. The results showed that the proposed
PID-ANN tracker system has the highest angular velocity,
21.12 deg/s, with the lowest error deviation, 0.07. In the accu-
racy analysis comparison, the proposed PID-ANN tracker
system obtained lower MAE and RMSE values, 1.75 and
2.61 respectively, than other tracking systems. Meanwhile,
in the precision analysis comparison, the proposed PID-ANN
tracker system obtained a lower standard deviation value
of 0.2815 than other tracking systems. Therefore, the pro-
posed PID-ANN tracker system has higher accuracy and
precision than the ANN and PID tracker systems. Thus,
this proposed PID-ANN tracker system can accurately and
responsively track light movement to obtain a minimum
error.

Although the proposed PID-ANN algorithm has several
advantages, there are some limitations that need to be con-
sidered, such as limited response speed. While the PID-ANN
algorithm can accelerate the response time than conventional
PID, its response speed is still limited by the ANN algorithm.
ANN algorithms require more time for learning and adapta-
tion processes before providing accurate responses. Addition-
ally, this tracking system is highly dependent on the quality
and reliability of the sensors used. Inaccurate or vulnerable
sensors can affect the accuracy and stability of the tracking
system.

In future work, there will be further development and
enhancement of the PID-ANN algorithm, taking into account
aspects such as parameter tuning, more adaptive switching
methods, improved adaptability, and integration with new
sensor technologies.
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