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ABSTRACT The precise orientation estimation of moving objects in 3D space is crucial for the inertial
and magnetic measurement unit (IMMU)-based motion capture applications. Disturbance components such
as external acceleration and magnetic disturbance in the sensor signal deteriorate the estimation accuracy.
While conventional filters such as Kalman filters and complementary filters successfully deal with these
issues, there are still much room to improve the estimation performance. One alternative approach involves
training an end-to-end neural network (NN) using raw IMMU datasets based on ground truth measurements.
In this study, we propose an end-to-end NN to estimate a 3D orientation over time without an additional
conventional filter. The architecture of the proposed NN comprises two separate recurrent NNs in a parallel
configuration. The proposed parallel network can independently estimate two vectors, corresponding to
the attitude and heading, and then combine the two vectors to form a direction cosine matrix (DCM) that
represents the 3D orientation. The proposed DCM-based NN has been experimentally verified under various
disturbance conditions. The orientation estimation accuracy of the proposed method was superior to those
of the conventional filters as well as that of the quaternion-based NN.

INDEX TERMS Direction cosine matrix, inertial and magnetic sensor, recurrent neural network, 3D

orientation estimation.

I. INTRODUCTION

The inertial and magnetic measurement unit IMMU), which
comprises an accelerometer, gyroscope, and magnetometer
has been increasingly applied as a motion sensor owing
to the development of the microelectromechanical sys-
tems (MEMS) technology. It has been implemented in var-
ious applications such as robotics [1], [2], unmanned aerial
vehicles [3], [4], [5], rehabilitation, and sports application [6],
[71, [8], [9], where motion tracking and analysis are required.
3D orientation estimation using an IMMU is especially cru-
cial in inertial motion capture systems. The IMMU-based
orientation estimation technique has been applied in various
fields since it presents the advantage of measuring the 3D
orientation of an object in real time without space restrictions
by attaching a sensor to the object.

The associate editor coordinating the review of this manuscript and
approving it for publication was Henry Hess.

The gyroscope provides 3D orientation in the prediction
process through strapdown integration, and the accelerom-
eter and magnetometer provide the attitude and heading
reference through gravity acceleration and the geomagnetic
field, respectively, to correct any drift errors due to integra-
tion. However, the accelerometer output is the sum of the
gravitational acceleration and external acceleration, and the
magnetometer output is the sum of the geomagnetic field
and magnetic disturbance. These two components of each
sensor output cannot be distinguished without orientation,
which is the primary goal of estimation. Therefore, distur-
bance components such as external acceleration and magnetic
disturbance are among the main factors that deteriorate the
accuracy of orientation estimation.

Several methods have been developed in previous stud-
ies to overcome this problem. Most of these meth-
ods are rule-based sensor fusion algorithms, such as the
Kalman filter (KF) and complementary filter (CF) [10],
[11], [12], [13], [14]. To minimize the errors caused
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by disturbance components, various compensation mech-
anisms have been proposed for filter-based estimation,
such as Markov chain-based disturbance component model-
ing [10], [12], gradient descent method [13], and threshold
setting [14]. However, the disturbance conditions still cause
significant errors because the exact orientation is unknown.

Artificial neural networks have achieved great success in
natural language processing, computer vision, and speech
recognition owing to the rapid development of Al research
and computer hardware [15], [16], [17], [18], [19]. Conse-
quently, an end-to-end neural network can be trained using
various raw IMMU datasets and ground-truth orientations to
achieve accurate orientation estimation.

Until recently, neural networks were mostly used to
improve the performance of conventional filters. In [20],
a recurrent neural network (RNN) was used for motion state
classification to select the appropriate filter for the current
state. In [21] and [22], a feedforward neural network (FFNN)
was used to correct the orientation estimated by using a
filter algorithm. In [23] and [24], the RNN and convolutional
neural network (CNN) were utilized to denoise the gyro-
scope signal, which was used as the input of the strapdown
integration.

In [25], [26], and [27], neural networks were used to esti-
mate the orientation through end-to-end training. Sun et al.
used an RNN for orientation integration where the input vec-
tor was a nine-axis IMMU signal [25]. However, the outputs
of the orientation estimation network were updated using an
extended KF to ensure long-term stability. Similar to [25],
Esfahani et al. used an RNN for orientation integration [26],
instead of using only a gyroscope signal as the input vector
for the network. Additionally, this method uses a genetic
algorithm (GA) to correct the noise and bias of the gyroscope.
That is, the methods developed in [25] and [26] require
additional algorithms for long-term orientation estimation.
Weber et al. [27] designed an end-to-end RNN to directly
provide the orientation from the raw IMMU data without
using additional algorithms. However, the method [27] was
applied only for the attitude estimation without heading esti-
mation. although the method is based on a unit quaternion
capable of representing a 3D orientation. In this regard, to the
best of our knowledge, there is no end-to-end network for 3D
orientation estimation without using an additional algorithm.

In general, magnetic disturbance issue related to the head-
ing accuracy is considered more problematic than the external
acceleration issue related to the attitude accuracy. In order
to secure practicality of an orientation estimation method, its
heading estimation performance must be verified.

Therefore, this paper proposes an end-to-end neural net-
work to estimate 3D orientation over time without using
an additional conventional filter while providing both atti-
tude and heading. The architecture of the proposed neural
network comprises two separate RNNs in a parallel config-
uration, based on the filter algorithms that estimate attitude
and heading in parallel [10], [12]. The proposed parallel
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network outputs two vectors which correspond to the attitude
and heading. Subsequently, the two vectors are combined
to form a direction cosine matrix (DCM) that represents a
3D orientation. When the quaternion is used as the orien-
tation representation, each disturbance factor can affect the
other due to the attitude-heading coupling issue. However,
the proposed method constructs separate and independent
network (i.e., attitude network and heading network), funda-
mentally preventing each disturbance from affecting the other
side [14].

The proposed network architecture can minimize the atti-
tude and heading errors through the training process and can
estimate the two components separately. Lastly, the perfor-
mance of the proposed neural network was determined based
on a 3D orientation estimation task. It was observed that the
performance was similar or even better than a neural net-
work based on conventional filters under various disturbance
conditions.

The remainder of this paper is organized as follows.
In Section II, we introduce DCM-based orientation esti-
mation, the architecture of the network for 3D orientation
estimation, and the training algorithm. In Section III, the
experimental process for acquiring training and test data, and
data augmentation techniques applied to the training data are
explained. In Section IV, we analyzed the performance of
neural network according to the size of the network and com-
pared the performance of the proposed network with those of
the conventional filters and quaternion-based network.

Il. METHODOLOGY

A. DCM-BASED ORIENTATION ESTIMATION

Consider an IMMU with a sensor coordinate system, S,
which is firmly attached to the object of interest for a motion
tracking application. For every motion performed by the
object, we attempted to estimate the orientation of the sensor.
The IMMU-based 3D orientation is expressed as the relative
orientation between the sensor coordinate system frame, S,
and inertial coordinate system, /. The vertical axis (z-axis)
of inertial frame [/ is aligned with the Earth’s gravitational
axis, and the x-axis of I is aligned with the Earth’s local
magnetic field vector corrected for deep angle (also known as
magnetic inclination [28]), and the y-axis of [ is determined
as the cross product of the z-axis and the x-axis. The relative
orientation of frame, S, corresponding to frame, I, can be
expressed through a DCM, 1 Rg, which contains three unit and
orthogonal vectors, as follows:

Ry =%, SY; Sz;] (1)

The nine-axis IMMU utilizes two unit vectors for the 3D
orientation estimation. The first is SZ;, which contains the
attitude (i.e., roll and pitch) information, and the second
is X/, which contains the heading (i.e., yaw) information.
The frame, I, is tilted by the dip angle from inertial frame, 1.
Following the estimation of the two reference vectors, the
three unit vectors of the DCM can be determined based on
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the orthogonality between the unit vectors (SY; = 5Z; x5X/
and SX; =5Y; x SZ)).

In the proposed method, two parallel neural networks are
used to estimate SZ; and $X;. Therefore, the estimation accu-
racy of the attitude and heading can be evaluated separately.
If both the vector estimated by the orientation estimation
algorithm and the ground-truth vector at an arbitrary time
instance, t, are known, the angle between the two vectors,
BOerr(t), can be expressed using the definition of the dot prod-
uct as follows:

Oerr (1) = arccos(V(r) @ Vg (1)) @

here, V(t) represents the estimated unit vector and Vg ()
represents the ground truth unit vector. By applying this to
$Z; and $X;, which are estimated using the parallel RNNs,
the angle between the vector estimated by the neural network
and the ground truth vector can be used as an error term of the
loss function for the attitude and heading neural networks.

B. NEURAL NETWORK ARCHITECTURE

The proposed method utilizes two parallel neural networks
to estimate the 3D orientation. Two neural networks estimate
two three-dimensional unit vectors, Z; and $X;, that repre-
sent the attitude and heading, respectively. These two vectors
form R based on the interaxial orthogonality of DCM.

We employ an RNN for the 3D orientation estimation.
An RNN unit has repeated connections that store the state
information which is used as the input for the current time
step along a temporal sequence. This recurrent structure is
computationally efficient and can theoretically store an infi-
nite amount of past state information. However, in practical
conditions, the number of time steps required to store the state
information is limited due to the gradient vanishing problem.
Various RNN architectures have been developed using long
short-term memory (LSTM) or the recently proposed gate
recurrent unit (GRU) to overcome this problem [29], [30].

Fig. 1 depicts the architecture of the proposed neural
network. In [27], it was demonstrated that two-layer RNN
was effective for attitude estimation. Therefore, the first
and second layers of each parallel RNN architecture were
developed using the RNN units. The input vectors of the
two parallel RNNs are a six-dimensional vector contain-
ing accelerometer and gyroscope signals to determine the
attitude and a nine-dimensional vector containing accelerom-
eter, gyroscope, and magnetometer signals to determine the
heading, respectively. At each time instance, t, two-layer
RNN units with N neurons per layer transform the six or
nine-dimensional input vectors into N-dimensional state vec-
tors. The N-dimensional state vector is transformed into a
three-dimensional vector with a Euclidean norm of 1 to
ensure that the output of the neural network is a unit vector.
Therefore, we utilized a linear layer for dimensional redug-
tion and normalized it to a unit vector. Two unit vectors, S7;
and SX;, are estimated using two parallel RNNs, and the
matrix, R, is formed based on the orthogonality of the DCM.
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FIGURE 1. Architecture of the proposed parallel neural network for 3D
orientation estimation.

A performance evaluation was performed based on two
different RNN unit types (GRU and LSTM) and the num-
ber of neurons per layer. Consequently, the architecture of
the proposed RNN was determined as two-layer GRU with
250 neurons per layer, as shown in Fig. 1. The network
analysis is described in Section. VL. A.

In the heading estimation, the estimation performance is
significantly reduced when only the gyroscope and mag-
netometer signals are used as inputs. In contrast, the per-
formance is improved when all the nine-axis signals are
used together. Conventional filter-based methods estimate the
Earth’s local magnetic field vector, X/, including the dip
angle, and then determine SX;, which is corrected for dip
angle through orthogonality using the attitude vector, SZ;.
Conversely, the proposed neural network is trained using
the raw IMMU dataset with ground-truth orientation to esti-
mate the orientation. The proposed heading RNN utilizes the
ground truth vector, s X g1, as the target data, i.e., the pro-
posed neural network directly estimates SX;. To correct the
dip angle, SX;» must be projected onto a plane perpendicular
to the attitude vector. Therefore, the accelerometer signal
including the attitude information must be used together to
directly estimate the heading vector when using the proposed
RNN.

C. TRAINING PROCESS

The neural network updated its weights during the training
process to minimize the error between the unit vector out-
put to the neural network and the ground truth unit vector.
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The proposed neural network has two parallel RNNs which
estimate the heading and attitude. Therefore, both the error
components can be individually minimized by defining each
loss function.

The loss function for the attitude neural network is the
mean square error (MSE) for a sequence of M samples start-
ing at a sampling instant, k, where the error component is the
angle, 6, (t), between the estimated attitude vector, Si, (1),
and ground truth attitude vector, SZL o), as defined in (2).
Similarly, the loss function for the heading neural network
is MSE, wAhere the error component is the angle, Gpeqq(2),
between SX;(¢) and $ Xy, g1(¢). Therefore, each loss function
is expressed as:

1 M+k—1
MSEa =~ > Our(t)’ 3)
t=k
1 M+k—1
MSEhead = M ehead (t)z (4)
t=k

However, the argument of the arccos function, x, con-
verges to a target value of 1 to minimize the loss function
during the training process. Thus, the gradient of the loss
function diverges to infinity, presenting a gradient explosion
problem [27].

. d arccos -1 o )
m = = —
x—1 dx V1 —x2

We avoided such a numerical problem by utilizing the method
proposed in [27], which involves increasing the floating-point
precision to calculate 0,,.(¢) to 64 bits and truncating the
values which are too close to 1.

The RNNs are trained using limited time steps in each
mini-batch to avoid the inherent gradient vanishing or
exploding problems. To handle this problem, we used a
truncated backpropagation through time algorithm. This
approach divides the long sequence into concatenations of
short sequences and sequentially passes the last hidden state
between each mini-batch without zero initialization. Thus,
the RNN can process longer sequences during the training
process. The input vectors were standardized to a standard
normal distribution to improve the training stability and
remove the scale-related bias of the input signals. A state-
of-the-art optimizer called Ranger, which exhibited good
performance in several tasks, was used in the training pro-
cess [31]. This optimizer is a combination of the RAdam and
Lookahead optimizers. We use the one-cycle learning rate
policy [32] to improve the convergence speed and generaliza-
tion performance. Furthermore, the optimal maximum learn-
ing rate was determined using the learning rate finder [33].

The neural network was implemented and trained in the
Google Colab environment using the Fastai v2 API based
on PyTorch (v. 1.11.0). For fast training process of the deep
learning models NVIDIA Tesla P100 PCle 16GB GPU were
used in Google Colab environment.
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FIGURE 2. Experimental setup.

Ill. EXPERIMENTS AND DATA PROCESSING
A. EXPERIMENTS
The IMMU module MTw (Xsens Technologies B.V.,
Enschede, The Netherlands) and Optitrack Flex 13 optical
motion capture system (NaturalPoint, Inc., Corvallis, OR,
USA) were used to obtain various raw IMMU datasets with
ground truth measurements for the training and validation of
the neural network. The sampling rate of both the systems
was set to 100 Hz. The IMMU was rigidly attached to a
triangular ruler using three optical markers which provide a
ground-truth orientation for the triangular ruler (see Fig. 2).
Any misalignment between the local frame of the sensor and
triangular ruler can significantly reduce the training perfor-
mance of the neural network and the estimation accuracy
of the filter algorithm since it presents an incorrect ground
truth orientation. A quaternion-based local frame alignment
method [34] was used to align the two coordinate systems.
All the experiments were conducted for approximately
three minutes including an initial static period of 20 s. The
sensor may not be able to cover various movements if only
one person is conducting the experiment because humans
unconsciously move in similar patterns. Therefore, three par-
ticipants were employed in the experiment to prevent the
sensor from moving in a fixed pattern. The experimental
dataset comprised 202 trial sequences. A dataset with a wide
spectrum of disturbance characteristics is required for the
neural network to achieve a robust estimation performance.
The trial sequences are divided into two types of condi-
tions: a dynamic condition which limits the movement, and
a magnetic disturbance condition which applies magnetic
disturbance to the sensor. Dynamic condition sequences are
divided into three types of movements: (1) rotation sequences
which perform rotation while maintaining the same position,
(2) translation sequences which perform translation while
maintaining almost the same orientation, and (3) combined
sequences which perform both rotation and translation. The
magnetic disturbance sequences are divided into three types:
(1) static magnetic sequences which move an IMMU around
a fixed magnetic material; (2) moving magnetic sequences
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which move a magnetic material around a moving IMMU;
and (3) attached magnetic sequences which directly attach a
magnetic material to a triangular ruler. In magnetic distur-
bance sequences, the IMMU performs combined movements.
Additionally, to increase the diversity of the motion charac-
teristics, some sequences include short break terms (20 s)
during motion, which present some time to recover from the
estimation errors.
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FIGURE 3. RMS distribution of external accelerations and angular
velocities over all experimental sequences.

The experiments were conducted at various speeds for each
condition to obtain a wide range of motion characteristics.
Fig. 3 illustrates the RMS of the magnitude of the external
acceleration and angular velocity for each trial sequence.
A dataset with a wide dynamic range of external accelera-
tion (up to 29 m/s?) and angular velocity (up to 658 °/s) is
obtained, as shown in the graph.

The dataset comprising 202 trial sequences was randomly
divided into training and validation data for each condition
for the training and validation of the neural networks. A total
of 105 sequences from the dataset were used as the training
dataset, and the remaining 97 were used as the test dataset for
the neural network performance evaluation.

B. DATA AUGMENTATION

The generalization performance of a neural network can
be improved by increasing the limited number of datasets
through data augmentation based on specific domain knowl-
edge. The effectiveness of this approach has been demon-
strated in various fields, such as images, text, and audio
data [35], [36], [37]. In this study, two data augmentation
techniques were used to increase the size of the orientation
data.

The first augmentation technique is rotation augmenta-
tion. this technique virtually rotates the 9-axis IMMU signals
(.e., SyA, S yG, and S yMm), which are used as input vectors
for the network, and the reference orientation Rg s used as
the target value. For virtual rotation, we randomly generated
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an arbitrary constant DCM, S /Rs, which is the relative orien-
tation of the actual sensor coordinate system S with respect
to the virtual sensor coordinate system S’. The virtually
rotated 9-axis sensor signals are S/yA, S/yG and S/yM. And
the virtually rotated ground truth orientation is /Ry, gt~ This
technique is equivalent to tilting the original sensor frame
by an arbitrary constant angle. Therefore, the virtual data
generated by rotational augmentation has different sensor
movements from the original data.

The bias of the gyroscope signal is a major factor which
deteriorates the orientation estimation performance based on
drift error. Therefore, the second augmentation is performed
to add a random bias to the gyroscope signal. An arbi-
trary constant bias value, b, is generated from a normal
distribution with a mean of 0 and standard deviation of
0.5 deg/s. It was then applied to the three-axis gyroscope
signal (i.e., s YG.biased = s yG +b). Therefore, the orientation
estimation of the neural network exhibits robustness against
drift errors due to the gyroscope bias.

The two augmentation techniques were applied individu-
ally or in combination to the training data set. The number of
training data increased by a factor of 6.

IV. RESULTS AND DISCUSSION

A. NETWORK ANALYSIS

In this section, we analyze the effect of the neural network
size and type on the estimation accuracy and determine
the optimal neural network architecture for 3D orientation
estimation. To this end, each neural network architecture
was developed using two-layer GRU or LSTM ranging from
10 to 300 neurons per layer. Each neural network was then
trained five times using the training dataset, and its perfor-
mance was evaluated over all the test dataset sequences.

TABLE 1. Estimation performance (Mean+STD of RMSEs) depending on
the number of neurons (unit: °).

N;‘:llr’s;s"f GRU LSTM
10 10.10+0.61 9.890.30
50 6.88+0.21 6.53+0.11
100 6.77+0.11 6.390.08
150 6.49+0.09 6.2420.17
200 6.390.16 6.18+0.13
250 6.18+0.06 6.23+0.14
300 6.14+0.08 6.08+0.07

Table 1 shows the mean and standard deviation (STD)
of the root mean square errors (RMSEs) depending on the
two types of RNN (LSTM and GRU) and network size over
all the test sequences. And table 2 shows the number of
parameters depending on the two types of RNN and network
size. Both results (table 1 and 2) were validated over all test
sequences. Increasing the number of neurons improves the
performance both types of RNN. Additionally, a decrease in
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TABLE 2. The number of parameters depending on the number of
neurons.

Nr‘l‘gtr’;rls"f GRU LSTM
10 2,556 3,386
50 48,756 64,906
100 187,506 249,806
150 416,256 554,706
200 735,006 979,606
250 1,143,756 1,524,506
300 1,642,506 2,189,406

the STD indicates an improved estimation stability. However,
the performance did not vary significantly when the number
of neurons was greater than 250. Despite the similarity in the
performance between the LSTM and GRU, the LSTM has
approximately 33% more parameters than the GRU in the
proposed neural network structure (see Table 2). The number
of parameters increased exponentially with the size of the net-
work, and the difference in the number of parameters between
the two RNN types also increased. Therefore, the LSTM
has a lower computational efficiency in real-time orientation
estimation than the GRU. Consequently, the architecture of
the parallel RNNs for 3D orientation estimation included
two-layer GRU with 250 neurons per layer.

B. COMPARISON WITH CONVENTIONAL FILTERS

To verify the effectiveness of the proposed neural network,
we compared the orientation estimation performance using
two filter algorithms: a complementary filter (CF) [13] and
a Kalman filter (KF) [12]. The parameter, 8, in the CF was
set to B = 0.33 and the parameters, ¢, and cp, in the KF
were set to ¢, = 0.1 and ¢, = 0.15 for attitude and heading,
respectively. The parameters of both the filters were tuned to
obtain the best estimation performance. To analyze the effect
of disturbance components on the orientation estimation,
the performance was compared by dividing the conditions
based on motion speed (slow and fast) and magnetic distur-
bance. The estimated R is converted into a quaternion, q,
to calculate the attitude and heading errors. Subsequently,
the quaternion-based orientation evaluation method proposed
in [38] was used.

Table 3 presents the mean and STD of the RMSEs of the
attitude and heading for all the test dataset sequences. M1
corresponds to the KF, M2 corresponds to the CF, and M3
corresponds to the proposed neural network.

The estimation performance of the proposed neural net-
work was superior under all conditions apart from one case
(heading of combined fast). Additionally, a low STD indi-
cates a robust estimation performance. M3 also outperformed
the conventional filters in terms of robustness.

While moving from slow to fast conditions in non-
magnetic disturbances, the attitude estimation accuracy

89690

TABLE 3. Estimation performance (Mean+STD of RMSEs) (unit: °).

Slow Attitude Heading Avg
M1 1.46+0.83 6.6414.06 4.05

Translation M2 2.1540.57 7.56+4.77 4.85
M3 1.21+0.86 4.17£2.06 2.69

M1 1.3840.51 6.61£3.53 4.00

Rotation M2 1.57+0.45 7.13£2.35 4.35
M3 1.17£0.31 3.894+1.75 2.53

Ml 2.02+1.26 6.2914.97 4.16

Combined M2 2.19+1.30 4.80+3.89 3.50
M3 1.47+0.69 4.10%+2.15 2.79

Ml 3.9540.95 9.2543.67 6.60

ognetic N 484139 9044349 694
M3 2.8240.96 6.861+2.34 4.84

Fast Attitude Heading Avg

M1 2.7240.89 6.7043.55 4.71

Translation M2 5.734£2.78 7.85+4.14 4.97
M3 1.5840.63 4.14£1.85 2.86

Ml 4.92+1.54 13.02+3.45 8.97

Rotation M2 4.031+2.76 7.15£2.26 5.59
M3 2.06+0.62 4.49+1.38 3.27

M1 4.54+3.13 7.94+5.17 6.24

Combined M2 4.68+2.14 4.5613.14 4.62
M3 2.24+1.64 4.95+1.76 3.60

Ml 10.53+4.92 12.89+4.71 11.71

ggnelic M2 11304698 10904515 1110

M3 4.02+1.76 8.081+2.88 6.05

tended to decrease with the increase in the external accelera-
tion. In the slow condition, there was no significant difference
in the attitude estimation performance. In the fast condition,
the attitude accuracy of M1 and M2 significantly deteriorated
by over 4° on average, but M3 exhibited an outstanding
performance of less than 2.3°. This indicates that the pro-
posed RNN is more effective in compensating for external
acceleration than conventional filters. M3 outperformed the
other two methods in terms of heading estimation under all
conditions except for the combined fast condition.

Magnetic disturbance is a major factor which deteriorates
the estimation performance. Therefore, all three methods
exhibited an increase in the estimation error under the mag-
netic disturbance condition. Particularly, both the attitude
and heading errors of M1 and M2 increased by more than
10 ° under fast conditions. Conversely, M3 exhibited the best
estimation performance with an average RMSE of 6 °, even
under severe conditions.

Fig. 4 presents the orientation estimation results of the
three methods when a magnetic disturbance (the averaged
magnitude of magnetic disturbance of 0.42 a.u. (arbitrary
unit) with maximum of 1.46 a.u. is applied under the slow
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FIGURE 4. Example results of estimation errors in accelerated and magnetically disturbed conditions.

condition (the averaged magnitude of external acceleration
of 2.33 m/s? with maximum of 74.4 m/s?). Although the two
filter algorithms have a compensation mechanism for distur-
bances, the estimation performance of the attitude and head-
ing is severely deteriorated due to the continuous magnetic
disturbance under dynamic conditions. The proposed neural
network effectively reduced the estimation error caused by
continuous disturbances. This indicates that the proposed
neural network presents a better compensation effect than
conventional filters due to training using the disturbance data.
The proposed neural network rapidly converged to zero after
a significant increase in the error at the beginning of the
estimation, as shown in the graph. This is due to absence
of an initial static assumption, such as a filter algorithm,
to determine the initial orientation assuming that the external
acceleration and magnetic disturbance are zero in the initial
state from which the estimation starts.

Conventional filters, such as M1 and M2, use only the
accelerometer and gyroscope signals to estimate the attitude.
However, the above results demonstrate that when a magnetic
disturbance is applied, both the heading estimation perfor-
mance utilizing the magnetometer signal and the attitude
estimation performance are deteriorated. Therefore, the mag-
netic disturbance affects the attitude estimation, indicating
that a compensation mechanism is required for the magnetic
disturbance, even when estimating only the attitude.

Although conventional filters also have a compensation
mechanism for the disturbance components, M3 exhibited
the best performance. This indicates that the compensation
presented by a neural network using the proposed method
for the disturbance component surpasses the compensation
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mechanism of conventional filters. Additionally, this indi-
cates that conventional filters can be adequately replaced by
a neural network for 3D orientation estimation tasks.

C. COMPARISON WITH NEURAL NETWORK

The proposed neural network can be trained to minimize
the error of the two components since it can separately esti-
mate the two ground truth vectors of DCM, i.e., the attitude
and heading information. The effectiveness of the proposed
method on the estimation performance was determined by
comparing it with a neural network which simultaneously
estimates 3D orientation. A unit quaternion, which is a
four-dimensional vector mixed with the attitude and heading
information, is another notation for expressing a 3D orienta-
tion. Therefore, we compared the performance with that of a
quaternion-based neural network.

Accelerometer

Gyroscope

Magnetometer

2-Layer Dimension
GRU reduction

FIGURE 5. Architecture of the quaternion-based RNN for 3D orientation
estimation.

Fig. 5 illustrates the architecture of a quaternion-based
neural network. Through the network analysis, A neural net-
work was developed with two-layer GRU with 250 neurons
per layer. The output of the network is a unit quaternion q.
The loss function is the MSE, and the error term of the loss
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function is set to the angle, 0,4 (?), between the estimated
and ground-truth quaternions as follows:

equat(t) = 2 arccos |Qerr,w(t)| (6)

here, gerrw(t) represents the scalar part of the error quater-
nion, (e, (f), which can be obtained as q.,(t) = q) ®
qref (1) (here, ® denotes the quaternion product). The training
process and dataset were identical to those of the proposed
neural network.
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FIGURE 6. Comparison of estimation performance between the proposed
RNN and the quaternion based RNN.

Fig. 6 presents the attitude and heading estimation per-
formance of the two neural networks. M4 corresponds to a
quaternion-based neural network. M3 presented better perfor-
mance in terms of both the attitude and heading. Particularly,
a significant difference was observed in the attitude estima-
tion performance. M3 is trained to minimize the attitude and
heading errors, while M4 is trained to minimize the 3D ori-
entation errors in which the attitude and heading components
are mixed. Therefore, the attitude and heading errors of M4
are observed to be larger than those of M3 because M4 cannot
focus on one error component and update the parameter of the
network. However, the difference in the heading was not sig-
nificant. This indicates that training performed to minimize
only the heading component does not significantly affect the
reduction of the heading error.

V. CONCLUSION

In this study, we utilize an RNN for robust IMMU-based 3D
orientation estimation to overcome the drawbacks of conven-
tional filters. The proposed RNN 3D orientation estimation
technique involves training two parallel RNNs using two
different loss functions to improve the accuracy by estimat-
ing the attitude and heading. Each parallel RNN estimates
two reference vectors of the DCM and then completes the
DCM using orthogonality. The effectiveness of the proposed
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neural network was determined by analyzing the estimation
performance was using a novel test dataset. The effectiveness
of the proposed neural network was determined based on
the performance of a 3D orientation estimation task. This
performance was then compared to that of conventional filters
and a quaternion-based neural network which simultane-
ously estimates 3D orientation under various disturbance
conditions. The proposed neural network outperformed the
conventional filter algorithms in terms of both attitude and
heading under most conditions. The proposed parallel neural
network also outperformed the quaternion-based neural net-
work since it estimated the attitude and heading separately.
Particularly, a significant improvement was observed in the
attitude performance.

In future works, we aim to integrate an initial static
assumption into a neural network. We also aim to incorpo-
rate neural networks into IMMU-based motion tracking and
analysis applications.
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