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ABSTRACT Differential Evolution(DE) is a widely used technique to tackle complex optimization problems
owing to its easy-implementation and excellent performance, nevertheless, the inborn weakness of the
crossover operation has not been solved even in the recent state-of-the-art DE algorithms. There are
two commonly used crossover schemes in DE, the exponential crossover and binomial crossover. The
exponential crossover is actually a combination of 1-point and 2-point crossover schemes originated with
Genetic Algorithm (GA), and it has positional bias because of the dependence on parameter separation. The
binomial crossover tackles the positional bias by separating each dimension separately and treating them
independently, however, bias still exists from a higher dimensional view, we name it selection bias, and that
is the reason why the QUATRE algorithm was proposed. The evolution matrix is the primary component of
the QUATRE algorithm which solves the selection bias of DE, however, the previous QUATRE variants still
suffer the adaptation of the evolution matrix and can not be able to escape some local optima in complex
optimization. Therefore, this paper proposes a new QUATRE with better adaptations of evolution matrix and
control parameter, moreover, a perturbationmechanism is firstly proposed for the enhancement of population
diversity. The main contributions of our algorithm can be summarized as follows. First, a new generation
of evolution matrix is proposed, which can obtain better adaptation to the landscape of the objectives
and help the algorithm jump out some local optima. Second, novel adaptations of control parameters are
also proposed by incorporating historical memory mechanism and population reduction. Third, a new
perturbation mechanism is proposed to enhance the population diversity. In order to validate the proposed
algorithm, intensive experiments are conducted under 88 benchmark functions from the universal CEC2013,
CEC2014, and CEC2017 test suites in comparison with several excellent DE variants and QUATRE variants,
and the results support our superiority.

INDEX TERMS Differential evolution, evolution matrix, parameter adaptation, perturbation mechanism,
QUATRE algorithm.

I. INTRODUCTION
The pervasiveness across a wide range of domains, including
engineering, finance, economics, logistics, and numerous
other fields, optimization problems hold significant impor-
tance [1], [2]. Since these complex optimization problems are
NP-hard problems, traditional methods are unable to solve
them. Thus, numerous meta-heuristic algorithms have been
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proposed to tackle these optimization problems and achieve
high performance. Usually, these meta-heuristic algorithms
can be divided into different categories, e.g. Swarm Intel-
ligence and Evolutionary Computation [3], [4], [5]. Swam-
based algorithms are primarily inspired by real-life phenom-
ena and biological habits, and their representative algorithms
include particle swarm optimization [6], firefly algorithm [7],
bee colony algorithm [8], serial cuckoo search algorithm [9]
and so on [10], [11]. EAs are inspired by Darwin’s theory
of evolution and the concept ‘‘survival of the fittest’’, and
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it evolves to better individual with good adaptation to
the circumstance. The typical algorithms includes Genetic
Algorithm (GA) [12], Differential Evolution (DE) [13],
the QUATRE algorithms [14], and so on [15], [16]. Due
to the demonstrable superiority, faster convergence speed,
and simplicity of implementation, DE has been identified
as a promising method for tackling various optimization
problems [17], [18], [19].

DE was first proposed by Storn and Price in 1997, which
merges GA and the Simulated Annealing (SA) [20]. Based
on the basic operations of GA, DE also inherits the three
primary operations: mutation, crossover, and selection. These
operators are performed iteratively throughout the whole
evolution. Usually, different combinations of mutation strate-
gies and crossover schemes significantly affect the overall
performance of different DE algorithms [21], [22], [23].
Meanwhile, DE has three essential control parameters with
in the evolutionary process: population size (ps), mutation
factor (F), and crossover rate (Cr). Control parameters F
andCr should be carefully assigned for generating promising
offsprings. Different control parameter settings will affect the
final performance by affecting the trial vector candidates [24],
[25], [26]. However, without some priori knowledge, tun-
ing suitable parameters is unavoidably a trial-and-error
process, which dramatically reduces algorithm efficiency
and effectiveness. To tackle this issue, many scholars have
focused on proposing adaptive or self-adaptive parameter
control and proposed many powerful DE variants, such as
jDE [27], JADE algorithm [28], LSHADE algorithm [29],
LPamDE [30] and so on [31], [32], [33]. Nearly all these
excellent DE papers recommend binomial crossover as their
default scheme, however, this crossover scheme still exists
weakness.

There are two commonly used crossover schemes in
DE: the exponential and the binomial crossover [34]. The
exponential crossover is actually a combination of 1-point
and 2-point crossover schemes originated with GA, and it
has positional bias because of the dependence on parameter
separation. The binomial crossover tackles the positional
bias by separating each dimension separately and treating
them independently, however, bias still exists from a higher
dimensional view [35]. Fig.1 depicts the possible trial vector
candidates of the target vector in 3-D view, and it can be seen
that all the vertices except for the location of the target vector
Xi,g can be the trial vector candidates. In order to maintain the
unbiasedness and efficiency of the algorithm, the following
two rules need to be satisfied:

• If no prior knowledge obtained, the probability of
selecting each trial vector candidate should be equal.

• If some prior knowledge was obtained, the better
performing trial vector candidates with high probability
should be of high preference.

Taken the above mentioned two conditions into consid-
eration, bias still exists in the binomial crossover from the
spatial search view though it tackles the positional bias by
treating each dimension separately and independently. That

FIGURE 1. The trial vector candidates in DE/QUATRE from the 3-D view.

is also the reason why the QUasi-Affine TRansformation
Evolutionary(QUATRE) algorithm [14] was proposed in
2016, by incorporating the evolution matrix M instead
of using the crossover operation. The canonical QUATRE
algorithm employed fixed generation of evolution matrix in
the consideration of equal selection of trial vector candi-
dates, however, its performance was not satisfactory. Later,
a C-QUATRE algorithm [36] and S-QUATRE algorithm [37]
were proposed by incorporating pair-wise competition and
sort-based evolution for performance improvement. In these
two algorithms, the number of function calls in each
generation reduced by half and the total number of gen-
eration doubles. The QUATRE-EAR algorithm proposed
a general convention in the evolution matrix calculation,
and the calculation of evolution matrix can be converted
into the calculation of the number of the k th vector,
N (k), of the lower triangular matrix. Moreover, novel
adaptations of the evolutionmatrix and the control parameters
are also proposed in the QUATRE-EAR algorithm. The
E-QUATRE algorithm [38] further improved the performance
of QUATRE-EAR by incorporating adaptations of evolution
matrix and the population size reduction. The IS-QUATRE
algorithm [39] seeks the potential possibility selecting the
trial vector candidates from the internal of the hyper-cube
and good performance was obtained in high dimensional
optimization. Although these QUATRE variants enhance the
algorithm’s performance, they still encounter two challenges.
Firstly, these QUATRE variants have to obtain equilibrium
of exploration and exploitation, and still suffers stagnation
problem during the evolution. Secondly, the adaptation of
the evolution matrix generation needs improvement and the
current adaptations are not flexible.

To solve the above problem and improving the overall
performance, this paper proposes a new QUATRE algorithm.
The proposed QUATRE is compared with the canonical
QUATRE algorithm and the latest QUATRE variants, the
state-of-the-art DE algorithms, under three test suites of
CEC2013 [40], CEC2014 [41], and CEC2017 [42] with
88 benchmark problems, and the results show good compet-
itiveness. The main contributions of this paper are:

1) A new adaptation scheme of an evolution matrix
is proposed. This scheme can adapt the evolution
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matrix more rapidly and accurately by employing the
knowledge obtained during the evolution especially
when performance improvement is not sufficient.

2) A new population perturbation mechanism is proposed.
When the population fall into stagnation, previously
discarded inferior vectors are used for helping the
population jump out the local optima.

3) Two excellent parameter controls are incorporated into
our QUATRE-PM algorithm. The mechanism of the
historical memory was introduced in the QUATRE-PM
algorithm to avoid poor adaptation direction, and the
linear population size reduction was incorporated into
the QUATRE-PM algorithm, which can balance the
exploration and exploitation during the different stages
of the evolution.

The remainder of this paper is structured as follows: In
Section II, the related QUATRE algorithms will be presented.
In Section III, the proposed QUATRE algorithm will be
described in detail. In Section IV, experimental analysis
and comparisons of these state-of-the-art algorithms under
88 universal benchmarks from CEC2013, CEC2014, and
CEC2017 test suites will be performed. Finally, conclusion
of the paper will be given in Section V.

II. RELATED WORK
In this section, we introduce some closely related algorithms
of our QUATRE-PM. In these algorithms, the population
is denoted as X = [X1,g,X2,g, . . . ,Xi,g, . . . ,Xps,g], where
Xi,g denotes the vector of the ith individual in the gth

iteration of the population. Among these vectors, each is
composed of D-dimensional parameters, here D denotes
the dimensionality of the optimization problem. Accord-
ingly, the ith vector can be further written as Xi,g =

[xi,1,g, xi,2,g, . . . , xi,d,g, . . . , xps,D,g], where xi,d,g denotes the
d th parameter in Xi,g. The upper bound of each parameter
xi,d,g is usually denoted as xupperd , and the lower bound is
denoted as x lowerd .

A. THE CANONICAL QUATRE ALGORITHM
The canonical QUATRE tackled the inborn bias of DE by
replacing the crossover operator in the DE with an evolution
matrix which implemented unbiasedness exploration of
the solution space. There are four operations involved in
QUATRE algorithms, and they are initialization, mutation,
evolution, and selection. Among the four operations, muta-
tion, evolution, and selection are repeated in a circle before
algorithm termination.

1) INITIALIZATION
The initialization stage, the individuals in the QUATRE
algorithm is randomly initialized by scattering into the whole
search space, and Eq. (1) gives the detailed implementation
of the initialization:

xi,d,0 = x lowerd + rand · (xupperd − x lowerd ) (1)

where rand denotes a uniformly distributed random number
in [0, 1].

2) MUTATION
The mutation operation aims to generate a corresponding
donor vector for each target vector. In the evolutionary
process, the donor vectors provide the general evolutionary
direction for the target vectors, and there are seven commonly
used mutation strategies in the literature and these strategies
are also summarized int Table 1 where the canonical
QUATRE algorithm employed the first mutation strategy.
Then, the mutation matrix can be formulated via Eq. (2):

Bg = [B1,g,B2,g, . . . ,Bi,g, . . . ,Bi,ps] (2)

where Bi,g, Bi,g = [bi,1,G, bi,2,g, . . . , bi,d,g, . . . , bi,D,g],
denotes the ith donor vector of the population in the gth

iteration. The symbol Xbest,g in the mutation strategy denotes
the vector obtained global best value in the gth population,
Xr1,g and Xr2,g denote two vectors of randomly selected
individuals in the population of the gth generation. F in the
mutation strategy denotes the mutation factor, which is a
fixed constant value in the canonical QUATRE algorithm.
Boundary restriction is necessary and this confirms that
all the individuals are within the search domain. Once the
individuals are beyond the region, adjustment is launched
according to Eq. (3):

bi,d,g =
bi,d,g + xupperd

2
if bi,d,g > xupperd

bi,d,g =
bi,d,g + x lowerd

2
if bi,d,g < x lowerd

(3)

3) EVOLUTION
Instead of employing the crossover operation, the QUATRE
algorithms primarily employ evolution matrix in implement-
ing crossover operation during the evolution. The core of
the evolution matrix is a boolean matrix, and the detailed
evolution is given in Eq. (4):{

Ug = M ⊗ Xg +M ⊗ Bg
Ug = [U1,g,U2,g, . . . ,Ui,g, . . . ,Ups,g]

(4)

where Ug denotes the trial matrix at the gth iteration, M
denotes the evolution matrix, and M denotes the matrix
obtained after the component-wise ‘‘NOT’’ operation of M .
In order to implement the unbiased search of the solution
space, two initialization schemes of the evolution matrix M
are provided in the original QUATRE algorithm. The first is to
perform equal selection probability for all 2D−1 possibilities.
This scheme generally requires setting the ps to 2D − 1, and
then the ith row of the initialization evolution matrix Minit is
the inverse order of the binary representation of i. The second
scheme is to make the number of parameters obtained from
the donor vectors equal in selection probability. Accordingly,
the initial evolution matrix is composed by multiple lower
triangular matrices, and this scheme generally requires that
the population ps equals to n·D, where n is the number of piled
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TABLE 1. The seven schemes of the calculation of matrix B in the QUATRE algorithm.

lower triangular matrices. During each generation, two steps
are required to transformMinit intoM : the first step permutes
the dimensional elements of the row vectors in the matrix,
with the row number unchanged in the population, and the
second step permuted the row numbers of these vectors of
the matrix. Eq. (5) describes the transformation fromMinit to
M :

Minit =



1
1 1

...

1 1 . . . 1
1
1 1

...

1 1 . . . 1


∼



1 1
...

1 1 . . . 1
1

1
...

1 . . . 1
1


= M (5)

4) SELECTION
Selection is conducted after individuals’ evolution in the
QUATRE algorithm, and the selection operation in QUATRE
is the same as in DE. By comparing the fitness values of the
trial vector Ui,g and the corresponding target vector Xi,g, the
excellent Ui,g will replace Xi,g as the new target vector. The
implementation of selection operation is given in Eq. (6):

Xi,g+1 =

{
Ui,g if f (Ui,g) < f (Xi,g)
Xi,g otherwise

(6)

where f (·) denotes the fitness value of the vector. The
selection operator is the last operation in each generation,
and the new population consists of all survival individuals.
If the termination criterion is satisfied, the vector with the
best fitness will be output as the optimal solution.

B. THE QUATRE-EAR ALGORITHM
The QUATRE-EAR algorithm is an upgraded version of the
original QUATRE. An adaptive evolution matrix generation
scheme and a new mutation strategy are proposed in
QUATRE-EAR, meanwhile, an adaptive scheme of param-
eters is introduced as well. By incorporating these these
improved schemes, the efficiency and performance of the
algorithm have been substantially enhanced.

1) MUTATION STRATEGY
QUATRE-EAR employed the ‘‘QUATRE/target-to-best/1’’
mutation strategy with time stamp technique, which is more
competitive than the ‘‘QUATRE/best/1’’ mutation strategy

in the original QUATRE. It guides the evolution of the
population through excellent individuals and simultaneously
establishes external archive to increase the diversity of the
population. The external archive records the target vectors
that failed in the selection operator, and random elimination
scheme is used after discarding the too-old inferior solutions
when the number of inferior solutions exceeds the size of
the external archive. The mutation strategy is expressed in
Eq. (7):

{
Bi,g = Xi,g + Fi · (X

p
gbest,g − Xi,g) + Fi · (Xr1,g − X̃r2,g)

Bg = [B1,g,B2,g, . . . ,Bi,g, . . . ,Bps,g]

(7)

where Bi,g denotes the donor vector, Xpgbest,g denotes the
vector randomly selected from the top p% of excellent indi-
viduals in the population, Xr1,g denotes the randomly selected
individuals in the population, X̃r2,g denotes the randomly
selected individuals from the union of the population and
external archive, and Fi is the mutation factor which is
associated with the ith individual.

2) EVOLUTION MATRIX M
Although the generation of initial evolution matrix Minit is
easy and time-efficient in the original QUATRE algorithm,
it lacks a good adaptation to the landscapes of different
optimization problem. Therefore, in the QUATRE-EAR
algorithm, selection probability P(UA=k

i,g ) is proposed to
generate the Minit , which indicates that the ith trial vector
has k parameters inherited from the donor vector during the
gth iteration. For the first initialization scheme, P(UA=k

i,g ) is
calculated as Eq. (8):


P(UA=k

i,g ) =

D!

(D−k)!

2D − 1
, k ∈ [1,D]

P(UA≤k
i,g ) =

k∑
i=1

P(UA=k
i,g ), k ∈ [1,D]

P(UA>k
i,g ) = 1 − P(UA≤k

i,g ), k ∈ [1,D]

(8)

where D! and (D-k)! denote the factorial of D and (D − k)
respectively. Then, the number,N (k), of trial vectors in which
there are k parameters inherited from the donor vector can
be obtained according to Eq. (9). An example of the matrix,
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FIGURE 2. Comparison of P(UA=k
i,g ) for two scheme Minit initialization

in 5 − D.

Minit with ps = 100 and D = 9 is given in Eq. (10):

N (k) =



⌈ps · P(UA>k−1
i,g )⌉, if k = D

⌈ps · P(UA>k−1
i,g )⌉−

D∑
i=k+1

N (i), if k ∈ [2,D−1]

ps−

D∑
i=k+1

N (i), if k = 1

(9)

Minit =



1 : 1, 0, 0, 0, 0, 0, 0, 0, 0

7 :


1, 1, 0, 0, 0, 0, 0, 0, 0
... . . .

... . . .
... . . .

... . . .
...

1, 1, 0, 0, 0, 0, 0, 0, 0

17 :


1, 1, 1, 0, 0, 0, 0, 0, 0
... . . .

... . . .
... . . .

... . . .
...

1, 1, 1, 0, 0, 0, 0, 0, 0

N (k) :
... . . .

... . . .
... . . .

... . . .
...

1 : 1, 1, 1, 1, 1, 1, 1, 1, 0
1 : 1, 1, 1, 1, 1, 1, 1, 1, 1


100×9

(10)

The second scheme is to maintain equal selection proba-
bility of the different number of parameters inherited from
the donor vectors. Therefore, Minit is initialized by multiple
piles of lower triangular matrices, and this initialization can
satisfy P(UA=1

i,g ) = P(UA=2
i,g ) = . . . = P(UA=k

i,g ) = . . . =

P(UA=D
i,g ) =

1
D .When the population is not amultiple number

of the dimension D, e.g. ps = j · D + k , then the left k
vectors in Minit are selected from the first j vectors of the
lower triangular matrix. In Fig.2, the selection probabilities,
P(UA=k

i,g ), are compared for the two different initialization
scheme ofMinit for 5-D optimization.

3) PARAMETER ADAPTATION
In QUATRE-EAR, there is only two control parameters,
F and ps. As fixed population is employed during the
evolution, and the parameter control is only focused on F .
The adaptation scheme of F in QUATRE-EAR is shown in
Eq. (11):

Fi = randc(µF , 0.2) (11)

where randc denotes Cauchy distribution, fixed scale param-
eter is used, σF = 0.2, in the Cauchy distribution and µF can
be updated according to Eq. (12):

△fi = f (Ui,g) − f (Xi,g)

ωi =
△fi∑

Fi∈SF △fi

µF =

∑
Fi∈SF ωi · F2

i∑
Fi∈SF ωi · Fi

(12)

where SF denoted the set of parameters F which associates
with the survival individuals during the evolution.

C. THE E-QUATRE ALGORITHM
The E-QUARE algorithm [38] is a further extension of
the QUATRE-EAR algorithm by improving the adaptation
scheme of evolution matrix and parameter control.

1) MUTATION STRATEGY
The E-QUATRE algorithm employs the same mutation
strategy as the QUATRE-EAR algorithm. In order to balance
exploration and exploitation during the evolution process,
a scheme of decreasing the proportion of elite individual p
in the population is introduced into the mutation strategy of
E-QUATRE, and the decrement of p is given as follows in
Eq. (13):

p =
pmin − pmax

nfemax
· nfe+ p max (13)

where pmax denotes the initial/maximum setting, pmax =

0.2, pmin denotes the terminal/minimum setting 1/ps, nfemax
denotes the max number of function evaluations, and
nfe denotes the current number of function evaluations.

2) EVOLUTION MATRIX M
E-QUATRE further improves on QUATRE-EAR regarding
the adaptive generation of evolution matrixM . The improve-
ment is mainly in two aspects. First, the scheme of calculating
the number of individuals by Eq. (9) in QUATRE-EAR
is replaced by the generation of roulette wheel. Second,
the population is divided into different sub-populations,
and the excellent sub-population is allowed to record more
individuals during the evolution by changing the selection
probabilities in Eq. (14):

rj =


ns2j

ns ·
(
nsj + nfj

) if nsj > 0

ϵ otherwise

ns =

2∑
j=1

nsj

P(j) =
rj∑k

j=1
(
rj
)

(14)

where nsj and nsj denoted the number of winner and loser
individuals in the jth population, and the value of P(j) is
restricted in [0.3, 0.7].
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3) PARAMETER ADAPTATION
E-QUATRE employs a dimensional improvement based
adaptation in updating the distribution of mutation factor µF
instead of employing fitness-based ones in QUATRE-EAR.
The detailed adaptation is given below in Eq. (15):

△loci = loc(Ui,g − Xi,g)

ki =
std(△loci)∑

Fi∈SF std(△loci)

µF =

∑
Fi∈SF ki · F

2
i∑

Fi∈SF ki · Fi

(15)

where loc(Ui,g − Xi,g) denotes locating the corresponding
parameters of the D-dimensional vector, Ui,g-Xi,g, and std(·)
denotes the standard deviation of the set.

III. THE PROPOSED QUATRE ALGORITHM
In this section, the novel QUATRE-PM algorithm will be
described in detail. The whole algorithm is divided into
four parts: the first part presents the mutation strategy; the
second part gives the adaptive scheme of generating the
evolution matrix M ; the third part describes the parameter
control strategy; and the fourth part provides the perturbation
mechanism.

A. MUTATION STRATEGY
In DE algorithms, the mutation strategy ‘‘DE/target-to-
pbest/1/bin’’ with external archive proposed in JADE [28] can
balance exploitation and exploration and consequently has
been widely used in recent state-of-the-art DE variants. One
of the reasons for the excellent performance of this strategy
is the use of an external archive. However, it still exists
limitation that some archived individuals remain unchanged
during several consecutive generations, and this may hamper
the diversity of trial vectors. The ‘‘QUATRE/target-to-
best/1’’ with time stamp technique in QUATRE-EAR [43]
effectively resolves this problem and produces superior
outcomes. Therefore, the samemutation strategy is employed
in our QUATRE algorithm, and the details of the mutation
strategy are given in Eq. (16):{
Bi,g = Xi,g + Fi · (X

p
gbest,g − Xi,g) + Fi · (Xr1,g − X̃r2,g)

Bg = [B1,g,B2,g, . . . ,Bi,g, . . . ,Bps,g]

(16)

where Xpgbest,g denotes the target vector selected from the top
p% individuals, Xr1,g denotes the vector randomly selected
from the population, and X̃r2,g denotes the vector randomly
selected from the union of the current population and external
archive. The external archive stores the inferior solutions of
the target individuals during the evolution, and its size |A| is
adjusted according to the current population size, ps, shown
in Eq. (17):

|A| = arc · ps (17)

TABLE 2. The mechanism of historical memory and its selection
probabilities Ph.

where arc denotes a constant defining the ratio of exter-
nal archive |A| to the whole population ps. In the
‘‘QUATRE/target-to-best/1’’ mutation strategy with a time
stamp mechanism, each vector entering the external archive
is set to a initial time-stamp value T0 and the value will
be decreased by one in each generation. When the external
archive population size exceeds |A|, the vectors with T0 <

0 are deleted preferentially. After the vectors with T0 < 0 are
deleted first and random elimination scheme is performed in
order to remove the exceeded inferior individuals.

B. ADAPTATION OF EVOLUTION MATRIX M
The original QUATRE algorithm made a balance between
unbiased search and efficient search of the solution space
during the evolution, however, the generation of Minit lacks
of adaptations to the landscape of the objective. In order
to obtain better performance, Minit needs to be adjusted
regarding different characteristics of the target problems.
Therefore, QUATRE-EAR proposed the adaptive scheme
of Minit , and E-QUATRE further improved the adaption
of M in QUATRE-EAR and consequently obtained good
performance. However, the adaptive scheme of Minit in
E-QUATRE still needs to be improved for a better adaption
to the landscape of the objective. First, at the beginning
of the search, it is impossible to calculate the appropriate
evolutionmatrix quickly and accurately due to lack of enough
knowledge of the evolutionary process, which inevitably
leading to a large amount of computational resources being
wasted. Second, the excessive computation of the dominance
accumulation leads to the evolution matrix being almost fixed
and it is hard to change in the late stages of the search. In order
to tackle these issues, novel adaptation of the evolutionmatrix
is proposed in our QUATRE-PM algorithm.

In the novel QUATRE-PM algorithm, the historical mem-
ory is employed in the adaptation of evolution matrix to avoid
being trapped in failure evolution direction. The historical
memory and its corresponding selection probabilities are
given in Table 2. In the memory, there are H entries,
and each entry Ph is a probability vector which denotes
the selection probability of each dimensional parameters,
Ph = [ph,1, ph,2, . . . , ph,d , . . . , ph,D]. During each iteration,
a vector is randomly selected from historical memory, and
the initial evolution matrix Minit will be generated through
selection of these vectors. The k th parameter ph,k in the
Ph vector is determined by roulette wheel selection, and it
indicates that the target vector inherits k parameters from
the donor vector. Figure 3 depicts the process of generating
evolutionmatrixM via the selection probabilities of historical
memory Ph.
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FIGURE 3. The picture depicts the transformation process of generating an evolution matrix M via the mechanism of historical memory of
probabilities Ph.

The initial value ofPh(h = 1, 2, . . . , i, . . . ,D) is initialized
by setting ph,1 = ph,1 = . . . . = ph,k = . . . =

ph,H =
1
D , and the inspiration of the Ph adaption is to get

more suitable value in the subsequent iteration. In the first
iteration, h is initialized to 1 and it increases by 1 during
each iteration. When the index h satisfies h > H , h will be
reset to 1. Based on the adaptation of the evolution matrix
in E-QUATRE, the value ph,k which gains an advantage in
the evolution process, is enhanced to expect some reduction
of computational resources. When all the trial vectors fail
to obtain better fitness values, the adaptation of Ph will be
adjusted to expect obtaining better trial vectors in the next
iteration. Eq. (18) describes the update scheme of ph,k which
can yield better individuals during the evolution process:

rk =



nsk
ns ·

∑
i∈Sk

wi
nsk

D∑
k=1

vk

if nsk > 0

1
π

·

D
20

(k − αg)2 + ( D20 )
2

·
rαg
sumh

, otherwise

vk = (rk )2

ph,k =
vk
D∑
k=1

vk

(18)

where ns denotes the number of trial vectors achieved
better fitness, nsk denotes the number of trial vector with
k parameters inherited from the donor vector in the ns trial
vectors, Sk denotes the set of success trial vectors in which

k parameters are inherited from the donor vector, αg denotes
the value of k that maximizes rk in the gth iteration, sumh
denotes the sum of all ph,k in Ph with nsk > 0, and wi denotes
the weight of dimension improvement, which is used for the
update of the ith individual in the population. The calculation
of the weight of the ith individual is given in Eq. (19):

1loci = loc(Ui,g − Xi,g)

wi =
std(1loci)∑
i∈S std(1loci)

(19)

where loc(Ui,g − Xi,g) denotes locating the parameters of the
vectorUi,g−Xi,g according to the evolution matrix, and std(·)
denotes the calculation of the standard deviation. Sometimes,
none of the trial vectors can obtain more suitable fitness
during a certain evolution process, and we suppose that the
current probabilities Ph is no longer appropriate. Therefore,
a new probability vector ph,k is regenerated according to
Eq. (20): 

vk =
1
π

·

D
10

(k − αg−1)2 + ( D10 )
2

ph,k =
vk∑D
1 vk

(20)

where αg is the best subscript in Ph−1 in the previous
generation. The pseudo-code of the adaptation of evolution
matrixM is given in Algorithm 1.

C. ADAPTATION OF CONTROL PARAMETER
The proposed QUATRE-PM has two control parameters: the
mutation factor F and the population size ps. Though the
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Algorithm 1 Pseudo Code of Adaptation Scheme for
Evolution MatrixM
1: if S ̸= ∅ then
2: update Ph by Eq.(18);
3: else
4: update Ph by Eq.(20);
5: end if
6: randomly select Ph from historical memory;
7: Ph is generated by roulette intoMinit ;
8: TransformMinit to M by row-element permutation;

TABLE 3. The mechanism of historical memory of F .

original QUATRE uses fixed values for these two control
parameters, improvements are made for the adaptation of
F in the subsequent QUATRE variants. QUATRE-EAR
employed an adaptation scheme of F by incorporating
prior knowledge into its current adaptaion. E-QUATRE
introduced dimension improvement based weight in the
adaptation of F , and it obtained nice outcomes. Different
from the previous QUATRE variants, parameter F in the
QUATRE-PM algorithm introduces a historical memory [44],
which is also employed in the adaptation evolution matrix of
our algorithm. The historical memory mechanism provides
for better stability of the parameters in the iterations, and
the specific structure of the historical memory mechanism
is shown in Table 3, where the location parameter of the
distributions of F obeys uF,1 = uF,2 = . . . = uF,h = . . . =

uF,H = 0.5 at initialization and updated in the subsequent
iterations according to Eq. (21):

µF,h =

∑
i∈S wi · F

2
i∑

i∈S wi · Fi
(21)

where Fi denotes the F value of the ith individual, and wi
denotes the weights which can be calculated by Eq. (19).
In the iteration, each individual is randomly assigned a uF,h
value selected from the historical memory pool and then its
corresponding F value is generated by Cauchy distribution
shown in Eq. (22):

Fi = randn(µFh , 0.1) (22)

Different from the previous QUATRE variants employ-
ing fixed population size, the population size in our
QUATRE-PM algorithm adopted the linear population size
reduction [29], [45] in order to make a good balance between
exploitation and exploration. The detailed reduction of ps is
shown in Eq. (23):

psg+1 = round(
psmin − psini

nfemax
· nfe+ psini) (23)

where psmin denotes the minimum population size, psini
denotes the initial population size, nfemax denotes the

Algorithm 2 Pseudo Code of Perturbation Mechanism
1: Smin = inf
2: for i = 1; i < ps; i++ do
3: if counti > n and i! = gbest_index then
4: for j = 1; j < length(DA); j+ + do
5: S = dis(Xi,g,DAj)
6: if Smin < distance then
7: Smin = distance
8: k = j
9: end if
10: end for
11: Xi,g+1 = DAk
12: Remove DAk from DA.
13: end if
14: end for

maximum number of fitness evaluations, and nfe denotes the
current number of fitness evaluations.

D. PERTURBATION MECHANISM
When an individual is stuck in a stagnant state [46], there
is a possibility that it is stuck in a local optimum, then the
individual needs to be perturbed to some extent in the hope
that it will jump out of the local optimum. However, a random
perturbation is challenging to achieve more suitable fitness
of individuals and wastes computation resources to explore
insignificantly search space. Therefore, this paper proposes
a novel perturbation mechanism to tackle this problem by
creating a discarded archive.

The discarded archive consists of the trial vector that failed
in the selection operator, and when an individual of the
population traps the stagnation state, it will select the most
similarly discarded archive members to become it. Euclidean
distance is employed to evaluate the similarity between
individuals and members of the discarded archive, and the
smaller the Euclidean distance, the higher the similarity
with the member. The discarded archive size is half the
current ps, and when the newly added individuals exceed the
size, the member with the lowest fitness value will remove
the discarded archive. Algorithm 2 describes the detailed
operation process, where counti denotes the cumulative
number of times the ith individual in the population fails to
obtain a better fitness, gbest_index denotes the subscript of
the individual with the best fitness in the population, DA
denotes the discarded archive, length(DA) denotes the current
size of the discarded archive, DAj denotes the jth member of
the discarded archive, and n denotes a value of size 2 ·D and
its minimum value is 40. Algorithm 3 gives the pseudo-code
of the newly proposed QUATRE.

IV. EXPERIMENT ANALYSIS
It is a typical challenge to compare the performance of two
algorithms. There are often two approaches to comparison.
One approach compares the number of function evaluations
that reach the minimum value, and the other is by comparing
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Algorithm 3 Pseudo Code of the QUATRE-PM Algorithm
1: Initialize population by Eq. (1)
2: InitializeMinit and transform toM by Eq. (5).
3: Initialize nfemax number of evaluations, and calculate the

fitness value of the initial population, find the individual
of best fitness gbest

4: nfe = ps, g = 1
5: while nfe < nfemax do
6: Generate Fg by Eq. (22).
7: Generate Bg by Eq. (16).
8: Generate Ug by Eq. (4).
9: for i = 1; i ≤ ps; i+ + do
10: if f (Ui,g) < f (Xi,g) then
11: if f (Ui,g) < f (gbest) then
12: gbest = Ui,g
13: end if
14: Insert Xi,g into external archive population A
15: Xi,g+1 = Ui,g
16: else
17: Insert Ui,g into discarded population DP
18: Xi,g+1 = Xi,g
19: end if
20: end for
21: Execute Algorithm 1.
22: Update historical memory of F by Eq. (21).
23: Update population size ps by Eq. (23).
24: Update A and DP.
25: Execute Algorithm 2.
26: nfe = nfe+ ps
27: end while
28: Output the gbest and its value f (gbest)

the minimum value that can be reached at the same number
of function evaluations. The Conference on Evolutionary
Computation (CEC) test suite provides a set of benchmark
functions for comparing algorithms and employs the second
comparison approach. The proposed algorithm is verified
under a total of 88 benchmark functions from CEC2013,
CEC2014 and CEC2017. In the CEC 2013, the test functions
are divided into three parts: fa1 − fa5 are uni-modal functions,
fa6 − fa20 are basic multimodal functions and fa21 − fa28 are
composition functions. In CEC2014, the test functions are
divided into four part: fb1 − fb3 are uni-modal functions,
fb4 − fb16 are simple multimodal functions, fb17 − fb22 are
hybrid functions and fb23 − fb30 are composition functions.
In CEC2017, the test functions are divided into four part:
fc1 − fc2 are uni-modal functions, fc3 − fc9 are simple
multimodal functions, fc10 − fc19 are hybrid functions and
fc20 − fc30 are composition functions. During testing, all
functions are treated as a black box. The fitness error is
eps = fi − f ∗

i and is considered to be zero when the eps
is less than 2.2204E − 016 in our paper. The maximum
number of function evaluation nfesmax is set to 10000 · D.
All experiments are conducted on a PC running Windows 10,

equipped with an AMDR7-5800H CPU clocked at 3.20GHz,
using MATLAB 2021b software.

A. PARAMETER SETTINGS
This paper compares the QUATRE-PM algorithm with ten
other algorithms, including five DE and five QUATRE
algorithms. DE variants are LSHADE [29], EDEV [23],
jSO [47], LPalmDE [48] and MadDE [49]. QUATRE
algorithms are original QUATRE [14] and QUATRE variants
including C-QUATRE [36], S-QUATRE [37], QUATRE-
EAR [43] and E-QUATRE [38]. In these algorithms, F
denotes the scale factor parameter, Cr denotes the crossover
rate, and ps denotes population size.
The parameters of DE variants are shown in Table 4.

In LSHADE, F utilizes the Cauchy distribution with the
location parameter of the distribution µF and a scale
parameter σF fixed 0.1 to generate adaptive values, Cr
utilizes the normal distribution with the mean of the
distribution µCr and standard deviation σCr fixed 0.1 to
generate adaptive values. The initial value of uF and uCr is
set to 0.5. H denotes the memory size of prior µCr and µF ,
and H = 5. p denotes the percentage of elite individuals, and
p = 0.11. The population size ps decreases by the strategy
of linear population size reduction, the initial population size
is psini = 18 · D where D denotes the dimension number,
and the minimum population size denotes pmin = 4. In
EDEV, λ1, λ2, λ3 denote the proportion of the subpopulation
used by the three algorithms to the population, λ4 denotes
the proportion of reward subpopulation to population, ng
denotes the number of iterations to reselect the new reward
population, λ1 = λ2 = λ3 = 0.1, λ4 = 0.7, and
ng = 0.7. The population size ps = 100. In jSO, F and
Cr are generated similarly to LSAHDE. The initial value
of uF is 0.3, and uCr is set at 0.8, memory size H = 5,
percentage of elite individuals p is a linearly decreasing
value with a maximum value pmax = 0.25 and a minimum
value pmin = 0.125, and archive population rate arc = 1.
In LPalmDE, the F and Cr generation methods are the same
as LSHADE, except that the population is divided into K
groups, an independent adaptiveF is generated in each group,
and the scale parameter σF are set to 0.2. T0 denotes the
number of generations considered for archive populations,
which is set to 70. The initial population size psini = 23·D, the
minimum population size pmin = K , and archive population
rate arc = 1.6. InMadDE, F andCr have generated the same
way as LSHADE, and the initial values of uF = 0.3 and
uCr = 0.3 are different. pqBX denotes the probability of
choosing different crossover operators, set to 0.01. The initial
population size psini = 2 · D2, the minimum population size
pmin = 4, archive population rate arc = 1.6 and memory size
H = 10.

The specific parameters of QUATRE and variants are
controlled in Table 5. QUATRE and C-QUATRE have
the same ps = 1000 and the value of F = 0.5.
In S-QUATRE, ps = 100 and the value of F = 0.5.
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TABLE 4. Recommended parameter settings of all these contrasted DE.

TABLE 5. Recommended parameter settings of all these contrasted QUATRE.

TABLE 6. Summarize the results of the comparison between the new proposed QUATRE and the DE variants using Wilcoxon’s signed rank test with the
significant level α = 0.05 under the CEC2013, CEC2014, and CEC2017 benchmark on 10D, 30D, and 50D.

In QUATRE-EAR, the F generation methods are similar
to LSHADE except that the scale parameter σF = 0.2.
T0 has the same meaning as LPalmDE and is set to 70. The
percentage of elite individuals p = 0.1 and archive population
rate arc = 1.6. In E-QUATRE, F is generated the same
as LPalmDE except that the population is divided into two
groups. p is a linearly decreasing value with a maximum
value pmax = 0.2 and a minimum value pmin = 0.01. In the
following comparison, the maximum number of function
evaluations is set to nfemax = 10000 · D.

B. COMPARISON WITH DE VARIANTS
This section will compare QUATRE-PM with the LSHADE,
EDEV, jSO, LPalmeDE, and MadDE. The comparison
results are in Table 6. In Supplementary, the paper provides
a comparison of Wilcoxon’s signed rank test with the
significant level α = 0.05 of 51 independent runs on the three
test suites 10D, 30D, and 50D of CEC2013 and CEC2014,
where Table S1, Table S2, and Table S3 are CEC2013,
Table S4, Table S5, and Table S6 are CEC2014.

The following compares with the DE variants under the
CEC2017 test suite. Table 7 shows the 10D comparison in
CEC2017, which has 30 benchmarks; the proposed algorithm
outperforms LSHADE in 12 benchmarks, performs similarly
in 15 benchmarks; outperforms DEDV in 18 benchmarks,
performs similarly in 8 benchmarks; outperforms jSO in
12 benchmarks, and performs similarly in 15 benchmarks;
outperforms LPalmDE in 7 benchmarks, and performs
similarly in 19 benchmarks; outperforms MadDE in
21 benchmarks, and performs similarly in 2 benchmarks.
Compared to other algorithms the new algorithm performs
best in fc5 , fc7 , fc8 , fc10 , fc12 , fc13 , fc15 , fc18 , fc19 and fc29 .
Table 8 shows the 30D comparison in CEC2017, which has

30 benchmarks; the proposed algorithm outperforms
LSHADE in 17 benchmarks, performs similarly in 10 bench-
marks; outperforms DEDV in 19 benchmarks, performs sim-
ilarly in 7 benchmarks; outperforms jSO in 14 benchmarks,
and performs similarly in 11 benchmarks; outperforms
LPalmDE in 20 benchmarks, and performs similarly in
9 benchmarks; outperforms MadDE in 27 benchmarks, and
performs similarly in 1 benchmark. Compared to other
algorithms the new algorithm performs best in fc1 − fc3 , fc7 ,
fc10 , fc13 , fc14 , fc16 , fc17 , fc19 , fc20 and fc23 . Table 9 shows the 50D
comparison in CEC2017, which has 30 benchmarks; the pro-
posed algorithm outperforms LSHADE in 15 benchmarks,
performs similarly in 9 benchmarks; outperforms DEDV in
23 benchmarks and performs similarly in 0 benchmarks;
outperforms jSO in 16 benchmarks, and performs similarly
in 8 benchmarks; outperforms LPalmDE in 22 benchmarks,
and performs similarly in 8 benchmarks; outperforms
MadDE in 29 benchmarks, and performs similarly in
0 benchmarks. Compared to other algorithms the new
algorithm performs best in fc7 , fc9 , fc10 , fc16 , fc18 , fc19 , fc23 , fc24
and fc29 .

Fig. 4 and Fig. 5 provide the convergence curves of
the proposed algorithm and other excellent DE algorithms
by employing the median value of 51 runs under 30D of
CEC2017. From the comparison results, under fc10, fc16 , fc17
and fc20 , our proposed algorithms outperforms other state-of-
the-art DE variants, and it can competitive comparison under
fc1 − fc3 ,fc6 , fc7 , fc9 , fc11 , fc13 , fc14 , fc15 , fc18 , fc19 and fc22 − fc25 ,
fc27 − fc29 benchmarks.’

C. COMPARISON WITH QUATRE VARIANTS
In this section, our algorithm will be compared with the
QUATRE, C-QUATRE, S-QUATRE, QUATRE-EAR, and
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TABLE 7. Comparison results of the new proposed QUATRE algorithm with the DE variants under CEC2017 on 10D using Wilcoxon’s signed rank test with
the significant level α = 0.05.

E-QUATRE. The comparison results are given in Table 10.
In Supplementary, the paper provides a comparison of
Wilcoxon’s signed rank test with the significant level
α = 0.05 of 51 independent runs under the three test suites
including CEC2013, CEC2014, CEC2017 on 10D, 30D, and
50D respectively. Table S7, Table S8, and Table S9 are under
CEC2013, Table S10, Table S11, and Table S12 are under
CEC2014, and Table S13, Table S14 and Table S15 are under
CEC2017.

The following is a specific comparison with the QUATRE
and QUATRE variants in the CEC2017 test suite. For
the 10D optimization in CEC2017, which has 30 bench-
marks, the proposed algorithm outperforms QUATRE in
26 benchmarks, performs similarly in 3 benchmarks; out-
performs C-QUATRE in 26 benchmarks, performs similarly
in 4 benchmarks; outperforms S-QUATRE in 24 bench-
marks, and performs similarly in 6 benchmarks; outperforms
QUATRE-EAR in 14 benchmarks, and performs similarly in
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TABLE 8. Comparison results of the new proposed QUATRE algorithm with the DE variants under CEC2017 on 30D using Wilcoxon’s signed rank test with
the significant level α = 0.05.

14 benchmarks; outperforms E-QUATRE in 12 benchmarks,
and performs similarly in 14 benchmarks. Compared to
other algorithms the new algorithm performs best in fc5 ,
fc7 , fc8 , fc10 , fc12 , fc15 , fc16 , fc19 , fc20 , fc29 and fc30 . For the
30D comparison in CEC2017, which has 30 benchmarks, the
proposed algorithm outperformsQUATRE in 29 benchmarks,
performs similarly in 1 benchmark; outperforms C-QUATRE
in 30 benchmarks, performs similarly in 0 benchmarks;

outperforms S-QUATRE in 28 benchmarks, and performs
similarly in 1 benchmarks; outperforms QUATRE-EAR in
22 benchmarks, and performs similarly in 7 benchmarks;
outperforms E-QUATRE in 24 benchmarks, and performs
similarly in 5 benchmarks. Compared to other algorithms the
new algorithm performs best in fc1 − fc3 , fc5 , fc7 , fc8 , fc10 − fc13 ,
fc14 − fc21 , fc23 − fc26 and fc28 − fc30 . For the 50D comparison in
CEC2017, which has 30 benchmarks, the proposed algorithm
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TABLE 9. Comparison results of the new proposed QUATRE algorithm with the DE variants under CEC2017 on 50D using Wilcoxon’s signed rank test with
the significant level α = 0.05.

outperforms QUATRE in 30 benchmarks, and performs
similarly in 0 benchmarks; outperforms C-QUATRE in
30 benchmarks, and performs similarly in 0 benchmarks;
outperforms S-QUATRE in 29 benchmarks, and performs
similarly in 1 benchmarks; outperforms QUATRE-EAR in
28 benchmarks, and performs similarly in 0 benchmarks;
outperforms E-QUATRE in 27 benchmarks, and performs

similarly in 1 benchmark. Compared to other algorithms the
new algorithm performs best in fc2 , fc5 and fc7 − fc30 .
Fig.6 and Fig.7 provide the convergence curves of the

new algorithm and other excellent QUATRE algorithms
by employing the median value of 51 runs under 30D of
CEC2017. From the comparison results, under fc2 , fc3 , fc5 ,
fc7 , fc8 , fc10 − fc12 , fc15 − fc17 , fc19 − fc21 , fc23 , fc24 , fc26 and
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FIGURE 4. Convergence speed comparison by employing the median value of 51 runs obtained by each algorithm on CEC2017 30-D optimization. There
are total 30 comparison figures and the first 15 figures are presented here.

FIGURE 5. Convergence speed comparison by employing the median value of 51 runs obtained by each algorithm on CEC2017 30-D optimization. There
are total 30 comparison figures and the last 15 figures are presented here.

fc29benchmarks, the proposed algorithm outperforms other
QUATRE variants, and it has competitive performance under
fc1 , fc6 , fc9 , fc18 , fc22 , fc25 , fc27 , fc28 and fc30 benchmarks.

D. ANALYSIS OF EVOLUTION MATRIX M
In the QUATRE algorithm, there are two schemes to initialize
the evolution matrix M . The first scheme is to set the
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FIGURE 6. Convergence speed comparison by employing the median value of 51 runs obtained by each algorithm on CEC2017 30-D optimization. There
are total 30 comparison figures and the first 15 figures are presented here.

FIGURE 7. Convergence speed comparison by employing the median value of 51 runs obtained by each algorithm on CEC2017 30-D optimization. There
are total 30 comparison figures and the last 15 figures are presented here.

probability of each different form of the trial vector from the
donor vector to be equal, and the second scheme is to set the
probability that the number of parameters obtained by the trial

vector from the donor vector is equal. In order to compare the
influence of the two initialization schemes on the algorithm,
the new algorithm uses the two initialization schemes to
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TABLE 10. Summarize the results of the comparison between the new proposed QUATRE and the QUATRE variants using Wilcoxon’s signed rank test with
the significant level α = 0.05 under the CEC2013, CEC2014, and CEC2017 benchmark on 10D, 30D, and 50D.

TABLE 11. The results of the comparison of the 51-run adaptation errors of the first initialization scheme M and the second initialization scheme M in
the newly proposed QUATRE algorithm at the significance level α = 0.05 under the Wilcoxon signed rank test, with the same number of function
evaluations as the total nfemax = 10000 · D.

compare under the 30 dimensions of CEC2013, CEC2014
and CEC2017, and the specific results are shown in Table 11.
For the 30D comparison in CEC2013, the first initialization
scheme is better than the second initialization scheme on fa5 .
The second initialization method is better than the first one
on fa2 − fa4 , fa6 , fa7 , fa9 , fa10 , fa12 , fa13 , fa18 , fa24 , fa25 and fa27 .
For the 30D comparison in CEC2014, the first initialization
scheme is better than the second initialization scheme on fb5 ,

fb12 and fb14 . The second initialization method is better than
the first one on fb1 , fb3 , fb4 , fb9 , fb13 , fb17 , fb18 , fb20 − fb22 , fb24 ,
fb25 fb28 and fb30 . For the 30D comparison in CEC2017, the
first initialization scheme is better than the second initializa-
tion scheme on fc6 . The second initialization method is better
than the first one on fc1 − fc3 , fc5 , fc7 , fc8 , fc12 − fc16 , fc18 − fc21 ,
fc23 − fc27 , fc29 and fc30 . In summary, for the QUATRE-PM,
the second initialization scheme will be more suitable.
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TABLE 12. The results of the comparison of the 51-run adaptation errors of used and none used a perturbation strategy in the newly proposed QUATRE
algorithm at the significance level α = 0.05 under the Wilcoxon signed rank test, with the same number of function evaluations as the total
nfemax = 10000 · D.

TABLE 13. Time complexity comparison of these algorithms on 30D
optimization under benchmark f 14 from CEC2013 test suite for
real-parameter single-objective optimization.

E. ANALYSIS OF PERTURBATION STRATEGY
In order to prevent the algorithm from falling into local
optimal points, a new perturbation mechanism is proposed
in this paper and applied to the QUATRE-PM. The primary
purpose is to determine the individuals in the stagnant

phase and trace them back to the discarded excellent trial
vector. In order to verify the generality of the method for
algorithm improvement, this paper verifies the proposed
QUATRE under CEC2013, CEC2014, and CEC2017 on 30D
used and without used using the perturbation mechanism,
as shown in Table 12. For the 30D comparison in CEC2013,
which has 28 benchmarks, the used perturbation mechanism
obtained better performance on 13 benchmarks and similar
performance on 14 benchmarks. For the 30D comparison in
CEC2014, which has 30 benchmarks, the used perturbation
mechanism obtained better performance on 14 benchmarks
and similar performance on 13 benchmarks. For the 30D
comparison in CEC2017, which has 30 benchmarks, the
used perturbation mechanism obtained better performance on
22 benchmarks and similar performance on 7 benchmarks.

F. ANALYSIS OF ALGORITHM COMPLEXITY
For the space complexity, in the QUATRE-PM, the memory
space is (0.5 + 1.6) ∗ ps during the iterative process, where
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the external archive population size is 1.6 · ps, and the
discarded population size is 0.5∗ps; ps is one at the beginning,
decreases gradually during the iteration, and is 4 at the end.
To summarize, the space of the new QUATRE algorithm is
O(ps) at the beginning of the iteration, and the end is O(1).
For the time complexity, the paper follows the Congress on

Evolutionary Computation Competition test suite guidelines.
Three variables, T0, T1, and T2, are used in the evaluation,
where T0 denotes the time consumption of basic arithmetic
expressions in the CEC2013 test suite, T1 denotes the time
consumed to perform 200000 evaluations of the 14th function
of 30D of CEC2013, T2 denotes the time required for the
algorithm to complete 300000 maximum number of fitness
evaluations for 14th functions in 30D of CEC2013, T2−T1

T0
denotes the time complexity required for each algorithm.
To determine the average values of T0, T1, and T2, up to
51 separate runs may be made. Table 13 shows the time
complexity of the DE variants and QUATRE variants. It can
be seen from the table that the time complexity of the
QUATRE is slightly higher than that of DE, but the proposed
QUATRE has a good performance in the QUATRE. It is a
necessary consumption, and the generation of the evolution
matrix consumes extra time to improve the performance of
the algorithm.

V. CONCLUSION
DE stands out from other algorithms because of its simple
implementation and fast convergence ability. However, the
crossover operator of DE has an unavoidable bias in the
spatial search. QUATRE solves this bias in DE algorithms
using the evolution matrix but still has significant search
efficiency and final result challenges. Therefore, we propose
QUATRE-PM to tackle these problems and improve the
performance of the algorithm.

This paper proposes QUATRE-PM, which uses a new evo-
lution matrix generation method and individual perturbation
mechanism and weights based dimensionality improvement.
In the new proposed QUATRE, there are three main
contributions. First, the new evolution matrix initialization is
generated in an unbiased scheme. It can react more quickly
in iterations than the previous evolution matrix generation
method to generate a suitable and stable evolution matrix
and adjust when it is not suitable. Second, the perturbation
mechanism is proposed in this paper. If individuals are
trapped in the local optimum, the perturbation mechanism
may help them jump out using excellent discarded trial
vectors. Third, two excellent schemes of parameter control
are employed. The historical memory mechanism can avoid
parameter F and the evolution matrix trapped in the wrong
direction, and linear population size reduction for parameter
ps can balance the exploration and exploitation during the
evolution process. The proposed QUATRE is compared
with several excellent DE variants and QUATRE algorithms
under 88 benchmark functions in three test suites, including
CEC2013, CEC2014, and CEC2017, and the results show
that the performance of our algorithm is highly competitive

both in terms of optimization accuracy and convergence
speed.

Although the QUATRE-PM algorithm obtained good
results, some work can still be enhanced in the future.
In particular, the operation mechanism in the adaption of the
evolutionary matrix is slightly complicated, and searching for
some parameter control strategies is more suitable for using
the QUATRE algorithms. In future work, we plan to solve
these problems and develop better algorithms.
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