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ABSTRACT This review explores the integration of enhanced personalization and seamless multimodal
interfaces in the field of fashion design and recommendation. We examine the increasing demand for
personalized fashion experiences and the potential of multimodal interfaces in facilitating effective com-
munication between designers and users. By leveraging user preferences, body measurements, and style
choices, artificial intelligence (AI) systems can deliver highly personalized fashion recommendations. The
integration of various input modalities, including text, images and sketches, enables designers and users
to communicate their design ideas with ease. The primary results highlight the transformative potential
of enhanced personalization and seamless multimodal interfaces, empowering designers and consumers to
co-create unique and personalized designs. This paradigm shift fosters a deeper level of engagement and
creativity within the fashion industry. Embracing this advancement unlocks unprecedented opportunities for
designers, brands, and consumers, ushering in a new era of innovation and creativity in fashion design.

INDEX TERMS Artificial intelligence, deep learning, fashion design.

I. INTRODUCTION
Fashion is a dynamic and influential form of self-expression
and cultural representation, shaped by historical events, cul-
tural movements, media, and technology. It plays a sig-
nificant role in society, impacting personal identity, social
interactions, and the economy. Meanwhile, artificial intelli-
gence (AI) has garnered considerable attention, particularly
in image processing [1], [2], [3], [4], [5], with notable
advancements in deep learning and generative models driven
by the prevalence of images in social media [4], [6]. Nowa-
days, AI and fashion design have developed a strong and
evolving relationship. AI technologies are being increasingly
utilized in the fashion industry to enhance various aspects
of the design process, from fashion detection, synthesis to
recommendation. It can empower fashion designers with
tools and insights that streamline the design process, enhance
creativity, and meet the evolving demands of consumers.
It serves as a valuable ally in the fashion industry, driving
innovation, efficiency, and sustainability. The main objective
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of this paper is to introduce the application and development
of AI in the field of fashion design.

Our review focuses on the application of artificial intel-
ligence in the field of fashion design, summarizing more
than sixty recent research achievements at the intersection
of fashion and computer vision. The review encompasses a
comprehensive overview, ranging from traditional methods to
deep learning techniques, revealing the diversity and innova-
tion of AI technologies within the fashion domain. It includes
literature of various types, including journal articles, confer-
ence papers, and preprints. The covered literature spans from
the year 2011 to 2023, showcasing the recent research trends
in this field.

We divide the field of fashion design into three major parts:
fashion detection [7], [8], [9], [10], fashion synthesis [2], [11],
[12], [13], and fashion recommendation [4], [14]. In addi-
tion, we also give an overview of main applications in these
fashion domains, showing the strengths and shortcomings of
intelligent fashion in the fashion industry. The reason why
we organize the survey in this structure is to simulate the
working process of a fashion designer. In most design work,
designers first analyze fashion trends, gather inspiration, and

VOLUME 11, 2023
This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.

For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/ 88403

https://orcid.org/0009-0000-1692-5778
https://orcid.org/0000-0002-8403-1538
https://orcid.org/0000-0002-3195-3168


Z. Guo et al.: AI Assisted Fashion Design: A Review

FIGURE 1. Taxonomy of the survey, including fashion detection, synthesis and recommendation.

extract and categorize fashion elements. Then they proceed to
the fashion synthesis process, where they design new fashion
items or modify existing ones. Once the fashion items are
created, designers also need to provide recommendations
for outfit combinations based on user preferences and usage
scenarios.

Before delving further into the intricacies of our survey,
it is essential to review the relevant literature and consolidate
the existing knowledge on this topic. Gu et al. [15] proposed
a survey focused on fashion analysis and understanding
with artificial intelligence from 2011 to 2019. Nonetheless,
a fresh and comprehensive survey is yet to emerge to con-
solidate contemporary methodologies, appraise evaluation
metrics, and offer valuable insights into prospective avenues
of research. Moreover, we have focused our selection of
research papers to concentrate on specific areas. Focusing
on augmenting the introductory accomplishments, our sur-
vey even incorporates advancements up to the year 2023,
highlighting significant advancements such as multimodal
approaches [13], large-scale models, and diffusionmodels [3]
for AI.

In addition, we are inspired by the survey proposed by
Cheng et al. [14], especially the classification method. The
survey introducedmore than 200major fashion-related works
published from 2012 to 2020. However, our review focuses
more on the field of fashion design, so we have refined the
classification and supplemented the new developments in the
field on a large scale.Mohammadi et al. [16] extensively stud-
ied AI uses in fashion and apparel, analyzing over 580 articles
across 22 fashion tasks using a structured multi-label classi-
fication approach. The major characteristic of the survey lies
in the vast number of categories, while our comprehensive
survey offers a higher level of summarization and greater
concentration of content.

Overall, the contributions of our work can be summarized
as follows:

• We present a comprehensive survey that examines the
current research progress in the field of fashion design.
We categorize the research topics into three main cate-
gories: detection, synthesis, and recommendation.

• For each category, we conduct an in-depth and orga-
nized review of the most significant methods and their
respective contributions and existing limitations and
shortcomings.

• Lastly, we outline existing challenges together with the
possible future directions that can contribute to further
advancements in the field.

Section II reviews the tasks of fashion detection, which
include landmark detection, fashion parsing, and item
retrieval. Section III provides an overview of fashion syn-
thesis, which focuses on assisting designers in creating and
improving fashion items. Section IV discusses the works
of fashion recommendation, specifically on fashion items
matching and innovative recommender systems.

II. FASHION DETECTION
Fashion detection [7] is the automated analysis and recog-
nition of various fashion-related attributes, elements, and
categories within images. The primary objective of fash-
ion detection in clothing is to enable automated analysis,
understanding, and interpretation of fashion-related elements,
contributing to a range of applications.

The improvement of the detection model in fashion design
plays an important role in enabling the efficient analysis
of extensive datasets comprising fashion images. By accu-
rately detecting and classifying various fashion elements,
including clothing items, styles, and patterns, the reliance
on manual identification by designers is alleviated. This
improvement not only enhances productivity but also grants
designers the freedom to devotemore time to creative pursuits
such as ideation and design. Hence, the pursuit of fashion
detection improvement bears significant importance within
the industry. However, traditional detection methods [17],
[18], [19], developed over several decades, exhibit certain
limitations. These methods typically involve a three-step pro-
cess encompassing region suggestion, feature extraction, and
classification and regression. Yet, they are plagued by compu-
tationally intensive calculations during the region suggestion
stage and are confined in their ability to capture nuanced,
high-level features during feature extraction. Moreover, the
process’s division into distinct stages renders the search for
a global optimal solution unviable. Consequently, substantial
improvements in fashion detection are imperative to propel
advancements in the field of fashion design, addressing the
aforementioned shortcomings and opening avenues for more
efficient and accurate analysis of fashion imagery.

We divided this section into three subsections: landmark
detection, fashion parsing and item retrieval. Fashion detec-
tion is to accurately identify and localize landmarks on
a user’s body for precise mapping onto virtual clothing
items. Fashion parsing is the process of analyzing and seg-
menting images to extract fine-grained information about
clothing. And item retrieval combines historical data, visual
content, and fashion attributes to provide personalized and
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FIGURE 2. Illustration of landmark detection with input and output.

accurate recommendations. For each subsection, we will first
introduce their concept and processing, and then share some
improvement within the past few years.

A. LANDMARK DETECTION
1) OVERVIEW
Landmark detection [8] is a crucial component in fashion
detection, serving the purpose of accurately identifying and
localizing landmarks on a user’s body for precise mapping
onto virtual clothing items. This process plays a pivotal role
in generating realistic depictions of how garments would fit
and appear on individuals, especially in virtual fitting rooms.
By comprehending body shape and proportions through land-
marks such as shoulders and hips, landmark detection signif-
icantly enhances the virtual try-on experience. It facilitates
the seamless integration of virtual garments with the user’s
body, resulting in immersive virtual shopping interactions and
advancing the field of fashion design. Figure 2 is a simple
illustration of landmark detection process. The visibility of
landmarks would be determined firstly. And through the con-
volutional neural networks (CNN) model, the local feature
maps around the landmark location could be obtained. Then
they were aggregated to produce the final feature maps. The
final feature maps then went to decoding, and we can estimate
the classes and attributes of clothes.

2) DEVELOPMENT
Landmark detection emerged as a concept proposed by
Liu et al. [8] to predict crucial positions of fashion items,
such as necklines corners, hemlines, and cuffs, and facil-
itate fashion clothing retrieval. This approach has found
extensive usage within the fashion industry, effectively
addressing challenges associated with capturing clothing
features. Researchers have undertaken significant endeav-
ors to enhance the applicability of landmark detection in
fashion analysis. Wang et al. [20] introduced a fashion gram-
mar model that combines the learning capabilities of neural
networks with domain-specific grammars, aiming to tackle
issues related to fashion landmark localization and cloth-
ing category classification. This model successfully cap-
tures kinematic and symmetric relationships between cloth-
ing landmarks, yielding improved accuracy in landmark
localization.

In addition to the fashion grammar model, researchers
have proposed innovative methods to further refine landmark
detection in fashion analysis. Huang et al. [21] presented a

novel deep end-to-end architecture based on part affinity
fields (PAFs) for landmark localization. Thismethod employs
a stack of convolution and deconvolution layers to generate
initial probabilistic maps of landmark locations, which are
subsequently refined through the exploitation of associations
between landmark locations and orientations. Notably, this
approach yields notable enhancements in clothing category
and attribute prediction. Moreover, Lee et al. [22] introduced
a global-local embedding module into landmark detection,
effectively predicting landmark heatmaps and leveraging
comprehensive contextual knowledge of clothing. This mod-
ule adeptly handles challenges posed by substantial variations
and non-rigid deformations in clothing images, significantly
improving the accuracy of landmark detection.

These advancements in landmark detection techniques
have made significant contributions to the field of fashion
analysis, facilitating precise and reliable identification of
fashion landmarks within images. Through the integration of
neural networks, domain-specific grammars, and the expl-
oitation of contextual knowledge, researchers have achieved
remarkable progress in enhancing the accuracy and efficacy
of fashion landmark detection. Ultimately, these advance-
ments deepen the detection and analysis of fashion items.

B. FASHION PARSING
1) OVERVIEW
Fashion parsing is the computational procedure of analyz-
ing and segmenting images or videos in order to extract
fine-grained information pertaining to clothing and fashion-
related elements. This intricate process entails the iden-
tification and categorization of diverse fashion attributes,
encompassing garment types, collars, necklines, patterns,
and textures, among others. By effectively unraveling the
intricacies of fashion representations, parsing facilitates a
deeper understanding and organization of fashion-related
data, thereby significantly contributing to the advancement
of fashion detection and optimization endeavors. The accu-
rate parsing of fashion imagery yields valuable insights that
find application in various domains, including personalized
styling, fashion recommendation systems, and trend analysis.
The procedure of fashion parsing is as shown in figure 3.
First the model would use a pre-trained backbone to extract
features from the input image. After decoding, the recovered
features are then used for the contour prediction of the person
in the edge branch and the person segmentation in the parsing
branch and we can get the prediction result of parsing.
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FIGURE 3. Illustration of fashion parsing process with input and prediction.

2) DEVELOPMENT
Since Yamaguchi et al. [9] put forward fashion parsing,
it quickly became popular among fashion detection. During
the fashion parsing, clothing labels could be predicted accord-
ing to to body parts. Then Yamaguchi et al. [23] proposed
a retrieval-based approach. The process involved retriev-
ing similar images from a parsed dataset based on a given
image, and then transferring the nearest-neighbor parsing to
the final result using dense matching. However, the initial
fashion parsing method only worked under the constrained
condition, which means tags should be given to indicate the
clothing items. So Yamaguchi et al. [23] also combined the
model with pre-trained global models for clothing items,
dynamically learning local models from retrieved examples,
transferring parse mask predictions from retrieved examples
to the query image, and incorporating iterative label smooth-
ing for enhanced output coherence. In this case, labels do not
need to be defined in advance, but can be extracted directly
from the labels of the pre-trained model, which provides a
new idea.

But when there were no or few tags and annotations for
the clothing, i.e. under the unconstrained condition, the above
approaches could not work well as expected. Tomake fashion
parsing model work better under the unconstrained condition,
Liang et al. [24] introduced a joint image segmentation and
labeling approach which consists of two phases of infer-
ence: image co-segmentation and region co-labeling. Image
co-segmentation is for extracting distinguishable clothing
regions, and region co-labeling is for recognizing garment
items. The approach helps overcome the problem of severe
occlusions between clothing items and human bodies, suc-
cessfully enables precisely locating the region of interest for
the query. Liang et al. [25] also combined fashion parsing
with CNNmodel to capture the complex correlations between
clothing appearance and structure. Liang et al. [26] then built
am improved model called contextualized CNN (Co-CNN),
which aimed at simultaneously capture the cross-layer con-
text and global image-level context to improve the accuracy
of parsing results.

Thanks to the import of CNN, fashion parsing model
was optimized. Ruan et al. [27] used Mask R-CNN [28] to
achieve multi-person parsing. And Liu et al. [29] proposed
Matching CNN (M-CNN), which solved the issue of human
parsing methods depended on the hand-designed pipelines

composed of multiple sequential components. Obviously,
CNN model greatly helped solved some fashion parsing
related problems and it deserved further work.

C. ITEM RETRIEVAL
1) OVERVIEW
In order to cater to the diverse preferences of consumers in
clothing purchases, it is necessary to incorporate personalized
recommendations based on their past searches and feedback.
This integration of historical data has the potential to sig-
nificantly enhance the efficiency of the search process. Item
retrieval is a widely employed technique that allows for the
searching and retrieval of visually similar items or images by
leveraging their visual content. By combining item retrieval
with fashion detection, a more comprehensive approach can
be achieved. To recommend appropriate clothing for users,
recall and sort play an important role. Recall is the ability of
the retrieval system to find and retrieve all relevant fashion
items that are similar to the query image. A high recall indi-
cates that the system can successfully identify a significant
portion of similar items, ensuring that relevant results are not
missed. For example, if a user queries for a specific dress,
high recall means the system can find most similar dresses
in the database. After that, the system will sort those clothes
based on how similar the search results are to the queried
image. The items with the highest similarity or relevance are
ranked at the top of the list, while less relevant or dissimilar
items are ranked lower. To make item retrieval better fit
the user’s need, some studies explored the incorporation of
deep learning methodologies with item retrieval, yielding
notable advancements in the effectiveness of personalized
recommendations.

2) DEVELOPMENT
The introduction of the item retrieval method has swiftly
gained popularity in the recognition of clothing trends,
layering techniques, body shape analysis, and postures.
Li et al. [10] proposed a two-step approach for cross-
scenario retrieval of clothing items and fine-grained clothing
style recognition. Firstly, they introduced a hierarchical
super-pixel merging algorithm based on semantic segmen-
tation to obtain intact query clothing items. Secondly,
to address the challenges of clothing style recognition across
different scenarios, they employed sparse coding based on
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domain-adaptive dictionary learning to enhance the accuracy
of the classifier and adaptability of the dictionary. By leverag-
ing the acquired fine-grained attributes of the clothing items
and utilizing matching scores, the retrieval results can be
re-ranked, optimizing the effectiveness of the item retrieval
process.

In order to optimize fashion image retrieval,
Goenka et al. [30] proposed the FashionVLP model,which
was based on feedback model. This model consists of two
parallel blocks: one for processing the reference image and
feedback, and the other for processing target images. This
approach effectively fuses target image features without
relying on text or transformer layers, resulting in increased
efficiency in recognition tasks.

The advancements in deep learning have greatly influ-
enced the development of item retrieval by leveraging deep
neural network architectures. Huang et al. [31] presented
the Dual Attribute-aware Ranking Network (DARN) to
capture comprehensive features. During the feature learn-
ing phase, semantic attributes and visual similarity con-
straints are embedded, while addressing inter-domain dif-
ferences. Ak et al. [32] also utilized the structure of pooling
layers and proposed the FashionSearchNet model, which
exploits attribute activation maps to learn region-specific
attribute representations. This approach enhances the
understanding of regions within fashion images and
enables the retrieval of fashion items based on specific
attributes.

These research showed that item retrieval would no doubt
improve the accuracy, efficiency, and effectiveness of fashion
detection processing.

III. FASHION SYNTHESIS
A. IMAGE-GUIDED SYNTHESIS
1) OVERVIEW
Due to the advancement of the generative models such as
Generative Adversarial Networks (GANs) [1], [33] and Dif-
fusion Models [3], we have witnessed a rapid development
in the field of image processing [2], [34]. These sophisticated
models have revolutionized the way we generate, manipulate,
and enhance images, enabling unprecedented levels of real-
ism and creativity.

Some of these models have been applied in the fashion
industry to assist designers in creating and improving fashion
items. We categorize them based on the different types of
input, including image-guided, sketch-guided, text-guided,
and multimodal-guided models. These models provide valu-
able guidance and inspiration to fashion designers, allowing
them to leverage the power of artificial intelligence in their
creative process. The following image illustrates the process
of fashion synthesis using various inputs.

Most of the image-guided fashion synthesis models are
based on fashion style transfer which is a branch of neural
style transfer. Fashion style transfer involves taking a fashion
style image as the target and generating clothing images that
embody the desired fashion styles. The main challenge in

Fashion Style Transfer is to preserve the underlying design
of the input clothing while seamlessly integrating the desired
style patterns. Generative Adversarial Network (GAN) [33]
and diffusion models have had significant development and
impact in the field of image style transfer.

Goodfellow et al. [33] proposed a new framework for
estimating generative models via an adversarial process,
in which they simultaneously trained two models: a gen-
erative model G that captures the data distribution, and a
discriminative model D that estimates the probability that
a sample came from the training data rather than G. The
training procedure for G is to maximize the probability of D
making a mistake. This framework corresponds to a minimax
two-player game. GANs have been successfully applied to
image synthesis showing great potential in generating realis-
tic and diverse data. The following works of fashion design is
based on the Generative Adversarial Network.

Many of the GAN-based fashion design methods
are inspired by the first NST algorithm proposed by
Gatys et al. [1], [33]. They construct the content component
of the output image by penalizing the difference between
high-level representations obtained from the content input
images and output images. Additionally, they create the style
component by aligning the Gram-based summary statistics of
the style input images and output images. As for the task of
image-guided fashion synthesis, the models are given appear-
ance input images Ia which represent for texture, pattern,
color and so on and structure input images Is represent for
the outline and type of the garments.

I∗ = argmin
I

Ltotal(Ia, Is, I )

= argmin
I

αLa(Ia, I ) + βLs(Is, I ), (1)

where La evaluates the appearance representation of the
appearance input image in relation to the output image, while
Ls evaluates the Gram-based structure representation derived
from the structure input image in relation to the output image.
α and β are the parameters to regulate the balance between
the appearance component and structure component in the
output.

Denoising diffusion probabilistic model (DDPM) [3]
is another generative modeling approach based on diffu-
sion processes, aimed at modeling and generating high-
dimensional data. It iteratively updates the conditional
density using random noise to progressively generate real-
istic samples. DDPM introduces denoising priors to further
improve the quality of generated samples. It is capable of
generating high-quality samples, handling complex data, and
finds extensive applications across multiple domains. DDPM
has provided new possibilities for the advancement of the
fashion design field.

The development of GANs and diffusion models has had
a profound impact on the field of image style transfer. They
provide powerful tools and methods for designers, artists, and
researchers to generate images with unique styles and artistic
qualities. These techniques not only offer new possibilities
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FIGURE 4. Illustration of fashion synthesis with three different types of inputs.

for image generation and style conversion but also hold inno-
vative potential in domains such as digital art, design, and
visual effects. Additionally, they have stimulated research and
development in computer vision and deep learning, advanc-
ing the understanding and exploration of image generation
and processing. Therefore, the development of the afore-
mentioned two technologies has created the technological
background for the emergence of Image-guided Synthesis
Models.

2) DEVELOPMENT
The ground breaking work in this area was proposed by
Jiang et al. [11] on the basis of GAN. They are the first
one applying artificial intelligence to automatically generate
fashion style images. They proposed an end-to-end feed-
forward neural network consisting of a fashion style generator
G and a discriminatorD. The global and patch-based style and
content losses, computed by the discriminator, are alternately
back-propagated to the generator network for optimization.
During the global optimization stage, the shape and design of
the clothing are preserved, while the local optimization stage
preserves the detailed style patterns.

Although this model has a better effect compared to the
previous related global or patch based neural style transfer
works, it still has some limitations. When the texture in the
input image is not prominent, the output results may be less
satisfactory. Also, the network may preserve some of the
original colors from the content image and the resolution of
the generated clothing is relatively low.

Then, Jiang et al. [35] proposed the FashionG framework
also on the basis of GAN for single-style generation and

proposed the SC-FashionG framework for for mix-and-match
style generation. FashionG includes a generator and a dis-
criminator. It is worth noting that for SC-FashionG, they
incorporated a spatial segmentation mask into the input chan-
nels to ensure that each style is exclusively assigned to
particular regions. This process involves two stages: offline
training and online generation. Inputs for the offline stage
consist of content images, two style images and two addi-
tional channels which are opposite up-down and down-up
spatial masks. They are used to guide that the one style is
transferred onto the upper part of the output and the other
style is transferred onto the bottom part. At this time, the
SC-FashionG training framework calculates spatially con-
strained patch and global reconstruction losses. In the online
generation stage, for an input clothing image and an arbitrary
spatial mask, they generate outputs with the offline trained
generator G. In this way, the framework can generate mix-
and-match fashion style output.

Sbai et al. [12] introduced a specific conditioning of GANs
on texture and shape elements for generating fashion design
images.They tried different Generative Adversarial Networks
architectures, novel loss functions to encourage creativity.
Moreover, they put together an evaluation protocol associ-
ating automatic metrics and human experimental studies to
evaluate the results. Although the generated clothing closely
resembles designs created by human designers rather than
computers, the generation process is relatively random and
lacks a specific design direction.

Huang et al. [2] proposed a GAN-based method for multi-
modal unsupervised image-to-image translation calledMulti-
modal Unsupervised Image-to-image Translation (MUNIT).
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It can generate output images with similar content but dif-
ferent styles from the input images in two categories. It was
not invented for fashion design, but it can still be applied
in this field by training the model with a set of prepared
fashion design images. Then, by inputting a design image
into the MUNIT model and adjusting the style code, we can
achieve transformations to other styles. This allows designers
to quickly explore variations in fashion designs with different
styles, textures, and patterns.

Apart from this, more projects based on GAN adapted to
fashion design area appears. Yan et al. [36] proposed a tex-
ture and shape disentangled generative adversarial network
(TSD-GAN) to perform well and creative design with the
transformation of texture and shape in fashion items.

In the TSD-GAN, an FAEnc module is designed to dis-
entangle the input image features into texture and shape
representations. They proposed TMNet and SMNet modules
to decompose the texture and shape features into hierarchi-
cal representations to capture coarse and fine styles. Their
MFGen module aims to utilize these hierarchical represen-
tations to synthesize mixed-style fashion items. A Fusion-
block module learns the mapping relationship between
texture and shape representations. Additionally, a fashion
attributes discriminator predicts real-or-fake distributions,
while a patch discriminator calculates pixel-wise texture
similarity.

Based on shape and texture codes interpolation and princi-
pal component analysis [37], the TSD-GAN method assists
designers in quickly generating multiple different clothing
design options without altering the overall design style and
texture. Designers can manipulate the variations in the shape
and texture of the clothing by adjusting the weights of princi-
pal component vectors, without the need formanual editing or
redesigning of the garments. This allows designers to quickly
realize their creative ideas and explore awider range of design
possibilities.

Yan et al. [38] proposed a generative adversarial net-
work with heatmap-guided semantic disentanglement (HSD-
GAN) to perform an ‘‘intelligent’’ design with ‘‘inspiration’’
transfer.

Specifically, Texture Brush utilizes two main techniques:
heatmap-guided semantic disentanglement and texture brush.
The heatmap-guided semantic disentanglement technique
decomposes the semantic information in fashion designs or
clothing photos into several heatmaps, each representing a
specific texture or color. These heatmaps can be used to con-
trol texture transfer and color variations. On the other hand,
the texture brush technique applies these textures to another
clothing photo, enabling texture transfer. They introduced a
semantic disentanglement attention-based encoder to capture
themost discriminative regions of input items and disentangle
the features into attributes and texture. A generator is devel-
oped to synthesize mixed-style fashion items by utilizing
them. Additionally, they introduced a heatmap-based patch
loss to evaluate the visual-semantic matching degree between
the input and generated texture.

Yan et al. [39] also proposed a novel intelligent design
approach named FadGAN with similar function. FadGAN
encodes the source and target images into shared latent vec-
tors and independent attribute vectors using two encoders.
During this process, the attribute vectors are separated
through an additional attribute encoder, and the inspiration
transfer from the source image to the target image is achieved
by swapping the attribute vectors. To ensure high-quality
fashion attributes in the generated designs, the model utilizes
predefined fashion attribute vectors to constrain their consis-
tency with fashion elements. FadGAN consists of an attribute
encoder based on Variational Autoencoders (VAEs) [40] and
an image generator based on Conditional GANs [41]. During
training, it optimizes the entire network by minimizing the
reconstruction error and adversarial loss of the image genera-
tor and attribute encoder. Ultimately, the model can generate
fashion designs with high-quality fashion attributes, aiding
designers in faster creation.

To sum up, GAN-based methods can be primely used
in fashion design to generate new clothes. However, these
methods lack control over the appearance and shape
of clothes when transferring from non-fashion domain
images.

Before the advent of diffusion models, GANs had
already undergone a significant period of development.
As a result, the number of models based on diffusion
models as the underlying network architecture is rela-
tively fewer. To deal with new fashion design task aimed
to transfer a reference appearance image onto a cloth-
ing image while preserving the structure of the clothing
image, Cao, Chai, et al. [42] presented a reference-based
fashion design with structure-aware transfer by diffusion
models called DiffFashion. It can semantically generate new
clothes from a provided clothing image and a reference
appearance image. Specifically, the method separates the
foreground clothing using automatically generated seman-
tic masks conditioned on labels. These masks serve as
guidance in the denoising process to preserve the struc-
tural information. Additionally, a pretrained vision Trans-
former (ViT) is utilized to guide both the appearance and
structure aspects.

Compared to the previous work, DiffFashion can generate
more realistic images in the fashion design task. However,
due to the randomness of diffusion, the mask cannot guaran-
tee good results every time. Better masks need to be generated
to improve the task.

B. SKETCH-GUIDED SYNTHESIS
1) OVERVIEW
Some of the fashion design models are realized by taking
sketches as input to create new fashion items or revise existed
fashion items. These models can assist fashion designers in
quickly and efficiently designing new garments, with excel-
lent human-computer interaction. Designers can fill sketches
with different fabric options and make changes to the detailed
style of the garments.
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2) DEVELOPMENT
Isola et al. [43] introduced amethod named conditional adver-
sarial networks for image-to-image translation. It achieves
impressive results in various image translation tasks includ-
ing fashion design by transforming a sketch into a photo.
The approach involves training a generator and discriminator
network simultaneously. The generator network generates
images in the desired domain, while the discriminator net-
work distinguishes between real and generated images. It lays
the foundation for the subsequent development of the field of
image translation for fashion design.

Xian et al. [44] are the first to examine texture control in the
image synthesis area. They proposed an approach called Tex-
tureGAN for controlling fashion image synthesis. It allows
users to place a texture patch on a sketch at arbitrary locations
and scales to control the desired output texture by training
the generative network with a local texture loss in addition to
adversarial and content loss. The proposed algorithm is able
to generate plausible images that are faithful to user controls.
But it cannot be used in more complex scenes.

Cui et al. [45] proposed an end-to-end virtual garment
display method called FashionGAN based on Conditional
GAN. The method requires user input of a fashion sketch
and fabric image, enabling quick and automatic display of
a virtual garment image that aligns with the input sketch and
fabric. Moreover, it can also be extended to contour images
and garment images, which further improves the reuse rate of
fashion design.

FashionGAN establishes a bijection relationship between
fabric and latent vector so that the latent vector can be
explained with fabric information. Moreover, some local
losses are added to help generate images with stripe texture.
The method can indeed achieve impressive results in fashion
design, however, the pattern design is relatively limited, and
there is still room for improvement.

Dong et al. [46] proposed a novel Fashion Editing Genera-
tive Adversarial Network (FE-GAN), which enables users to
manipulate fashion images with arbitrary sketches and a few
sparse color strokes.

To achieve realistic interactive results, the FE-GAN
incorporates a free-form parsing network that predicts the
complete human parsing map, guiding fashion image manip-
ulation and crucially contributing to producing convincing
results. Additionally, a foreground-based partial convolu-
tional encoder is developed, and an attention normalization
layer is designed for the multiple scales layers of the decoder
in the fashion editing network. Compared to previous works,
the network demonstrates good performance in fashion edit-
ing. However, the editing operations themselves have limited
functionality, and the quality of the generated results is highly
dependent on the input sketch.

Yan et al. [47] introduced a GAN-based AI-driven frame-
work for completing the design of fashion items’ sketches.

To incorporate different textures into various designed
sketches, conditional feature interaction (CFI) is proposed
to learn semantic mapping from the sketch to the texture.

Two training schemes are developed, namely end-to-end
training and divide-and-conquer training, with the latter
demonstrating superior performance in terms of compatibil-
ity, diversity, and authenticity. However, the proposed net-
work structure has the following limitations: the generation
process is relatively random and lacks controllability, and the
model cannot generate images based on color ratios.

C. TEXT-GUIDED SYNTHESIS
1) OVERVIEW
With the development of multimodal machine learning tech-
niques, some AI systems are capable of assisting in fashion
design based on textual guidance. Designers simply need to
input a textual description of the desired garment into the
network architecture to obtain a designed outfit. This method
is highly convenient to use, but if more complex images
are desired, it places a relatively high demand on the user’s
descriptive abilities.

2) DEVELOPMENT
Given an input image of a person and a sentence describ-
ing a different outfit, GAN based model put forward by
Zhu et al. [48] can dress the person as desired while pre-
serving their pose. They decomposed the complex generative
process into two conditional stages. In the first stage, they
generated a plausible semantic segmentation map that aligns
with the wearer’s pose as a latent spatial arrangement. They
incorporated an effective spatial constraint to guide the gen-
eration of this map. In the second stage, they employed
a generative model with a newly proposed compositional
mapping layer to render the final image, considering precise
regions and textures conditioned on the generated semantic
segmentation map.

However, the results generated are limited by the current
database they adopted, for the training set contains images
mostly with a plain background.

Günel et al. [49] proposed a novel approach called
FiLMedGAN, which utilizes feature-wise linear modulation
(FiLM) to establish a connection between visual features and
natural language representations, enabling their transforma-
tion without relying on additional spatial information. The
approach adopts a GAN-based architecture that enables users
to edit outfit images by inputting different descriptions to
generate new outfits. The FiLMedGANmodel, incorporating
skipping connections and FiLMed residual blocks, achieves
excellent performance and meets the desired objectives.

Zhou et al. [50] presented a method to manipulate the
visual appearance like pose and attribute of a person’s image
according to natural language descriptions. They presented
a novel two-stage pipeline to achieve it. The pipeline first
learns to infer a reasonable target human pose based on the
description, and then synthesizes an appearance transferred
person image according to the text in conjunction with the
target pose. However, the project mainly showcases the func-
tionality of changing the color and design of clothing, which
is relatively simple and limited in scope.
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There is a task called composing text and image to image
retrieval (CTI-IR), which aims to retrieve images relevant to
a query image based on text descriptions of desired modifi-
cations. To deal with it, Zhang et al. [51] proposed an end-
to-end trainable network based on GAN for simultaneous
image generation and CTI-IR. The model presented in this
study learns generative and discriminative features for the
query image through joint training of a generative model
and a retrieval model. It automatically manipulates the visual
features of the reference image based on the text descrip-
tion using adversarial learning between the synthesized and
target images. Global-local collaborative discriminators and
attention-based generators are leveraged to focus on both
global and local differences between the query and target
images.

As a result, the model enhances semantic consistency and
fine-grained details in the generated images, which can be
utilized for interpretation and empowerment of the retrieval
model. The network combines the fields of retrieval and
image generation to achieve the effect of fashion design.

D. MULTIMODAL-GUIDED SYNTHESIS
With the advancements in multimodal technologies in the
field of AI, fashion design tasks have witnessed significant
enhancements, enabling designers to leverage multimodal
inputs for enhanced creativity and convenience. The three
main modalities of control signals for conditional image syn-
thesis: textual controls, visual controls including image and
sketch input, and preservation controls refers to complete the
missing parts in an image.

Zhang et al. [13] proposed a novel two-stage architecture
called M6-UFC, which aims to unify multiple multimodal
controls in a universal form for conditional image synthesis.
Non-auto regressive generation (NAR) is utilized to improve
inference speed, enhance holistic consistency, and support
preservation controls. Additionally, a progressive genera-
tion algorithm based on relevance and fidelity estimators is
designed by the authors to ensure relevance and fidelity.

IV. FASHION RECOMMENDATION
After fashion detection and synthesis, fashion recommen-
dation has emerged as a developing and challenging area.
Customers now require the ability to discover desired prod-
ucts tailored to various situations. Over the past fifteen years,
an increasing number of highly efficient computer vision
algorithms have been developed to address this demand in
the market.

Based on user requirements, recommender systems [52],
[53] can be categorized into two types: task-based and
input-based recommender systems [4]. Task-based recom-
mender systems are designed for specific scenarios that users
intend to engage in, such as parties or trips. These systems
assist users in selecting fashion items or generating matching
designs that align with the desired scenario. On the other
hand, input-based recommender systems cater to users who
already possess certain items and seek recommendations for

matching items from their existing collection. These systems
aid users in selecting a complementary item that pairs well
with their current possessions.

A. TASK-BASED RECOMMENDER SYSTEMS
In the realm of fashion recommendations, users frequently
make choices based on their individual needs, such as specific
activities they plan to participate in.

Shen et al. [54] have pioneered the development of
a Scenario-Oriented recommendation system. This sys-
tem utilizes the open mind common sense (OMCS) [55],
a comprehensive knowledge corpus encompassing people’s
everyday common sense. It represents the first technology
that offers product recommendations based on real-world
user scenarios, encompassing a wide array of themes. Lever-
aging contextual information and potential product associa-
tions, this system assists users in easily identifying the most
suitable product, even when they are unsure about specific
details. Jagadeesh et al. [56] have introduced two categories
of recommenders: deterministic recommenders (DFR) and
stochastic recommenders (SFR). Their approach involves
extracting fashion insights from vast amounts of online
fashion images and their accompanying rich metadata.
These recommenders enable the identification of valuable
fashion-related patterns and trends.

The previously mentioned recommender methods were
considered relatively basic, lacking the utilization of neu-
ral networks. As consumer needs continue to grow, more
advanced and effective recommender models have been
proposed.

Huynh et al. [57] introduced a groundbreaking unsuper-
vised learning approach called complementary recommenda-
tion using adversarial feature transform (CRAFT). CRAFT
builds upon the principles of GANs [33]. However, unlike
direct image synthesis, CRAFT focuses on training in the fea-
ture space. The genetic converter within CRAFT is capable
of generating diverse characteristics through the utilization
of random input vectors. The transformed feature vector is
then employed to recommend images based on their nearest
neighbors in the feature space. By learning the joint dis-
tribution of co-occurring visual objects in an unsupervised
manner, CRAFT is applied to visual complementary recom-
mendation. Remarkably, this approach does not necessitate
the presence of annotations or labels to indicate complemen-
tary relationships.

Previous recommender systems often relied on recom-
mending fashion items similar to a user’s previous purchases,
resulting in a lack of item diversity. To address this chal-
lenge, De Divitiis et al. [58] proposed a self-supervised
contrastive learning model known as memory augmented
neural networks (MANNs). This approach tackles the issue
by combining color and shape feature disentanglement.
It incorporates external memory modules that store pairing
modalities between different types of clothing, such as tops
and bottoms. By addressing issues arising from imbalanced
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data distribution, compact and representative memories are
obtained. These memories are then used to expand the com-
mon controller loss, facilitating the training of the memory
modules. The usage of MANNs with disentangled features
and memory augmentation enables the recommender system
to recommend a more diverse range of fashion items to users.
This approach enhances the overall recommendation quality
and overcomes the limitations of previous systems.

Ye et al. [59] introduced a scene-aware fashion recom-
mender system (SAFRS) that takes into account the con-
text of recommendations, which accurately selects outfits
based on the scene context provided and completes diverse
scene-aware fashion recommendation tasks.

B. INPUT-BASED RECOMMENDER SYSTEMS
Users not only choose fashion items with the use of scenarios,
they will also choose according to their own conditions.
If they choose in the fashion items they have, the input-based
algorithms will come in handy at this time. For early work,
Iwata et al. [60] proposed a probabilistic topic model to rec-
ommend tops for bottoms by learning information about
coordinates from visual features in each fashion item. Given
a photo of a fashion item (tops or bottoms) used as a query,
the recommender system first detects the face region, and
determines the top and bottom regions by assuming that they
are were divided in a certain proportion. The segmentation
method is rough and far from reality. Tomeet the user require-
ments, new input-based algorithms have emerged in recent
years. More and more innovative network architectures or
data processing methods have been used to better adapt to
the needs of users.

Lu et al. [61] proposed a learningable personalized anchor
embedding (LPAE) method for personalized clothing recom-
mendation and new user analysis. This model uses stacked
self-attention mechanism to encode clothing into compact
embedded to capture the high-level relationship between
fashion items. It uses a set of anchors to model the fashion
preferences of each user, and calculate the similarity between
the preference score based on the embedded clothing and the
user anchor, where the similar encoded fashion items can be
retrieved according to the distance in space. This method is
in an advanced position in ordinary settings and cold start
settings.

Delmas et al. [62] proposed attention-based retrieval with
text-explicit matching and implicit similarity (ARTEMIS), a
new method for image search with free-form text modifiers.
It has two modules focusing on how potential targets fit the
textual modifier, and comparing potential target images to the
reference image assisted by the text, respectively.

Among numerous structures, some methods have inno-
vated around some core elements. Below are some represen-
tative network architectures or methods.

1) METHODS BASED ON KNOWLEDGE GRAPH
Zhan et al. [63] proposed an end-to-end personalized out-
fit recommender system (A3-FKG), which investigates the

usage of knowledge graph in capturing the connectivity
between entities and exploits the complementary benefits of
the multimodal information. It includes two-level attention
modules, corresponding to user-specific relation-aware and
target-aware networks, which fits knowledge graph into the
recommender system in the fashion domain.

Dong et al. [64] proposed a new designer-oriented rec-
ommender system using knowledge graph to support per-
sonalised fashion design, which provides a feedback and
self-adjustment mechanism that can the users’ perceptual
feedback and adjust its knowledge base automatically.

2) TEXTUAL FEATURES
Facing the challenges of visual understanding and visual
matching, Lin et al. [65] proposed a co-supervision learning
framework, namely FARM. It captures aesthetic characteris-
tics with the supervision of generation learning, and includes
a layer-to-layer matching mechanism to evaluate the match-
ing score. FRAM can deal with the situation that given an
image of top and a query bottom item in vector description,
where it can generate a image of matching bottom.

V. DISCUSSION
A. MARKETING AND CONVENIENCE
AI-generated content (AIGC) [66], [67] is revolutionizing
industries, fashion design included. The market potential is
enormous, especially in fields like fashion. AIGC meets the
demand for captivating content, such as product descriptions
and trend analyses, sparking interest among designers and
businesses.

AIGC’s cost-cutting prowess is impressive. Traditional
content creation requires various specialists, but AIGC auto-
mates processes, leading to substantial savings. This effi-
ciency lets brands allocate resources strategically. Beyond
cost, AIGC brings unprecedented convenience. It generates
content on-demand, eliminating delays seen with human con-
tent creation. This ensures consistent, timely material flow-a
boon for fashion brands chasing real-time trends.

In fashion design, AI complements human designers.
It offers insights from data, predicts trends, and automates
design elements. This blend enhances designers’ capabili-
ties, combining creativity with data-driven insights. In short,
AIGC’s success is transformative. It reshapes creativity, effi-
ciency, and convenience across markets, particularly in fash-
ion. The partnership of human and AI promises an innovative
future.

B. CHALLENGES AND FUTURE TRENDS
With the development in recent years, we are still facing some
challenges in fashion design, especially in terms of model
training and user requirements. Here are a few prominent
challenges listed.

• Data Quality and Diversity: Ensuring access to
high-quality and diverse fashion datasets remains a
challenge. Developing more comprehensive and rep-
resentative data sets covering different styles and
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cultures will improve the performance and inclusiveness
of AI models in Fashion design and recommendations.
Currently, many datasets are not open-source, leading to
situations where resources cannot be shared. This poses
challenges for design.

• Real-Time Fashion Synthesis: Improving the effi-
ciency and speed of fashion synthesis models is crucial
for real-time design applications. Optimizing algorithms
and utilizing hardware advancements can enable design-
ers to interactively explore and iterate design options,
thereby simplifying the design process.

• Multimodal Integration: Further research is needed to
strengthen the integration of multimodal inputs in fash-
ion design and recommender systems. Creating seam-
less interaction between text, images, sketches, and other
forms will enable designers to express their ideas more
effectively, resulting in more accurate and personalized
output.

• Interpretability and Explainability:As artificial intel-
ligence models become increasingly complex, under-
standing their decision-making process and providing
explanations for their recommendations becomes cru-
cial. Developing interpretable and explainable artificial
intelligence systems in fashion design and recommenda-
tion will increase trust and enable designers and users to
understand and modify the generated output.

• Combination with Industry: AIGC has brought a
transformative shift to designers’ roles, demanding
adaptation. They must embrace data-driven insights
and collaborate with AI to stay trend-aligned. Combin-
ing human creativity with AI-generated content sparks
unique designs and enables rapid prototyping for trend
responsiveness.

The future of fashion design is heading towards a
convergence of enhanced personalization and seamless mul-
timodal interfaces. With development in fashion design, per-
sonalized experiences will take center stage, as AI systems
leverage user preferences, body measurements, and style
choices to provide tailored recommendations. Simultane-
ously, the integration of various input modalities such as text,
images, sketches, and virtual reality will enable designers and
users to communicate their ideas effortlessly. This fusion of
enhanced personalization and seamlessmultimodal interfaces
will empower fashion designers and consumers to co-create
unique and personalized designs that perfectly align with
individual tastes and preferences. It will revolutionize the
fashion industry, fostering a deeper level of engagement, sat-
isfaction, and creativity in the design process. Furthermore,
augmented reality is gradually applied in fashion industry to
enhance the user experiences [68], where Users can perform
some virtual try-on, rather than just viewing items.

VI. CONCLUSION
The survey covered different topics related to fashion design,
including fashion detection, synthesis, recommendation, and
the use of multimodal inputs.

In the area of fashion detection, computer vision algo-
rithms have been developed to accurately identify fashion
items in images or videos. These algorithms help in analyz-
ing fashion trends, understanding consumer preferences, and
providing valuable insights to fashion designers and retailers.

Fashion synthesis techniques, such as GAN-based models,
have emerged as powerful tools for generating new cloth-
ing designs. These models can disentangle and manipulate
shape, texture, and style representations, allowing designers
to explore a wide range of design possibilities quickly and
efficiently. Diffusion models, with denoising priors, have
also shown promise in generating high-quality and realistic
samples.

Fashion recommendation systems play a crucial role
in assisting customers in finding the products they are
looking for based on different situations and conditions.
Traditional recommendation methods have been enhanced
with the integration of computer vision algorithms, proba-
bilistic topic models, and deep learning architectures. These
systems can provide personalized recommendations, con-
sidering factors such as user preferences, contextual infor-
mation, and complementary relationships between fashion
items.

The survey also highlighted the importance of multimodal
inputs in fashion design. Models that utilize textual, visual,
and preservation controls have been developed to enable
designers to create new garments or revise existing ones more
efficiently. Sketch-guided models allow designers to input
sketches and generate fashion items accordingly, while text-
guided models assist in designing outfits based on textual
descriptions.

In conclusion, the survey demonstrates the significant
progress made in the application of AI and machine learn-
ing techniques in fashion design. These advancements have
resulted in more efficient and creative design processes, per-
sonalized recommendations, and improved user experiences.
As the field continues to evolve, further research and develop-
ment in areas such as self-attention mechanisms, knowledge
graphs, and textual features are expected to enhance the
capabilities of fashion design and recommendation systems
even further.
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