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ABSTRACT With more and more active international connections, the complex scenes-aware machine
translation has been a novel concern in the area of natural language processing. Although various machine
translation methods have been proposed during the past few years, automatic and intelligent quality detection
for translation results failed to receive sufficient attention. Actually, the real-time quality evaluation for
machine translation results remains important, because it can facilitate constant debugging and optimization
of machine translation products. Existing approaches mostly focused on the offline written contents rather
than real-time extensive oral contents. To bridge current gap, a sentence-level machine translation quality
estimation method is deployed in this paper. In particular, a specifical recurrent neural network with double
directions (Double-RNN) is proposed as the backbone network structure. The feature extraction process
utilizes the Double-RNN translation model, which makes full use of a large amount of parallel corpus. The
evaluations show that Double-RNN method proposed in this paper is the closest to the standard quality
assessment, and thus can also evaluate the quality of Chinese and English translations more fairly.

INDEX TERMS Quality detection, deep learning, machine translation, complex scenes.

I. INTRODUCTION
A. BACKGROUND
After nearly half a century of development, machine trans-
lation has been able to meet people’s communication needs
with low price and extremely short response time [1]. With
the continuous progress of speech recognition technology,
machine translation has also no longer stayed in the field
of translation, but expanded to the field of interpretation
[2], [3]. As early as the end of 2016, Sogou was the first to
demonstrate the simultaneous interpretation technology [4].
Following the speech, the machine translation system will
automatically turn the words into Chinese text displayed on
the big screen [5], and the English subtitles translated by the
machine will appear below the Chinese after a very short
interval [6], and Sogou officially announced that its speech
recognition accuracy is 97% and the machine translation
accuracy is 90% [7]. Xunfei launched the Xiaoyi Translation
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Translatorin 2017, and during the demonstration, guests said
a sentence in Chinese to the translator [8], [9], and about one
second later, the machine would read out the corresponding
English sentence [10]. The translation quality of the XiaoYi
translator was high when demonstrating a simple conversa-
tion [11]. A few months later, Baidu applied the translation
system at its Baidu World Congress, displaying English and
Chinese subtitles in real time as the speaker spoke, and its
voice recognition rate reached 95% according to Baidu’s
official statistics [12], [13].

B. RESEARCH OBJECT
However, simultaneous interpretation is defined as: ‘‘A form
of interpretation in which the interpreter uses one language
(the incoming language) to express the content of the ideas
expressed in another language (the source language) accu-
rately in oral form at almost the same speed as the speaker
of the source language’’ [14], [15]. The translation systems
of Sogou and Baidu did not express the translated text in oral
form, while the translation system of Xiaoyi did not continue
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FIGURE 1. Illustration for workflow of the network structure utilized in this paper.

to speak when the speaker was making oral expressions, and
thus did not achieve the requirement of near-simultaneous
translation and source language [16], [17]. According to
the definition of simultaneous interpretation, the products
of the aforementioned companies are not true simultaneous
interpreters, and cannot be evaluated by the measurement
index of simultaneous interpreting [18]. However, what the
aforementioned translation systems have in common is that
the source language is recognized by speech, the text is
generated, then the text is translated, and finally the trans-
lated language is output. Since text translation is the core
of machine interpretation, and the speech recognition part is
another technical issue which is well studied in the natural
language processing [19], this paper only focuses on the text
translation after speech recognition.

C. MOTIVATION
This work is distinguished itself from existing researches
from two aspects. For one thing, test contents in this paper are
different from others. Although some papers have analyzed
and categorized the translation quality of machine translation
from the perspective of linguistics, these papers are mostly
formal texts such as news, political books or foreign speeches.
The test contents adopted in this paper, on the other hand,
the actual contents of live Chinese speeches in order to
meet the practical application of neural network machine

translation in the field of interpretation, only to eliminate the
influence of speech recognition on the accuracy of neural net-
work machine translation. For another, existing approaches
were mostly established on the basis of machine learning
and deep learning-based intelligent algorithms. Especially
the neural network-based models play some important roles.
Although neural network-based machine translation sys-
tems can achieve perfect results with little support from
external linguistic knowledge, the combination of linguistic
features and learning ability of neural networks has high
potential [20].

D. OUR CONTRIBUTIONS AND PAPER ORGANIZATION
In order to remedy current research gap, this work uses
the solution thought of ‘‘manual detection plus diagnostic
detection’’ to formulate a novel detection framework. Such
solution is expected to make the evaluation scores more
linguistically meaningful while quantifying the evaluation
results. Therefore, this paper proposes a deep learning-based
intelligent quality detection model for machine translation.
In particular, a specific recurrent neural network model with
double directions (Double-RNN) is developed as the back-
bone network. The Double-RNN utilizes a large amount
of parallel corpus to construct a discriminative model for
translation evaluation. It is trained from the perspective of
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linguistic learning. Main contributions of this paper can be
summed up as following points:

• The significance of automatic quality detection for
machine translation is discussed and recognized.

• A deep learning-based intelligent quality detection
model is proposed in this paper to realize above purpose.

• Some experiments are conducted on the basis of com-
puter programming to assess performance of the pro-
posal.

The remainder of this paper is planning to be organized as
follows. For Section II, it is responsible for survey of related
works. For Section III, it introduces mathematical description
of technical method in this paper. For Section IV, it gives
experimental setting and demonstrates results with analysis.
For Section V, this paper is concluded and future direction is
outlooked.

II. RELATED WORK
From the perspective of research methods, the current eval-
uation methods for machine translation can be roughly
divided into two kinds: manual evaluation and automatic
evaluation [8]. As early as between 1992 and 1994, the
U.S. Department of Defense Advanced Research Projects
Agency (DARPA) had organized translation experts to evalu-
ate the three machine translation systems of French-English,
Japanese-English and Spanish-English with English as the
conversion language from three perspectives of translation
fidelity [8]. For the neural network-based machine translation
methods which have not been introduced for a long time,
there have been corresponding human evaluations [21]. For
example, an automatic translation rating system called Test
Translation Treasure held a human-machine translation eval-
uation activity in 2017 in cooperation with FT, in which the
neural translation machine and the senior translator of FT
translated several English sentences at the same time [22].
And each sentence yielded four answers, and then the audi-
ence was asked to choose one of the answers from them [23].
The audience is then asked to choose the answer they think
is the human translation [24]. Such an evaluation system
lacks quantitative evaluation metrics, and manual evaluation
without any quality assessment framework is too subjective,
so there is much room for improvement in the manual evalu-
ation of neural network machine translation.

The second evaluation method is the automatic machine
translation evaluation [8]. For example, the BLEU system is
based on translation accuracy [30]. The METEOR system,
on the other hand, is based on single-precision weighted
summation averages and single-word recall, and uses a the-
saurus. These systems tend to compare the similarity between
the machine translation and the reference translation through
mathematical calculations before scoring. Some scholars
argue that these systems often can only give a measurement
number, but cannot explain the meaning of this number [31],
and therefore cannot identify the corresponding problem
areas to help translation systems progress.

Although there has been some research related to quality
assessment of machine translation, existing ones actually
dealt with this issue by identifying errors according to the
specific rules. We have also listed some typical ones in
Table 1 to facilitate reading. It can be seen from descriptions
that existing methods can just realize objective discrimina-
tion, rather than real subjective assessment. Therefore, it is
of significance to make corresponding exploration in this
work. In summary, machine translation has received great
progress in recent years. However, the intelligent assessment
for machine translation quality still remains a challenging
issue. The manual assessment for machine translation quality
cannot be suitable for large business amount in era of big
data. To deal with such challenge, this paper investigates the
deep learning-based intelligent quality detection techniques
for machine translation.

III. METHODOLOGY
A. PREDICTED TARGETS
Sentence-level machine translation quality estimation
requires inputting the source utterance and the correspond-
ing machine translated utterance, and then outputting an
estimate of the quality of that translation [32]. Currently,
the predicted target ‘‘quality’’ mentioned here is gener-
ally chosen. HTER (Human-targeted Translation Edit Rate),
which is an improvement of TER (Translation Edit Rate),
is used [33], [34]. If there is a machine translated translation
(hypothesis) and several corresponding reference translations
(references), TER is defined as the minimum number of oper-
ations required to completely transform machine translated
translation into one of the reference translations, and then
divided by the average length of the reference translation,
as shown in Equation 1.

TER =
insertions+ dels+ subs+ shifts

referencewords
(1)

The definition refers to operations, including delete, insert,
replace, and move. Because the TER definition requires the
minimum number of edits, it is actually the shortest editing
distance between the machine translated translation and the
reference translation that is most similar to it. The shortest
edit distance between the machine translated translation and
its closest reference translation. The process of generating the
reference translations required for HTER is roughly as fol-
lows: the human annotator is first given a machine translated
sentence (hypothesis) and one or more untargeted reference
translations, which are the references used in the calculation
of TER. The human annotator is then asked to modify the
machine translated statement until the sentence is fluent and
has the same meaning as the untargeted reference translation,
and the modified sentence is the human targeted reference
translation [35]. In this way, the reference translation needed
to calculate the HTER is obtained. The final calculation of
HTER The calculation process of HTER is basically the
same as that of TER, which is to use the targeted reference
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FIGURE 2. The sketch map for structure of the multi-layer RNN.

TABLE 1. Comparison of some existing research works with respect to quality assessment of machine translation.

translation as reference, to calculate the TER of The TER of
the machine translated translation.

B. MODEL
In this section, the feature extraction algorithm that incor-
porates translation knowledge is described in detail. The
feature extraction process utilizes a neural network machine
translation model, which makes full use of a large amount
of parallel corpus, and the extracted features are fused with
translation knowledge. Then, after the above features are
extracted, they are fed into a simple Quality Evaluation (QE)
model, and finally the prediction result HTER is output. Here,
a single hidden layer forward neural network is chosen as the
structure of the QE model [36]. The whole model consists
of two parts, the first part is a machine translation model of
two neural networks with opposite translation directions. The
second part is the QEmodel, which outputs the quality HTER

of the final machine translation, and the input is the feature
vector extracted from the source and target utterances, in this
case the coding vector obtained from the two neural network
machine translation models, and the feature vector can also
contain features extracted by othermeans. The feature vectors
can also contain features extracted by other means.

The overall model structure is shown in Figure 1. There
are two machine translation models with opposite translation
directions, one for translating the source language to the tar-
get language and the other for translating the target language
to the source language. As is shown in Figure 2, the two
RNN models have identical structures and share word vector
parameters. The Double-RNN model with translation direc-
tion from source language to target language is introduced as
an example below. The source utterance X = x1, x2 . . . .xs,
xi(1 ≤ i ≤ S) is the word embedding encoding of the
words in the source utterance, and s is the length of the
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FIGURE 3. Comparison among experimental methods of detection effect
with respect to Pearson Correlation Coefficient (when English is
translated into Chinese).

FIGURE 4. Comparison among experimental methods of detection effect
with respect to Pearson Correlation Coefficient (when Chinese is
translated into English).

source utterance. The target utterance Y = y1, y2 . . . ..yS ,
yj(1 ≤ j ≤ T ) is the word embedding encoding of the words
in the target utterance, and T is the length of the target utter-
ance. The neural network models used by both the encoder
and decoder are variants of recurrent neural networks GRU
and LSTM. The function of the encoder is to encode the
source utterance X into a fixed vectorC , and then the decoder
decodes C to obtain the target-end utterance Y . The whole
Double-RNN model can be expressed as P(Y |X; 2), and this
conditional probability can be decomposed by the multiplica-
tive law of probability as shown as:

P(Y |X , θ) =

∏T

j=1
p(yj|x, y1, . . . yj−1; θ ) (2)

The encoder is mainly composed of GRU or LSTM, and
the initial hidden states are all zero vectors. At each step of
the computation, the word of the step is first mapped to the
corresponding word vector x, and then used as input along
with the hidden state of the previous step for the current
step. The computation process of each step is related to the
chosen network structure, and GRU and LSTM are chosen as

TABLE 2. Performance comparison of several experimental methods
when English is translated into Chinese.

the encoder (decoder) networks in this project. The decoder
decodes the encoding vector C of the source utterance. The
neural network model used is the same as the encoder (GRU
or LSTM), and the initial hidden state is C,C theoretically
contains all the relevant information in the source utterance
used to translate the target-side utterance. The final output
of each step is the probability distribution of all words in
the word list for that step. In the evaluation phase, the input
is the word vector of the predicted words from the previous
step, and the input during training is the word vector of the
words corresponding to the target utterance in the previous
step. The formula of the hidden state ht in step t is similar
to that of the encoder part. The input of the target word
probability distribution in step t is the hidden state of the step,
and then the model uses a single hidden layer forward neural
network, and the activation function of the hidden layer is the
tanh function, and the final output layer is normalized by the
softmax function, as shown in equation 3:

p(yi|x, y1, . . . yi−1; θ ) = soft max(Wo2 tanh(Wo1ht + b1))
(3)

The input of the QE model is the feature vector V , the
feature vector V is the splicing of the source-sentence coding
vector CS and the target-sentence coding vector [CS : CT ].
The model uses a single hidden layer forward neural network
with weights W1 and W2 and bias vectors b1 and b2. relu
is used as the activation function for the hidden layer, and
sigmoid is used as the activation function for the output layer
because the scores from 0 to 1 are to be output. The final
prediction formula for hter is as follows:

α1 = relu(W1V + b1)) (4)

hter = sigmoid(W2α1 + b2)) (5)

IV. EXPERIMENT AND EVALUATION
A. EXPERIMENTAL SETUP
In this paper, in order to test the prediction effect of features
extracted with Double-RNNmodels incorporating translation
knowledge, two sets of experiments were conducted on two
QE datasets with different orientations and domains, and the
final QEmodels used to output HTERwere both forward neu-
ral networks. Among them, the input features used in the first
set of experiments are the word vector average features of the
source and target utterances of the experiments. Because the
features incorporating translation knowledge are an improve-
ment of the feature extraction method of directly finding
the word vector averages of utterance words, the results of
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TABLE 3. Performance comparison of several experimental methods
when Chinese is translated into English.

this experiment are used in this section as a comparison to
see whether the features incorporating translation knowledge
can improve the Pearson correlation coefficients between the
predicted and true HTERs.

The features used in the second and third group of exper-
iments are both features fused with translation knowledge
and extracted with the Double-RNN model. The difference
is that the recurrent neural network structure of both the
encoder and decoder of the Double-RNN model used in the
second group of experiments is LSTM, while the recurrent
neural network structure used in the third group of exper-
iments is GRU. The parameter settings for the second and
third sets of experiments are as follows:The word list size
is 74000 for the source-side language setting and 74000 for
the target-side language setting, OOV (out of vocabulary)
was mapped to the special token UNK. The dimension of
the word vector was set to 512. The dimension of the word
vector is set to 512, and the number of hidden layer neurons
of the recurrent neural network (including GRU and LSTM)
is 1024, The optimization algorithm for training the neural
network model uses the maximum length of the statements
in the training RNN model is set to 55, and the learning
rate is set to 64. The maximum length of a statement for
training NMT model is set to 55, the learning rate is 3e-4,
and the loss function is Cross Entropy. The learning rate of
the QE model is 5e-5, and the loss function is MSE (mean
squared error). The data used in the experiments are described
as follows: The dataset used for training Double-RNN was
obtained fromWMT 2017 Shared Task: Machine Translation
of News, with a total of three million sentence pairs. Because
the structure of the neural network machine translation model
is relatively simple, the entire corpus is not used for train-
ing. Instead, 90w sentence pairs are randomly selected from
all the three million sentence pairs, and 2w sentence pairs
from the corresponding QE dataset (the source utterance plus
the translation after being manually post-edit) are added to
form the parallel corpus for training the Double-RNN model
required in this paper. Before the formal training, the corpus
was pre-processed (i.e. tokenize and truecase )by using the
tools in Moses.

Pearson Correlation Coefficients (PCC) is the main
evaluation index for assessing the scores of sentence-level
machine translation quality estimates. The Pearson Correla-
tion Coefficients range from -1 to 1. The larger the absolute
value of the correlation coefficient, the stronger the corre-
lation between the two variables: the closer the correlation

FIGURE 5. Changing tendency for the loss of Double-RNN method.

FIGURE 6. Changing tendency for accuracy of Double-RNN method.

coefficient is to 1 or -1, the stronger the correlation, and
conversely, the closer the correlation coefficient is to 0, the
weaker the correlation. Here, since the HTER is estimated,
the closer the Pearson correlation coefficient between the
output of the model and the true HTER is expected to be
to 1, the better. The Pearson correlation coefficients of the
two variables X and Y are calculated as shown below.

r(X ,Y ) =
cov(X ,Y )

√
Var[X ]Var[Y ]

(6)

where the numerator Cov(X,Y) is the covariance of vari-
ables X and Y, and Var[X] and Var[Y] in the denominator
are the variances of variables X and Y, respectively.

B. EVALUATION AND ANALYSIS
Table 2 shows the Pearson correlation coefficients between
the predicted and true values of the translation quality HTER
for the experimental results on the Chinese to English ori-
ented dataset. The Train column in the table shows the results
of the model on the development set, and the Test column
shows the results on the test set. For comparison with the
method proposed in this chapter, the Embedding average
row of the table shows the Pearson correlation coefficients
between the prediction results and the true values of the
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FIGURE 7. Quality assessment results between English-Chinese
translation with respect to several experimental methods (when English
is translated into Chinese).

FIGURE 8. Quality assessment results between English-Chinese
translation with respect to several experimental methods
(when Chinese is translated into English).

model with word vector averages for words characterized as
utterances in the Basic Experiments chapter.

The LSTM and GRU show the Pearson correlation coef-
ficients between the prediction results of the Sentence-level
QEmodel and the true HTER using a neural networkmachine
translation model that extracts features incorporating trans-
lation knowledge, and the LSTM and GRU in parentheses
refer to the recurrent neural network chosen for the encoder
and decoder of the neural network machine translation model
used, respectively. structure is LSTM or GRU. Table 3 shows
the Pearson correlation coefficients between the predicted
and true values of the translation quality HTER for the exper-
imental results on the QE dataset in the English to Chinese
direction. The major experimental results in Table 2 and
Table 3 are also demonstrated in Figure 3 and Figure 4. For
the former, it demonstrates the results when 60% of data are

used for training. For the latter, it demonstrates the results
when 70% of data are used for training.

The final experimental results on both datasets show that
this nonlinear transformation is more predictive of the quality
of machine translation than the direct averaging of the word
vectors. Moreover, both the word vector features and the
features proposed in this topic that incorporate translation
knowledge, are not related to specific language pairs, and
therefore, compared with some methods of manual feature
extraction, they are more generalized. The trends of loss
and accuracy of Double-RNN on the dataset are given in
Figures 5 and 6, respectively, from which it can be seen
that the loss gradually decreases and the accuracy gradually
increases as the number of training rounds increases, and
the final accuracy stabilizes at 84%, and the results show
that the accuracy of Double-RNN proposed in this paper
for Chinese and English translation remains relatively high.
In addition, the evaluation of translation quality HTER is also
more accurate.

According to previous research of the interpretation quality
assessment, it can be found that fidelity, delivery and lan-
guage are three major aspects that people concerned about
when assessing the quality of interpretation. Therefore, the
following was comprehensive comparison in these three
aspects. As can be seen in Figures 7 and 8, the Double-RNN
method proposed in this paper is the closest to the standard
quality assessment, and thus can also evaluate the quality of
Chinese and English translations more fairly.

C. DISCUSSION
It is really true that RNN consumes a large amount of memory
and computing resources when processing large-scale data.
In order to establish a robust model for automatic quality eval-
uation, large amount of corpus data are required as support.
Especially in era of large models, massive training data are
the foundation for providing intelligent services. It is believed
that large models which were pretrained via massive data
can have proper performance in many scenarios. Actually,
our exploration is still in the beginning stage, we just make
evaluation under limited computing resources and on data
with limited scale. Our proposal can have proper performance
on current experimental data. In the future, we will explore
to develop more effective quality evaluation methods under
large-scale data operations. If possible, we would like to try
to explore suitable large models for this purpose.

It is also noted that Transformer remains prevalent in some
typical semantic analysis tasks in recent years. It utilizes
the self-attention mechanism to realize representative learn-
ing for sequences. It generally has some advantages: better
parallel computing efficiency, contextual semantic analysis
ability, and better generalization ability. However, there is
still no mature Transformer-based methods that are used
for translation quality evaluation. And it cannot have quite
ideal performance in our experimental process. Therefore,
we finally choose to use RNN as the backbone structure
to construction specific quality evaluation models. In the
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future, we will introduce more samples for training, and try
to explore the specific large models on the basis of current
work.

V. CONCLUSION
This work is developed towards the quality evaluation of
machine translation results. Compared with existing related
works, it has two aspects of distinct points. Firstly, its research
objects are beyond the written contents, and are focused on
the real-time stream of oral contents. Secondly, it is combined
deep neural network with the learning of linguistic features.
Under such assumptions, this paper proposes a Double-RNN
structure as the backbone network for the investigated pur-
pose. In addition to the theoretical methodology, this work
also makes some evaluation experiments. The results show
that proposed Double-RNN method is the closest to the stan-
dard quality assessment, and thus can also evaluate the quality
of Chinese and English translations more fairly.

In all, the intelligent evaluation for machine translation
quality is still a novel study in the area of natural language
processing. How to make the intelligent algorithms more
effective and practical while playing subjective roles, still
remains a challenge. The development of deep learning is
providing more insight for many areas. Therefore, we would
like to make exploration on the basis of this study in
the future, and search for more reliable solution towards
intelligent detection of machine translation quality.
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