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ABSTRACT In healthcare, a huge amount is paid to meet the requirements of High-Need High-Cost (HNHC)
patients, also known as super-utilizers. The major aim of the proposed study is to predict HNHC patients. This
paper proposes hybrid Deep Learning (DL) models that identify HNHC patients, and help the management
to manage their resources and budgets accordingly. We use the strategy of the Interquartile Range (IQR) that
specifies the range of HNHC. The dataset used in this work has a lot of inconsistencies that are tackled by
different techniques. Using three DL models, Gated Recurrent Unit (GRU), Fully Convolutional Network
(FCN) and Vanilla Recurrent Neural Network (VRNN), we proposed 2 hybrid DL models, FCN-VRNN
and GRU-FCN, for the prediction of HNHC patients. The performance of these models is evaluated based
on different performance metrics, Mean Squared Error (MSE), Root Mean Squared Error (RMSE), Mean
Absolute Percentage Error (MAPE), Mean Absolute Error (MAE), R-Squared (R?) and execution time. The
results depict that the proposed hybrid models show more competitive and outperforming results than the
individual models. Proposed hybrid system model 1 FCN-VRNN achieves MSE of 0.4%, RMSE of 7%,
MAPE of 29.8%, MAE of 3%, and R* of 99.4%. Proposed hybrid system model 2 GRU-FCN achieves MSE
of 0.4%, RMSE of 6.5%, MAPE of 23.55%, MAE of 2.5%, and R* of 99.5%.

INDEX TERMS Deep learning, expenditure, FCN, GRU, high-cost, healthcare, super-utilizers, VRNN,

smart hospitals.

I. INTRODUCTION This is true given that healthcare professionals require sub-

Healthcare is one of the significant and essential aspects of
our society. It promotes the well-being of individuals and
communities. As the World’s population is rapidly increasing,
the need for healthcare services is also increasing. A large
number of healthcare activities are performed including treat-
ments, diagnosis, etc. Providing quality healthcare is the most
critical and expensive task for care providers. The cost associ-
ated with healthcare services is becoming exponentially high
because of the need for more tools and equipment due to the
highly complicated and costly nature of healthcare services.

The associate editor coordinating the review of this manuscript and
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stantial amounts of skills, education, and expertise to deliver
quality care. Healthcare cost is increasing with the passage of
time affecting financial management badly in many circum-
stances. Different events such as earthquakes and COVID-19
also badly affect even the best financial management plans.
So, efficient prediction plays an important role to handle these
types of situations. Using Artificial Intelligence (AI), risks
can be tackled, for example predicting the High Need High
Cost (HNHC) patients. High-risk patients having critical sit-
uations can be identified using predictive models. Besides,
providing interventions can lead to high-quality healthcare.
Due to the intricate and diverse structure of healthcare
data, predicting high-utilizers presents particular difficulties.

This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.
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Traditional statistical methods frequently fall inadequate in
capturing the complex relationships and patterns identified
in the data, which reduces their capacity for prediction.

The rapid growth in Machine Learning (ML) due to
advanced algorithms and high computing power helps in the
prediction of healthcare data. Different patterns in data can
be identified and classified, large amounts of extracted infor-
mation can be processed, and accurate results can be obtained
using ML. However, in traditional ML models, a lot of exten-
sive feature engineering is required [4]. Deep Learning (DL)
predictive models help in making better management deci-
sions. In healthcare, decision-making is the most critical
step. Efficient management of hospital resources and cutting
down on hospital costs are the main aspects of healthcare.
In healthcare, the decision-making process is quite intricate.
Using the predictive models, the decision-making process
can be improved that helps in managing healthcare expen-
diture [1]. Efficient management of resources is essential for
decision-making. In the field of healthcare, Al can accurately
detect diseases, injuries and illnesses. Also, the best medi-
cal interventions and therapy are proposed to the patients.
The use of DL in healthcare is expanding quickly and is
assisting in the early diagnosis and forecasting of infectious
diseases. To analyze and evaluate the trend of DL approaches
in pandemic detection and prediction, DL approaches are
proving to be quite useful. Low performance, incorrect label-
ing, and a lack of high-quality datasets are some of the
issues that are efficiently dealt with using the DL approaches.
Also, DL approaches are scalable and are continuously
improving [2], [3].

A Neural Network (NN) is a solution for dealing with large
datasets like healthcare “inpatient charges” dataset. ANN
basically tries to mimic the brain of a human having the
ability to process and learn complex tasks based on input.
In structural modeling, Recurrent Neural Network (RNN),
Convolutional Neural Network (CNN), Multi-Layer Percep-
tron (MLP), etc., can be applied [5]. The paper’s main
objective is to identify HNHC patients, who are referred to as
super-utilizers and account for a sizable portion of healthcare
expenditure. Another objective is to help hospital adminis-
tration allocate resources and funds efficiently by identifying
these patients.

Il. PROBLEM STATEMENT

Predicting the healthcare cost is one of the main issues
addressed by the authors in [9], which is tackled by CNN
predictive model. The model gives good results. However,
it works well only on image data and not on textual data.
Predicting super-utilizers is one of the most challenging tasks
in healthcare. Also, providing patients with adequate care is
a significant challenge for healthcare providers and hospi-
tals. Such patients often have complex medical needs and
require a huge amount of resources to manage their care
leading to high healthcare costs. In [8], authors used Pearson
product-moment correlation for predicting the super-utilizers
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which are sensitive to outliers. This technique is limited to
measuring linear relationships and also has assumptions of
normality.

TABLE 1. List of abbreviations.

Abbreviation Definition

ANN Artificial Neural Network

Al Artificial Intelligence

Bi-LSTM Bi-Directional Long Short Term
Memory

CNN Convolutional Neural Network

DNN Deep Neural Network

EHR Electronic Health Record

FCN Fully Covolutional Network

GBM Gradiant Boosting Machine

GA Genetic Algorithm

GRU Gated Recurrent unit

HNHC High-Need High-Cost

ICU Intensive Care Unit

LASSO Regularized Regression

MSE Mean Squared Error

RMSE Root Mean Squared Error

MAPE Mean Absolute Percentage Error

MAE Mean Absolute Error

MLP Multi Layer Perceptron

VRNN Vanilla RNN

z Update Gate

r Reset Gate

htbar Current Memory Unit

h_t’ Candidate Hidden States

h_t Hidden State

A. MOTIVATION AND CONTRIBUTIONS
The major contributions of the proposed work are as follows.

o Two hybrid DL models are suggested as a means of
predicting HNHC patients. GRU, FCN, and VRNN are
combine dto form these models. These three are used
both individually and in combined forms for experi-
mental analysis. The predictive accuracy of these hybrid
models is increased by utilizing the advantages of
several architectures.

« Lot of inconsistencies exist in the dataset, ‘“‘Hospital
Inpatient Cost Transparency: Beginning 2009, which
must be tackled. Data inconsistencies are addressed
using different techniques such as Label Encoding
and Interquartile Range (IQR). These methods help to
transform inconsistent data, ensuring its reliability and
compatibility for analysis.

e The performance of the proposed models is evalu-
ated using Mean Squared Error (MSE), Root Mean
Squared Error (RMSE), Mean Absolute Percentage
Error (MAPE), Mean Absolute Error (MAE), R2, and
execution time.

The remaining paper exhibits the following structure.
In section II, problem statement is elaborated. In section III,
related work is discussed, and the proposed system frame-
work is elaborated in section IV. Explanation of single
DL models is provided in section V. The description of
algorithms is given in section VI. The dataset details are
given in section VII and simulation results are provided in
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section VIII, Finally, the conclusion is stated in section IX.
In Table 1, all the abbreviations are given.

lIl. RELATED WORK

In [6], the authors aimed to predict Resource Intensive
Healthcare (RIHC) using the US government data, which
proves to be a challenging task because the high-utilizers use
RIHC in large amounts. Concurrent analysis from five differ-
ent sources was utilized for prediction. By IQR, a threshold
is set for finding super-utilizers among the US counties.
Four ML techniques run in a parallel way to check the
performance.

Due to the targeted interventions, the healthcare cost is
increasing with the passage of time. In [7], the authors pro-
posed a quantized evaluation metric to check whether the
solution was cost-effective or not. After evaluation of tra-
ditional healthcare and readmission on the impact of ML
using the proposed metric, the net healthcare saving was
estimated at over $1 million, successfully preventing the rate
of readmission by 50%. To forecast the expense of HNHC
patients, the ML predictive models are used like Regular-
ized Regression (LASSO), Linear Regression (LR), Gradient
Boosting Machine (GBM), and Recurrent Neural Networks
(RNN). RNN is a DL sequential model. The results show
that the RNN model performs the best of all ML models. The
authors looked at the temporal association between health-
care spending throughout a number of time steps. In [8],
the authors predicted the cost of a patient at the individual
level by an effective method that automatically learned the
patterns from different types of time series data using a CNN,
in insurance claim data of patients.

In [9], the authors used the CNN model. The architecture
consisted of 3 convolutional layers and pooling layers with
a Leaky ReLU (LReLU) activation function. The proposed
model was compared with the benchmark techniques and the
variants like Visual Geometry Group Network (VGGNET),
Residual Network (ResNet) and AlexNet. Also, the model
was compared with spikes temporal pattern and symbolic
temporal pattern. Results showed that the proposed CNN
model performed the best of all models. The performance of
model was evaluated by MAPE.

In [10], DL was used, which is a prominent innovation
that has been applied to time series data. The data is used to
forecast the patient’s survival chances. For significant indica-
tors of decline, doctors use Electronic Health Records (EHR)
data. In recent studies, the authors used RNN models like
LSTM, Bi-LSTM, etc [11]. However, they were unable to find
the long-term temporal dependencies. To handle this prob-
lem, the authors proposed Multi-Head Transformer (MHT).
The MHT model was built on a transformer that performed
well on time series data and used vital signs to forecast the
patient’s future variables. To check the learning capability
of the model it was trained on different tasks such as the
Intensive Care Unit (ICU) to check the remaining length of
stay. The model was evaluated on the basis of Area Under
the Receiver Operating Characteristic Curve (AUC-ROC),
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precision, and recall. With several applications, such as care
management of accounting, and capitated medical payment
adjustment, accurate prediction of patient spending on health-
care is a crucial task. Models based on LR mostly depend
on manually created features and require a lot of medi-
cal expertise. Poor prediction performance was observed
using the proposed approach. In [12], the authors proposed
a multi-view DL model using historical claims data. This
model was designed to predict the healthcare cost at the
individual level. Different types of data were handled by
this model like patient information, medical record, drug
information, etc.

Predicting the expenditure of medicines using histori-
cal claims data using ML techniques is done by a lot of
researchers. Generative Adversarial Network (GAN) is a DL,
model that needs to be explored for time series data. So,
in [13], the authors proposed Variance Generative Adversar-
ial Network (VGAN) to minimize the variance (deviation
from actual data) during the model training. In the pro-
posed model, the authors used an LSTM as a generator
network and CNN or MLP was used as a discriminator net-
work. Results showed that the proposed model performed
the best when compared to other GANs and ML tech-
niques like LR, Gradient Boosting Regressor (GBR), LSTM,
and MLP.

An ANN was used to predict the inpatient charges, Length
Of Stay (LOS), and discharges. Reverse Total Shoulder
Arthroplasty (rTSA), and Hemi Shoulder Arthroplasty Hemi
(HSA) were put forward to check the internal validity of
the patient’s required metric values. Overall, the models pro-
posed by authors in [14], performed very well. This study
can be used to help doctors and surgeons in finding the
associated risks before surgery. Models were evaluated by
ROC and AUC curves [15]. This study examined the pat-
terns of how healthcare costs were utilized by super-utilizers.
In the US, top 5% cost represents the total of 55% cost
of healthcare. So for finding those patients, IQR used a
threshold and clustering to predict those patients. With the
type of cluster, the outcome of patients also changes with
90-day death rates ranging from 1.0% to 3.2% and comor-
bidities occurring in a range of 6.9% to 16.5% of cases.
Other studies showed that the super-utilizers were of the same
type of patients (homogeneous). The study in [16] showed
that different types of super-utilizers (heterogeneous) also
exist.

Patient’s temporal data was used for forecasting the health-
care cost. The data was used in a fine-grain form in [17],
and features were extracted by a method called spike detec-
tion. It helped in extracting important features from data
and learning the patterns so that the prediction performance
becomes more accurate. 3 years of data of medical and phar-
macy claims were used. MAPE was used for the proposed
model’s performace evaluation. So enhancing the features
like visit patterns and temporal cost improve the performance,
meanwhile, the features of medical did not have much impact
on the prediction.
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In [18], the authors used DL and ML for predicting
healthcare costs. They employed DNN and ridge regression.
Both models were compared with other techniques, and the
results showed that the DNN model outperformed all the
other models in term of cost prediction. This superiority is
attributed to the DNN’s ability to learn more patterns from
the data due to its deep structure and higher generalizability
as compared to the other models. The authors proposed an
efficient system for predicting and preventing dengue. The
system proposed in [19] helped in identifying and alerting
the individuals affected by the dengue virus with the help of
10T, cloud computing, and fog computing. Naive Bayesian
Network (NBN) was used for the prediction of individu-
als. On the cloud system, social network analysis was used
for the Global Positioning System (GPS). Using the past
dengue cases, new cases were predicted by the autoregressive
method.

One of the most serious and critical diseases is the heart
disease. In [20], the authors proposed a system that detected
heart disease correctly. The system was structured on the
basis of ML techniques like Support Vector Machine (SVM),
Logistic Regression, ANN, K-Nearest Neighbor (KNN),
Naive Bayes (NB), and Decision Tree (DT). For the least
important features or redundant features, the authors used
different techniques like minimal redundancy and maximal
relevance. For the validation, they used the 1-leaf cross-
validation technique. The least absolute shrinkage selection
operator was used for relevant feature selection. Addition-
ally, the method proposed for detecting heart problems in
the field of medicine was found to be practical in real-time
environments.

Mental health is a very important health factor especially
for the young people. Thus, accounting for a large portion
of overall healthcare costs. In [21], the authors predicted
the high cost of patients by examining different factors of a
patient like a diagnosis, demographic factors, etc. The results
of the study have consequences for categorizing high-cost
service users and determining crucial areas for improvement
in the outcomes for the young people. The classification
algorithm was used for the prediction of high-cost medical
expenditures.

In [22], the authors used different ML algorithms like RF,
LR, and XGBoost. Findings showed that XGBoost had excel-
lent performance with 77.7% accuracy. The analysis was
performed using national Health Insurance Service (NHIS)
of Korea’s data from 2010 to 2017. When compared, the
outcomes of this study were found more significant than the
existing studies.

The authors proposed a DL model in [23] for efficient
resource management for medical systems and resource uti-
lization prediction. State-of-the-art techniques usually select
the features manually, which requires a lot of domain knowl-
edge. It could handle huge amounts of heterogeneous data
like codes, operations, IDs, etc. Hierarchical attention-based
neural network transformer captured the hidden patterns of
data for accurate prediction.
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ML techniques were applied to healthcare claims data.
Different algorithms like Random Forest (RF), GBM, logistic
regression, and ANN were applied for prediction in health-
care. Data of 3 years, 2016, 2017 and 2018, was used for
training the algorithms. The authors claimed that RF per-
formed the best among all the above-mentioned algorithms
[24]. AUC curve was used for the evaluation of the model
using the validation data. The results showed that the models
based on trees like ANN and LR performed the best.

In [25], the authors proposed a system called Health Cloud.
In this model, cloud computing and ML algorithms were used
that helped heart patients to predict their health status. The
patients could get help from the system at home by giving
the details to health system. The authors used different ML
algorithms like SVM, K-NN, LR, and GB. To evaluate the
performance of these models, different metrics were used like
accuracy, precision, recall, specificity, execution time, and
memory usage. The simulation results showed that LR gave
outstanding results with an accuracy of 85.96%. The model
was validated using 5-fold cross-validation.

The authors performed classification on heart disease by
GA and a feature selection algorithm. A hybrid approach
was proposed in [26] for detecting heart disease at an
early stage without involving the heart specialists. Different
pre-processing techniques were used on the data before pass-
ing it to the model like the chained algorithm was used to
handle the missing values. Synthetic Minority Oversampling
Technique (SMOTE) was used to balance the class distribu-
tion. The simulation results showed that the proposed model
achieved the highest accuracy of 86.6%.

In [27], for the purpose of predicting diabetes, the authors
presented a stacking model. A correlation technique was
utilized to choose the features. The stacking model was
made of MLP, SVM, and LR, respectively. On the PIMA
Indian diabetes dataset, the proposed model performed better
than Adaptive Boosting (AdaBoost). The proposed model
achieved the highest accuracy of 78.2%.

IV. PROPOSED SYSTEM MODELS
The working flow of proposed model is dicussed in this
section. We proposed 2 hybrid DL models in the underly-
ing work, as shown in Figure 1. Before passing the data
to the DL model, it needs to be pre-processed properly.
In healthcare data, there is multi-variate time series data like
patient’s medicine codes, medical and surgical codes, etc.
Label encoder is a technique used on string features to extract
important information, which can be used for prediction.
DL model accepts data in the same format so we need to
transform string features into numerical data. The outliers are
the data points that lie outside of a specific range. Basically,
these points are different from majority of the points and are
found by IQR. In the proposed model, this technique is used
for finding high-cost patients on the basis of median cost.

In the proposed hybrid system model 1, FCN-VRNN,
both FCN and VRNN are combined to predict the high-
utilizers. The FCN model is very useful in extracting the
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spatial features and VRNN captures the temporal dependen-
cies. By combining them both, we can extract spatial features
and capture the hidden patterns from the data. FCN uses
a mechanism of parallel processing that provides efficient
execution time. VRNN has the ability to handle different
variable-length sequential input data due to its architecture.
This model gives promising results and is adaptable in the
healthcare field.

In the proposed hybrid system model 2, GRU-FCN, the
data is given to both models who deeply learn the hidden pat-
terns from the data. Both models are complex and take advan-
tage of each other. GRU uses a gating mechanism to control
the flow of information, improve the gradient flow and ensure
efficient memory management, which enables improving the
generalizability capability of the model, whereas, FCN helps
in feature extraction. The results of both models are combined
with each other to give the final prediction using the output
layer.

In the third model, VRNN-GRU, VRNN and GRU are
combined. Both sequential models have flexible architec-
tures and can effectively handle sequential data. Both models
strengthen each other efficiently, handle the data and improve
long-term dependencies. This hybrid model is used for an
experimental analysis.

V. TECHNIQUES
Single DL models are individual DL models that are utilized
in the proposed hybrid models.

A. GATED RECURRENT UNIT
Gated Recurrent Unit (GRU) is an advanced version of RNN.
GRU works well on sequential data, time series data, and
textual data. In [28], GRU consists of two gates, reset gate
and update gate. These gated mechanisms are useful for con-
trolling the flow of information. At each time step, to update
the hidden state deliberately, this gated mechanism is used,
which helps in effectively modeling the sequential data. There
are different variations of RNN like LSTM, Bi-LSTM, etc.
LSTM [29], which consists of three gates, is also designed
to address the problem of vanishing gradients. The hidden
state of the GRU contains the information that is stored in
the internal cell state. The flow of data is controlled by the
following gates of GRU. The description of each gate is given
below. The gates are determined using Equations 1 and 2.

1. Update Gate (z): it determines how much historical data
must be forwarded to the future. It is equivalent to the output
gate of an LSTM recurrent unit.

z_t = sigmoid(W_z * [h_{t — 1}, x_t]) (D

2. Reset Gate (r): this gate selects how much of the
previous data to remove similar to the way the input gate and
forget gate operate in an LSTM recurrent unit.

r_t = sigmoid(W_r = [h_{t — 1}, x_t]) (2)

3. Current Memory Unit (hy): it is used to make the clos-
est to the input zero-mean. It means that closest to variance
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and adds some non-linearity into the reset gate. To reduce
the influence of historical knowledge on the data that is to be
forwarded, this unit is made the subset of the reset gate. The
basic architectures of both GRU and RNN are comparable.
The only difference is that GRU consists of gates meanwhile
RNN has no gating mechanism.

GRU’s hidden state is determined using Equations 3 and 4.

Candidate Hidden State

h_t' = tanh(W_h * [r_t x h_{t — 1}, x_t]) 3)
Hidden State
ht=(0—zt%h{t—1}4+ztxht 4)

where W_r, W_z, and W_h are learnable weight matrices,
x_t is the input at time step t, 4_{t — 1} is the previous hidden
state, and /_t is the current hidden state [28].

Algorithm 1 Gated Recurrent Unit

Require: Input attime step #: x_t Previous hidden state at time step
t—1:h_{r—1}
Ensure: Hidden state at time step ¢: ht
1: Initialize parameters: W_r, W_z, W_h
2: Compute the reset gate: r_t = o(W_r - [ht — 1, xt])
3: Compute the update gate: z_t = o(W_z - [hr — 1, x_1])
4: Compute the candidate hidden state: ht’ = tanh(W_h - [r_t ©
hr —1,x_¢])
5: Update the hidden state: ht = (1 —z_t) Oht — 1 +z_t O h_t’
6: return h_¢

B. FULLY CONVOLUTIONAL NETWORK

Itis a variant of CNN [30] in which every neuron is connected
to every other neuron in the other layer. Traditional CNN
frequently includes fully connected layers that do not perform
convolutional operations, thus CNN is not fully convolu-
tional [31]. The completely connected layers can also be
thought of as convolutions with kernels that cover the entire
input area, which is the main idea. These layers have more
parameters than their comparable convolution layers.

FCN is a DL model that is developed for image data
segmentation. However, we are using it for sequential data
analysis, where the input is arranged chronologically. The
traditional CNN is used to extract meaningful features
and capture temporal dependencies from the sequence of
inputs.

The main concept behind the FCN model is that it
directly uses 1D convolutional layers on sequential data.
The sequence of inputs moved through these convolutional
layers produces a feature vector or feature map to identify
regional patterns. In this way, the model can learn hierarchical
representations of data by applying multiple convolutional
layers and work well on unseen data. If the number of layers
increases, the model captures global patterns in the data,
and helps in better cost prediction while less layers capture
local patterns. FCN uses a global pooling operation to sum
up all the features learned across the whole sequence. It is
the opposite of CNN, which uses fully connected layers at
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Algorithm 2 Gated Recurrent Unit for
Super-Utilizers

Require: X,i,: Training the features (independent features)
Require: yi,in: Training the target feature (dependent feature)
Require: X Testing data independent features
Require: yg: Testing data dependent feature
1: function GRU_model(input_shapeof_data)

: model = Sequentialmodel()
model.add(GRU(Layers))
model.add(Dense(Layer))
model. compile
return model
: end function
: start_time = current_time()
model = model(Xy,iy.input shape of data)
. history = model.fit_func(Xirain, Yirain, €pochs =

20, batch_size = 256)

Fit the model for training

11: Ypredict = model.predict(Xtest)
12: end_time = current_time()
13: MSE = mean_squared_error(yeest, Ypred)
14: Performance Evaluation Metrics:
15: RMSE = \/Mean Square Error
16: MAPE = mean_absolute_percentage_error(yiest, ypred)x 100%
17: MAE = mean_absolute_error(yeest, Ypredict)
18: R-Squared = R? (Vtests Ypredict)
19: Code for finding high-utilizers
20: count_high_utilizers = 0
21: count_low_utilizers = 0
22: for i in Ypredict do

Predicting

VRN R LD

23: if i >= upper_range then

24: count_high_utilizers = count_high_utilizers
25: else

26: count_low_utilizers = count_low_utilizers
27: end if

28: end for

29: total_no_utilizers = length(ypredict)

30: Print

the end to produce a fixed-size output. While predicting
high-cost patients, FCN learns from all the historical val-
ues enabling it to easily predict future costs for future time
steps.

1) CONVOLUTION OPERATION

The convolution operation, in [32], for sequential data is simi-
lar to the spatial convolution in images, except that it operates
in one dimension. The 1D filter is applied to the sequen-
tial input, and element-wise multiplications are performed
between the filter and the corresponding input sequence
elements. The output value at each position is obtained by
summing these multiplications. The output of a convolu-
tional layer can be calculated using the convolution operation.
The convolution operation is defined in Equation 5, given
an input sequence or feature map X and a collection of
filters W.

Y=X*W 5)

Here, Y represents the output feature map or vector, and *
denotes the convolution operation.
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2) ACTIVATION FUNCTION

The activation function introduces non-linearity into the
model to capture complex relationships. In the FCN model,
the Rectified Linear Unit (ReLU) activation function is
commonly used and can be defined using Equation 6.

ReLU(x) = max(0, x) (6)

3) GLOBAL AVERAGE POOLING

After applying the ReL.U activation function, the results are
obtained using Equation 7.

Y = (1/N) % sum(X) @)

Here, N is the representation of the length of the sequence
or the number of feature maps [32].

One benefit of using an FCN over other traditional neu-
ral network topologies, like a fully connected network [33],
is that it has the ability to handle inputs of various shapes
due to FCN’s convolutional layers, which are applied to
local portions of the input and can handle inputs of any
size. Semantic segmentation is the main application of FCNs.
Upsampling, pooling, and convolution are just a few exam-
ples of locally connected layers. Avoiding dense layers means
using fewer parameters, which speeds up network training.
Furthermore, an FCN can handle various input sizes provided
all the local connections. The primary distinction between the
two models is that FCN contains fully convolutional layers,
which means that the network’s convolutional layers can
receive varying-sized inputs and generate outputs of the same
size. CNNs, on the other hand, demand constant input and
output sizes. Additionally, FCN employs skip connections
and 1 x 1 convolutions to decrease the number of parameters
and improve network accuracy [33], [34]. A complete neural
network is developed from several layers that are completely
interconnected, connecting every neuron in one layer to every
neuron in the other layer.

e FCN has the major advantage of being “‘structure
agnostic”’, which means that it does not make any special
assumptions.

e While being structure agnostic makes fully linked net-
works generally applicable, such networks do tend to perform
worse than specialized networks suited to the structure of a
problem space.

C. VANILLA RECURRENT NEURAL NETWORK

It is a type of RNN that accepts different inputs (variables)
and gives different outputs (variables) [35], contrast to the
vanilla feed-forward NN.

Different types of inputs expect different types of outputs:

One-to-one: a typical feed-forward NN architecture where
we expect one output from a single input.

One-to-many: this is comparable to image captioning.
One fixed-sized image serves as the input, while the output
can be either words or phrases with various lengths.

Many-to-one: this is used to categorize sentiments. Words
or even pages of words are anticipated as the input. The result
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Algorithm 3 Fully Convolutional Network
1: Input: Input data, S = time step, b = bias, and W = weight.
2: Step 1: Initialize loop variables
3: for/ =0;1 < E; I ++ do (Loop of output feature map)
4 forh=0;h <E;h++ do
5 form=0, m<M;m+ + do
6: forc=0, c<C;c++ do
7.
8
9

fori=0, i<R;i++ do
forj=0, j<R;j++ do
: OlN[h[m] += Wm][c]l1[j] * I[c]ll =
S +il[h xS +j] + b[m]

10: end for
11: end for

12: end for

13: end for

14: end for

15: end for

can be a regression result with continuous values that show
the likelihood of feeling happy.

Many-to-many: this paradigm works perfectly for auto-
mated translation like Google Translate. The output will be
the same statement in English as the input with a modifiable
length.

Mathematical Formulation: vector x can be shown as a
time step for each method.

hy = fu (hi—1, x¢) (8)

The time step of an input vector is represented by x;,
and the time step of a hidden state is represented by Ah[z].
Therefore, we can consider 4;_; to be the previous hidden
state. Simple matrix multiplication of the input and hidden
state by certain weights W results in the formation of the
hidden state.

1) FEED FORWARD PROPAGATION

This is an example of a simple one-to-many RNN. If we were
to produce h[z], we need some weight matrices, At — 1], x[t]
and a non-linearity tanh

hy = tanh Wpphi—1 + Wyxy + Bp) ©)]

At each time step, we need to produce an output y[¢]. As it
is a one-to-many network, another weight matrix is required
that accepts a hidden state [35], and projects it onto the output
as given in Equation 10.

yi = Wiyh; + By (10)

VI. DESCRIPTION OF ALGORITHMS

In algorithm 1 [36], we present the basic steps of GRU. It tells
the flow of information and how it is handled using the gated
mechanism. As new information comes, the previous hidden
state is updated using candidate hidden states. The reset gate
ensures how much past information needs to be ignored or
discarded and the update gate ensures how much information
from the past should be taken along with new input for the
prediction. In algorithm 2, we present the steps that how we
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Algorithm 4 Fully Convolutional Network for Predicting
Super-Utilizers

Require: X.,i,: Training the features (independent features)
Require: yi.,in: Training the target feature (dependent feature)
Require: X Testing data independent features

Require: yg: Testing data dependent feature

1: function FCN_model(input_shape_data)
2: model = Sequential

3 model.add(Convolutional layers(Layer))

4 model.add(Global average pooling layer(Layer))
5: model.add(Dense(Layer))

6: return model
-
8
9
0

: end function
: start = current_time()
: model = model(Xi;,in.input shape of data)
. history = model.fit_func(Xirain, Yirain, €pochs =
20, batch_size = 256)
Fit the model for training
11: Ypredict = model.predict(Xtest)
12: end_time < current_time()
13: MSE = Mean_Squared_Error(ytest, Ypred)
14: Performance Evaluation Metrics:
15: RMSE = /Mean Square Error
16: MAPE = Mean_Absolute_Percentage_Error(yiest, Ypred) X
100%
17: MAE = Mean_Absolute_Error(yeest, Ypredict)
18: R-Squared = R? (Vtest» Ypredict)
Steps for predicting high-utilizers
19: count_high_utilizers = 0
20: count_low_utilizers = 0
21: for i in ypredict do
22: if i >= upper_range then

1

23: count_high_utilizers = count_high_utilizers
24: else

25: count_low_utilizers = count_low_utilizers
26: end if

27: end for

28: total_no_utilizers = length(ypredict)

29: Print

predict the super-utilizers using the GRU DL model. Steps
explain how we use GRU in our research for finding the
super-utilizers. Splitting of data into testing and training is
done in such a manner that 70% data is used for training
and 30% data is used for testing. Then, the GRU module is
implemented, and results of every model are validated using
MSE, RMSE, MAPE, MAE, R2, and execution time. The
same steps are repeated for all models. For finding the high-
utilizers, the threshold is set on the median cost using the IQR.
If cost is more than $41534.26735, then the patient is regarded
as a high-utilizer and vice versa.

In Algorithm 3 [37], we present generic steps of using
FCN. In Algorithm 4, data splitting is initially performed
followed by the usage of convolution layers for extracting
features at each layer. Mechanisms of convolution layers
are used to extract important features. In Algorithm 5 [5],
simple working of VRNN is provided. In Algorithm 6, simple
RNN is used for the prediction. It has a memory that stores
previous output. In Algorithm 7, the hybridization of VRNN
and GRU models is done using the output of both models and
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FIGURE 1. Main hybrid system model.

then combining them to get the final output. These 2 models
are defined and then concatenated using the merged layer.
In Algorithm 9, GRU and FCN are defined and merged to
produce the hybrid model. Similarly, the hybrid model of
FCN and VRNN is presented in Algorithm 8.

VIi. DATASET DESCRIPTION

A detailed description of the dataset used in our research is
provided in this section. The dataset plays a crucial role in
achieving the objectives of our study.

A. DATA SOURCE

The dataset is obtained from Hospital Inpatient Cost
Transparency: Beginning 2009 [39]. This dataset con-
tains information provided by State of New York Article
28 Hospitals as part of the Institutional Cost Report (ICR),
and Statewide Planning and Research Cooperative (SPARCS)
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data submissions. The file of the dataset includes data regard-
ing the Severity Of Illness (SOI) level, hospital discharges,
medical or surgical categorization, the median charge, the
median cost, the average charge, and the average cost per
discharge.

B. DATASET CHARACTERISTICS

Dataset is sequential. It consists of 14 features and is struc-
tured in CSV format in which each row represents a specific
instance, and each column represents a specific feature. The
dataset comprises 1048575 instances collected over a period
of 2009-2017. However, we use the data of 2 years only.

e 2015 and 2016 were chosen to capture a representative
sample of hospital inpatient cost transparency trends. At the
time of our investigation, this represents the most recent years
which were accessible in the dataset, as more extensive data
can bring inconsistencies in findings.
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Algorithm 5 Vanilla Recurrent Neural Network

: Ino = No. of input layers
Hno = No. of hidden layers
Ono = No. of output layers
S = No. of data instances
For i =1 to Hno do
: Forj=1toSdo
: Calculate the forward pass for the forward hidden layer activa-
tion function using A,¢
8: EndFor
9: EndFor
10: For j=Sto 1 do
11: Calculate the backward pass for the backward hidden layer
activation function using 4,»
12: EndFor
13: For j=1 to Ono do
14: Calculate the forward pass for the output layer using the previ-
ous stored output
15: EndFor

AN A ol

Algorithm 6 Vanilla Recurrent Neural Network Model for
Predicting Super-Utilizers

Require: X,in: Training the features (independent features)
Require: y.,in: Training the target feature (dependent feature)
Require: X Testing data independent features
Require: yies: Testing data dependent feature
1: model = model(Xiain.input shape of data)
2: history = model.fit_func(Xirain, Yirain, €pochs =
20, batch_size = 256)
Fit the model for training
3: Ypredict = model.predict(Xiest)
4: end_time < current_time()
Performance evaluation metrics
5: MSE = Mean_Squared_Error(yeest, ypred)
6: RMSE = /Mean_Squared_Error
7. MAPE = Mean_Absolute_Percentage Error(yiest, Ypred) X
100%
8: MAE = Mean_Absolute_Error(yiest, Ypredict)
9: R-Squared = R? (Vtest» Ypredict)
Steps for predicting high-utilizers
10: count_high_utilizers = 0
11: count_low_utilizers = 0
12: for i in ypredict do

13: if i >= upper_range then

14: count_high_utilizers = count_high_utilizers
15: else

16: count_low_utilizers = count_low_utilizers
17: end if

18: end for

19: total_no_utilizers = length(ypredict)

20: Print

e We have analyzed data within a stable context by con-
sidering data of small-time frames and providing a more
concentrated analysis and finding’s interpretation.

e To provide a baseline for future study and evalu-
ate changes and improvements, high-utilizer patterns, and
features for the years 2015-2016 were examined.

C. TARGET VARIABLE AND FEATURES

Our research focuses on the prediction of healthcare costs and
high-cost patients. So, the target variable is “Median Cost™.
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Algorithm 7 Experimental Model: Vanilla Recurrent Neural
Network-Gated Recurrent Unit for Predicting Super-Utilizers

Require: X.,i,: Training the features (independent features)
Require: yi.,in: Training the target feature (dependent feature)
Require: X Testing data independent features
Require: yg: Testing data dependent feature
1: Define VRNN
: model = Sequential()
: model.add(simple RNN(Layer))
: Define GRU
: model = Sequential()
: model.add(GRU(Layer))
: For hybrid define VRNN and GRU model
: model.add(input(Layer))
9: model.add(merged(Layer))
10: model.add(output(Layer))
11: model.compile
12: return model
13: start = current_time()
14: model = model(Xi;,in.input shape of data)
15: history = model.fit_func(Xirain, Ytrain, €pochs =
20, batch_size = 256)
Fit the model for training
16: Ypredict = model.predict(Xtest)
17: end_time <« current_time()
Performance evaluation metrics
18: MSE = Mean_Squared_Error(ytest, Ypred)
19: RMSE = /Mean_Squared_Error
20: MAPE = Mean_Absolute_Percentage_Error(yiest, ypred) X
100%
21: MAE = Mean_Absolute_Error(ytest, Ypredict)
22: R-Squared = R? (Vtest» Ypredict)
Steps for predicting high-utilizers
23: count_high_utilizers = 0
24: count_low_utilizers = 0
25: for i in ypredic do
26: if i >= upper_range then

00 AN WL AW

27: count_high_utilizers = count_high_utilizers
28: else

29: count_low_utilizers = count_low_utilizers
30: end if

31: end for

32: total_no_utilizers = length(ypredict)

33: Print

It represents the middle value in the dataset. Different sets of
features or predictors are included in the dataset like Year,
Facility Id, Facility Name, APR DRG Code, APR Severity
of Illness Code, APR DRG Description, APR Severity of
Illness Description, APR Medical Surgical Code, APR Med-
ical Surgical Description, Discharges, Mean Charge, Median
Charge, and Mean Cost. Predicting the median cost can pro-
vide useful information about the expected cost. It is very
helpful for finding the expenditure, trends, and patterns in
the dataset. Figure 2 shows the closest relation between the
features and tells which features are the most important for
prediction. In this dataset, the model LACE stands for the
length of stay, acuity, comorbidities, and emergency depart-
ment visits. This model helps in providing scoring to data and
tells the severity of the disease as used in [6] by different
authors. Our dataset is already pre-processed by this model
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Algorithm 8 Proposed Hybrid System Model 1: Fully Con-
volutional Network-Vanilla Recurrent Neural Network for
Predicting Super-Utilizers

Algorithm 9 Proposed Hybrid System Model 2: Gated
Recurrent Unit-Fully Convolutional Network for Predicting
Super-Utilizers

Require: X.,i,: Training the features (independent features)
Require: yiin: Training the target feature (dependent feature)
Require: Xi.: Testing data independent features
Require: yis: Testing data dependent feature
1: Define FCN
: model = Sequential()
: model.add(3 conv(Layer))
: model.add(3 global average pooling(Layer))
: Define VRNN
. model = Sequential()
: model.add(Simple RNN(Layer))
: Define For hybrid define FCN and VRNN model
9: model.add(merged(Layer))
10: model.add(output(Layer))
11: model.compile
12: return model
13: start = current_time()
14: model = model(Xy iy -input shape of data)
15: history = model.fit_func(Xirain, Yirain, €pochs =
20, batch_size = 256)
Fit the model for training
16: ypredict = model.predict(Xiest)
17: end_time = current_time()
Performance evaluation metrics
18: MSE = Mean_Squared_Error(yeest, Ypred)
19: RMSE = ./Mean_Squared_Error
20: MAPE = Mean_Absolute_Percentage_Error(yest, Ypred) X
100%
21: MAE = Mean_Absolute_Error(ytest, Ypredict)
22: R-Squared = R? (Vtest» Ypredict)
Steps for predicting high-utilizers
23: count_high_utilizers = 0
24: count_low_ utilizers = 0
25: for i in Ypredict do

0 NN R WN

26: if i >= upper_range then

27: count_high_utilizers = count_high_utilizers
28: else

29: count_low_utilizers = count_low_utilizers
30: end if

31: end for

32: total_no_utilizers = length(ypredict)

33: Print

Require: X;.,i,: Training the features (independent features)
Require: yyin: Training the target feature (dependent feature)
Require: X Testing data independent features
Require: yi.s: Testing data dependent feature
1: Define GRU
: model = Sequential()
: model.add(GRU(Layer))
: Define FCN
: model = Sequential()
: model.add(3 conv(Layer))
: model.add(3 global acerage pooling(Layer))
: For hybrid define GRU and FCN model
9: model.add(concatenate(Layer))
10: model.add(output(Layer))
11: model.compile
12: return model
13: start = current_time() execution_time
14: model = model(Xyin-input shape of data)
15: history = model.fit_func(Xirain, Ytrain, €pochs =
20, batch_size = 256)
Fit the model for training
16: Ypredict = model.predict(Xiest)
17: end_time < current_time()
Performance evaluation metrics
18: MSE = Mean_Squared_Error(yest, Ypred)
19: RMSE = ./Mean_Squared_Error
20: MAPE = Mean_Absolute_Percentage_Error(yiest, Ypred) X
100%
21: MAE = Mean_Absolute_Error(ytest, Ypredict)
22: R-Squared = R? (Vtest» Ypredict)
Steps for predicting high-utilizers
23: count_high_utilizers = 0
24: count_low_utilizers = 0
25: for i in ypredict do
26: if i >= upper_range then

27: count_high_utilizers = count_high_utilizers
28: else

29: count_low_utilizers = count_low_utilizers
30: end if

31: end for

32: total_no_utilizers = length(ypredict)

33: Print

and the ‘APR Severity of Illness Code’ feature is already
present. So this helps in efficiently predicting healthcare
cost.

D. DATA PREPROCESSING
Prior to conducting the analysis or passing the data into
the DL model, we performed numerous preprocessing
steps to ensure the quality and integrity of the data. Data
preprocessing consists of a set of procedures and methods
intended to improve, enhance, and clean up the raw data to
make it appropriate for analysis. Data cleansing is the initial
stage of data preprocessing.

Step 1: Data Extraction: In order to extract data from the
dataset, a threshold year is chosen in this phase. The threshold
year is set as 2015, hence two years of data, 2015 and 2016,
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are taken into consideration. From the total no. of instances
of the dataset, i.e., 1048575, 229183 instances are used in
the proposed work due to analyzing the data within a stable
context. In order to fairly assess a model’s capability to
generalize new data, the study uses data splitting. 30% of
the data is used for testing and 70% of the data is used for
training.

Step 2: Columns that are categories or strings must be
transformed into a numerical format in order to undertake
analysis and modeling tasks. Specifically, the LabelEncoder()
function gives each distinct category in the string column a
special numerical label.

Step 3: IQR is used in Step 3 to identify outliers. Data
points that differ from the rest of the data points in a dataset
are known as outliers. They must be properly identified and
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Feature Correlation Heatmap
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FIGURE 2. Correlation heatmap.

dealt with since they have the potential to affect the outcomes
of statistical analysis and modeling. The IQR is determined
as the spread between a feature’s 75th percentile (Q3) and its
25th percentile (Q1). Outliers are data points that are outside
of the normal distribution and can be further examined or
treated as such. These data points lie outside the range of
QI - 1.5 * IQR or above the range of Q3 + 1.5 * IQR. This
strategy is used for finding high-cost patients. IQR method
is used for finding the lower and upper limits for detecting
outliers, which are basically the super-utilizers. These limits
can be computed as follows:

o Lower Threshold = (IQR*k)/25th Percentile

e Upper Threshold: 75th Percentile + (IQR * k)
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Find the data points that exceed the upper threshold to
identify the high-cost patients. These patients fall under the
category of high-cost patients and are regarded as outliers in
terms of their expenses.

The method in [6] identifies patients whose expenditures
are significantly higher than those of the dataset’s average
by the IQR and establishing proper criteria. It provides a
statistical way to discriminate high-cost cases and can be
helpful in a number of healthcare applications, including cost
analysis, resource allocation, and identifying patients in need
of specialized care or therapies [6].

As shown in Figure 2, the correlation heatmap explains
the relation between different features. There is a strong
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FIGURE 3. Training and validation loss of FCN-VRNN.
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FIGURE 4. Training and validation loss of GRU-FCN.

correlation between the target feature and the input feature.
We did not reduce the number of features in our study,
and instead of using the Facility Name feature, we used
Feature ID. A basic Linear Regression (LR) model might
be helpful when there is a strong correlation between the
target feature and the input feature. However, there are
some limitations of LR that must be considered. LR can-
not capture complicated or complex relationships and does
not have the generalization ability to provide accurate pre-
diction. It may work well during training but is unable
to accurately predict new unseen data. Even though the
median cost is highly correlated with the mean cost, real-
world datasets contain complex and non-linear relationships,
making LR insufficient. DL models can uncover intricate
hidden patterns and can capture long-term dependencies,
overcoming this limitation. With convolutional layers in the
FCN-VRNN and GRU-FCN architectures, these models have
two prominent parameters, weights and biases, and flexible
architecture of NN. DL models can improve prediction per-
formance without the use of any explicit feature engineering
technique.
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E. ETHICAL CONSIDERATIONS AND DATA PRIVACY

The dataset is publically available at [39]. Confidentiality
agreements must be signed by everyone who has access to
hospital inpatient cost transparency data. These agreements
set forth specific instructions for data handlers, emphasizing
the potential consequences of unauthorized disclosure or mis-
use of information, and serve as a reminder for maintaining
data confidentiality.

VIIl. RESULTS AND DISCUSSION
Results of all hybrid DL models are discussed using MAE,
MSE, RMSE, R2, MAPE, and Execution time.

A. PERFORMACE EVALUATION
In this section, we provide a complete overview of the results
obtained using DL models.
The performance metrics used are MSE, MAE, RMSE, R2,
and execution time [40]. The formulas are given below.
RMSE is given using Equation 11.

N
RMSE = | > (predicted; — actual)*/N (1)
i=1
The predicted values are those values that we use for testing

and actual values are those that we use for training.
MAE is given using Equation 13.

Zf’: | Ipredicted; — actual;|
N

MAE is also the error that computes the difference between
predicted values and actual values, given in Equation 13.

MAE =

(12)

N .
MAE = Zi=ilel (13)
N
MSE is given using Equation 14.
1 N
MSE = — Z (predicted; — actual;)? (14)

i=1
where N = total no. of observations.

R*> = coefficient of determination is given using
Equation 15.

R* = cor(actuali, predictedi)2 (15)

Table 2 shows the results of single DL. models: VRNN,
FCN, and GRU. Performance metrics used for the model’s
performance evaluation are MAE, MAPE, MSE, RMSE, R2,
and execution time. Table 2 shows that GRU outperformed
VRNN and FCN in terms of MAE, MSE, RMSE, MAPE,
and R%. GRU takes more time for execution. Also, VRNN
is executed more quickly than FCN. For several runs of
simulations, we have plotted the best values.

In Table 3, the results are shown by merging two DL
models. These models integrated 2 architectures for achieving
the results. These are the combinations of hybrid DL models
namely VRNN-GRU, FCN-VRNN, and GRU-FCN.
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FIGURE 5. Implementation of SHapley in the proposed models.

Figure 3 shows the loss of the training and validation
phase, and the way our model minimizes loss through an
efficient training approach. The loss curve presents how the
training phase progresses over subsequent epochs. The hybrid
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FCN-VRNN model is helpful for tasks involving both spa-
tial feature extraction and temporal information due to the
combination of FCN for important feature extraction and
RNN for sequence modeling. By combining losses of both
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TABLE 2. Prediction results with single deep learning models.

Performance metrics VRNN FCN GRU
MSE (%) 0.9 0.9 0.4
RMSE (%) 9.9 9.5 6.9
MAPE (%) 60.03 44.94 33.16
MAE (%) 4.4 6.9 32
R? (%) 97 98.2 96
Execution Time (s) 69.61 158.2 393.7
TABLE 3. Prediction results with hybrid deep learning models.
Performance metrics VRNN-GRU FCN-VRNN GRU-FCN
MSE (%) 0.6 0.4 0.4
RMSE (%) 7.4 7 6.5
MAPE (%) 33.95 29.82 23.55
MAE (%) 33 3 2.5
R? (%) 99.3 99.4 99.5
Execution Time(s) 212.2 211.2 393.8
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FIGURE 7. Mean absolute percentage error.

components, training loss is calculated, and parameters like
weights and biases are changed using backpropagation and
optimization methods. The spikes on epochs 9 and 13 are high
in the training phase, which means the model is not learning
the relevant features. After the 13th epoch, the model’s loss is
less and model learned the important features. The testing loss
of the model assesses performance on unseen data to check
the model’s generalizability. It also helps to prevent the model
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Classifiers

FIGURE 9. Root mean squared error.

from overfitting or underfitting. Similarly, Figure 4 shows the
training and validation loss of the hybrid GRU-FCN model,
which consistently the difference between the actual and pre-
dicted values. Furthermore, we have performed the SHapley
Additive Explanations (SHAP) method to show the impact of
the features on the output. Figure 5a presents the FCN-VRNN
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FIGURE 12. Scatter plot of FCN-VRNN.

hybrid waterfall plot which helps in the visualization of
the internal working of the model. It helps to visualize the
contribution of each feature and explain the impact on the
final prediction of high-utilizers. These plots are basically
associated with local interpretability, which represents the
positive and negative effects of each contributor on the predic-
tion. Similarly, Figure 5b demonstrates the GRU-FCN hybrid
waterfall plot, which helps to understand the validation and
behavior of the hybrid model, and can easily interpret the
contribution of every feature. Figure 5c presents the mean
importance of the features using a bar plot of FCN-VRNN
and determines the average SHAP values for every feature
used for predictions. Ranking features in descending order
of mean SHAP values highlights the significant impact of
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FIGURE 13. Box plot of GRU-FCN.
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FIGURE 15. Scatter plot of GRU-FCN.

features on the output. These plots are associated with global
interpretability, and help to find the least important and
most relevant features that contribute to the prediction of
high utilizers. Similarly, Figure 5d demonstrates the mean
importance of the features of GRU-FCN using a bar plot.

As shown in Figures 6, 7, 8, 9, and 10. the hybrid models
performed well when as compared to single DL models.
GRU-FCN has low values of MSE, MAE, RMSE, Rz, and
MAPE followed by FCN-VRNN. If we see the execution
time in Figure 11, GRU-FCN takes the largest execution
time. However, the error in prediction is very low. GRU-FCN
outperforms all other models. Overall, the performance of
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FIGURE 17. Violin plot of FCN-VRNN.

hybrid models is found quite impressive as compared to the
performance of the individual models.

Figures 12, 13 and 14 present the scatter plot, box plot
and violin plot of GRU-FCN hybrid model. These plots
show a minimum difference between actual and predicted
values. Similarly, Figures 15, 16, and 17 present the scatter
plot, box plot and violin plot of FCN-VRNN hybrid model.
We can measure the performance of the proposed models by
analyzing these plots.

B. HYPERPARAMETERS

In GRU, epochs are taken to be 20 while the batch size
is set as 256. Moreover, the GRU layer, dense layer, and
ReLU activation function are used. In FCN, epochs are taken
to be 20 while the batch size is set as 256. Moreover, the
convolutional layer, average pooling layer, dense layer and
ReLU activation function are used. In VRNN, epochs are
taken to be 20 while the batch size is set as 256. Moreover,
dense layer, simple RNN, and tanh activation function are
used. In hybrid FCN-VRNN, filter size 128, Kernel size is 2,
concatenate average pooling layer, dense layer, input lay-
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ers, three Conv1D layers, ReLLU activation function, merged
layer, and output layer are used. In hybrid VRNN-GRU, no.
of epochs is taken to be 20 while the batch size is set as 256.
Moreover, merged layers, GRU layers, and input layers are
used. In hybrid GRU-FCN, kernel size 2, no. of epochs are
taken to be 20 while the batch size is set as 256. Moreover,
three convolutional layers, GRU layer, average pooling layer,
and the ReLU activation function are used.

IX. CONCLUSION
In this paper, two hybrid deep models, FCN-VRNN and
GRU-FCN, are proposed for the prediction of high-utilizers.
Before passing the data to the proposed models, we perform
different pre-processing steps like converting string columns
into numeric using a label encoder and setting a threshold
by IQR for predicting high-utilizers. In FCN-VRNN, FCN is
used as a feature extractor and VRNN is used for prediction.
While in GRU-FCN, GRU is used as a feature extractor
and the data is passed to FCN, which extracts the features
for prediction. Moreover, simulations are performed and the
results show that the proposed models outperform the base-
line models in terms of MSE, RMSE, MAE, MAPE, and R?.
Proposed hybrid system model 1 FCN-VRNN achieves
MSE of 0.4%, RMSE of 7%, MAPE of 29.8%, MAE of
3%, R? of 99.4% and execution time is 211.2 seconds. The
diference between the actal and predicted values is minimum.
However, due to the integration of two models, execution time
is large. Proposed hybrid system model 2 GRU-FCN achieves
MSE of 0.4%, RMSE of 6.5%, MAPE of 23.55%, MAE of
2.5%, R of 99.5% and execution time is 393.8. Similarly,
the prediction is closer to the actual prediction and execution
time is large due to hybridization of two models.
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