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ABSTRACT Legal judgment prediction (LJP) automatically predicts the judgment results of a legal case
based on its fact description, which has excellent prospects in judicial assistance systems and consultation
services for the public. Most previous studies either focused on enhancing LJP’s performance while ignoring
the issue of confusing charges and law articles, or only used law articles to improve the judgment of confusing
verdicts, resulting in the limited model performance. This paper introduces legal charge knowledge as a
type of knowledge to enhance the representation of fact descriptions and incorporates it into deep neural
networks. We then propose a Knowledge-enriched Multi-Cross Attention Network (KEMCAN) to improve
LJP’s performance, and resolve legal cases involving confusing charges and law articles. Specifically,
a cross-attention mechanism is proposed to model the relationship between legal charge knowledge and fact
description in a unified model. The experimental results demonstrate that our model outperforms the state-
of-the-art methods on two real-world datasets, achieving an average improvement of 3.95% in macro-F1 for
charge prediction and 1.98% for law article prediction.

INDEX TERMS Legal judgment prediction, legal charge knowledge, multi-cross attention, confusing
charges and law articles.

I. INTRODUCTION
Legal judgment prediction (LJP) automatically predicts the
judgment results of a legal case based on its fact description
by utilizing machine learning techniques. The development
of LJP aims at helping legal professionals improving work
efficiency, also guiding people unfamiliar with the legal pro-
cess and jargon. A comprehensive LJP typically encompasses
several sub-tasks, including charge prediction, law article
prediction, prison sentence prediction, and court view gen-
eration [1], [2], [3], [4], [5], [6]. In detail, charge prediction
and law article prediction stand out as the most pivotal tasks
within LJP, as they lay the foundation for subsequent prison
sentence prediction and court view generation. Thus, this
study focuses on these two critical aspects of LJP.

Figure 1 presents two legal cases, each legal case has a fact
description, and the corresponding charge and law article.
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A legal charge is a formal accusation of criminal activity,
whereas a legal article is a legal rule in a legal document.
LJP aims to predict these charges and law articles based on
the given fact description. The tasks of charge prediction and
law article prediction are formalized as text classification
problems and studied since [7]. Early research involved the
application of mathematical models to predict judgment out-
comes [8], [9], [10], [11]. However, the emergence of deep
learning within the domain of natural language processing
has prompted researchers to employ deep neural networks
to tackle LJP problems [12]. Notably, studies indicate that
deep learning neural networks significantly enhance the pre-
cision of LJP in comparison to conventional machine learning
approaches [1], [12], [13].

One of the challenges for LJP is predicting the charges and
legal articles for legal cases that have similar fact descriptions
but different charges and legal articles, which are referred to
as confusing legal cases [1], [14]. These cases typically have
a high error rate due to the similarity in fact descriptions,
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FIGURE 1. Two similar legal cases and their respective fact descriptions, law articles, and charges are presented. The text in red is important
points in a fact description that decide the judgment outcomes.

making it difficult to obtain accurate prediction results.
For instance, Figure 1 presents two cases with similar fact
descriptions, but with subtle differences in whether violence
and coercion were used in the crime. It can be observed from
the fact description of Case 1 that the defendant used a knife
to slash the victim’s head after the robbery failed. Therefore,
the defendant is involved in the crime of robbery. The key to
solving this problem is capturing the small but significant text
in the fact description to determine the relevant charges and
legal articles for the case. There are few attempts to solve this
problem. Hu et al. proposed a multi-task learning model that
considers ten distinct legal attributes (e.g., violence, death)
for each charge [1]. The model can predict both the attributes
and the charges simultaneously. However, this approach is
limited by the requirement for expert-annotated attributes,
which reduces its generalizability to other legal domains.
Xu et al. developed a graph neural network capable of extract-
ing the differences among similar law articles and mining the
similarities between fact descriptions and law articles [14].
However, this approach heavily relies on legal articles to
distinguish confusing charges, which limits its scope of appli-
cation. Differentiating between misleading law articles with
highly similar representations can be challenging. Li et al.

proposed an approach to enhance the prediction of legal
articles and prison terms by incorporating defendant per-
sona and law articles as knowledge in case-specific semantic
representations [15]. Nevertheless, the effectiveness of this
approach in resolving confusing charges is limited due to the
inherent limitations of defendant persona in understanding
fact descriptions of behavior.

This study proposes the integration of legal charge knowl-
edge into the LJP model to enhance its predictive capabilities
for cases with confusing charges and law articles. The legal
charge knowledge provides a comprehensive understanding
of legal charges, including their definitions, subjective and
objective elements of crime, subjects and objects of crime,
and legal basis, which can be used to enhance the rep-
resentation of fact descriptions. For example, in cases of
confusing charges between the crime of robbery and the crime
of forcible seizure, the LJP model can utilize the legal charge
knowledge to capture the subtle differences between them,
such as the requirement of violence or coercion in the crime
of robbery. By incorporating this knowledge, the LJP model
can achieve heightened accuracy in predicting charges and
pertinent legal articles, thereby enhancing its overall predic-
tive performance.
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In the paper, we introduce a novel approach called
Knowledge-enriched Multi-Cross Attention Network (KEM-
CAN), aimed at improving the accuracy of predicting legal
judgments. First, KEMCAN utilizes a cross-attention mech-
anism to integrate the fact description and legal charge knowl-
edge. This enables the model to leverage domain-specific
prior knowledge, thereby enhancing its comprehension of
legal texts. Second, the model aligns sentences within the
fact description and legal charge knowledge, identifying the
utmost pertinent knowledge for each sentence. Subsequently,
this relevant knowledge is integrated into the sentence’s rep-
resentation, thereby amplifying comprehension.

This study was carried out on Chinese criminal law and the
main contributions of this paper are presented as follows:
• We introduce the use of legal charge knowledge to
enhance the comprehension of legal text. By incorpo-
rating knowledge about legal charges, including their
definition, subjective and objective elements, and legal
basis, the proposed methods improve the representa-
tion of fact descriptions and enable better differentiation
between confusing charges and legal articles.

• We propose a novel approach called KEMCAN, which
utilizes a cross-attention mechanism to integrate the fact
description and legal charge knowledge. This enables
the model to leverage domain-specific prior knowledge,
thereby enhancing its comprehension of legal texts.

• We conduct extensive experiments on two real-world
datasets to evaluate KEMCAN, and compare the results
with other state-of-the-art methods.

The subsequent sections of this paper are structured as
follows: Section II provides an overview of related work
on legal judgment prediction and attention mechanisms.
In Section III, we introduce a knowledge-enriched multi-
cross attention network. Section IV outlines the experimental
dataset, evaluation metrics, baseline methods, and experi-
mental setting. Next, Section V presents the experimental
results and provides a discussion. In Section VI, we present
the conclusion and discuss future work. Lastly, Section VII
discusses the limitations of this research.

II. RELATED WORK
Legal judgment prediction (LJP) has been studied for decades
and has achieved a lot of progress. Early approaches used
conventional machine learning with limited success [8], [9],
[10], [11], and deep learning methods have achieved state-of-
the-art results in recent years [1], [12].

A. CONVENTIONAL MACHINE LEARNING METHODS
Earlier studies mainly focused on the application of mathe-
matical and statistical methodologies to analyze legal tasks
[8], [9], [10], [11]. However, these studies were constrained
by a scarcity of datasets and limited labels.

Subsequent advancements in machine learning have moti-
vated researchers to apply machine learning techniques in the
field of LJP. For instance, Liu et al. introduced a case-based
reasoning (CBR) system that classified cases into 12 charges

using a blend of pre-defined crime rules and the k-nearest
neighbor algorithm (KNN) [16]. To distinguish between sim-
ilar cases more effectively, Lin et al. focused on robbery and
intimidation criminal-related cases [7]. They used Liblinear
and Logistic model tree to predict the charges and sentences
of the cases, using a set of 21 legal factor labels for feature
engineering. Katz et al. proposed a time-evolving random
forest classifier to predict the justice vote (Affirm, Reverse,
Other) and case outcomes of the Supreme Court of the United
States by a self-developed feature engineering [17]. Similarly,
Sulea et al. extracted word unigrams and word bigrams from
fact description, and used an ensemble system with multiple
SVM classifiers to predict the case’s legal area and ruling
[18].Medvedeva et al. constructed features using n-grams and
TF-IDF and employed SVM as a classifier to predict whether
a case involved violations or non-violations [19].

B. DEEP LEARNING BASED METHODS
Recently, there has been an increase in the interest among
researchers in applying neural networks to solve LJP tasks.
The deep learning approaches can be divided into single-task
learning and multi-task learning, depending on whether the
approach simultaneously solves one or many tasks.

1) SINGLE TASK LEARNING
Luo et al. introduced a hierarchical attention-based network
that aims to enhance charge prediction performance by jointly
learning the relationship between fact descriptions and rel-
evant legal articles [12]. To distinguish confusing charges
and few-shot charges based on fact description, Hu et al.
proposed a multi-task learning network to learn the tasks
of attributes and charges simultaneously, by introducing ten
representative attributes of charges (i.e., violence, death) [1].
Le et al. devised a self-attentive capsule network to capture
the representation of fact descriptions and introduced the
focal loss to alleviate the problem of imbalanced charges [2],
[20]. Li et al. proposed a law article de-duplication attention
neural network for charge prediction by incorporating fact
description and relevant legal articles [21].

2) MULTI-TASK LEARNING
Multi-task learning in LJP is the joint modeling of tasks such
as charge prediction and law article prediction. Zhong et al.
simulated the decision-making rationale of human judges,
capturing interdependencies between tasks encompassing
law articles, charges, and penalty terms [22]. To this end,
they introduced a multi-task learning framework aimed at
simultaneously predicting law articles, charges, and penalty
terms. Similarly, Yang et al. also addressed the interrelation-
ships between law article, charge, and penalty terms in LJP.
They proposed a multi-perspective bi-feedback multi-task
learning framework (MPBFN for short) for LJP [23]. Wang
et al. modeled charge prediction and law article prediction
as a tree-shape hierarchical structure with the parent label
of charges and children label of law articles, and proposed
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a hierarchical matching network by fusing the hierarchical
structure and semantics of labels [24]. Li et al. proposed an
approach to enhance the prediction of legal articles and prison
terms by incorporating defendant persona and law articles
as knowledge in case-specific semantic representations [15].
This method employed BiGRU-based sequence encoders
to generate attention vectors for the facts-channel, articles-
channel, and personas-channel, and then used a dynamic
mechanism to fuse information from each channel. Xu et al.
proposed a legal article distillation-based attention network
by mining similarities between fact descriptions and legal
articles, to solve the problem of confusing charges and law
articles [14]. Considering the fact description has different
impacts on LJP subtasks (i.e., charge prediction, law article
prediction, and term of penalty prediction.), Yue et al. pre-
sented a circumstance-aware framework, utilizing the outputs
of inter-mediate subtasks to separate the fact description
[13]. In addition, they employed a label-embedding method
to incorporate the semantics of charge labels and law arti-
cle labels into fact descriptions to generate more expressive
fact representations for clarifying confusing charges and law
articles. Yang et al. proposed a multi-task legal judgment pre-
diction framework, MVE-FLK, which utilizes a multi-view
encoder to fuse legal keywords and jointly model multiple
subtasks in legal judgment prediction [25]. Zhang et al.
proposed a supervised contrastive learning framework for
legal judgment prediction (LJP) to improve the accuracy of
predicting judgment results in legal cases [26].
In spite of the advancements achieved by prior methods,

they have ignored the valuable legal charge knowledge that
is inherent to LJP. To fill this gap, we leverage legal charge
knowledge obtained from online resources and propose a
multi-cross attention mechanism to improve the performance
of LJP.

C. ATTENTION MECHANISMS
Attention mechanisms have gained widespread adoption
across various NLP tasks, including machine translation, text
classification, and text summarization.

Vaswani et al. proposed the Transformer model, which
utilizes self-attention mechanisms to capture long-range
dependencies in text [27]. Devlin et al. developed BERT,
a pre-trained language model that leverages self-attention
mechanisms to achieve state-of-the-art performance on vari-
ous NLP tasks [28]. Besides, Chen et al. used a dual attention
mechanism to integrates representations of short texts with
prior knowledge from external sources to improve classi-
fication accuracy [29]. Ying et al. utilized a multi-modal
cross-attention network to jointly model the inter-modality
and intra-modality relationships of image regions and text
fragments, a multi-level encoding network to model and
jointly learn the abundant multi-level semantics of the multi-
modal content, and a fake news classification network to
classify each post on social multimedia as fake or real news
[30]. Luong et al. explored two effective approaches, global

and local attention, for improving neural machine translation
(NMT) by selectively focusing on parts of the source sentence
during translation [31].

In legal domain, Hu et al. proposed a multi-task learn-
ing model for charge prediction that employs an attribute-
based attention mechanism to jointly learn attribute-free and
attribute-aware fact representations [1]. Li et al. presented a
multichannel attentive network for LJP. The proposed frame-
work, MANN, utilizes BiGRU-based sequence encoders to
generate attention vectors for facts-channel, articles-channel,
and personas-channel. Moreover, MANN incorporates a
dynamic mechanism to generate context attention vectors,
which are guided by other channels [15]. Li et al. used a
hierarchical Bi-GRU encoder with word collocation attention
mechanism to generate fact embeddings and introduced a
difference aggregationmechanism among similar law articles
for extracting effective distinguishable features [21]. LADAN
employs a graph neural network and a attentionmechanism to
distinguish confusing law articles and extract discriminative
features from fact descriptions [14]. The attention mecha-
nism is utilized to extract distinguishable features from fact
descriptions by attentively exploring the differences among
similar law articles.

This paper introduces an attention mechanism that mod-
els the relationship between legal charge knowledge and
fact description within a unified framework. This mecha-
nism enhances the model’s ability to capture the alignment
between the fact descriptions and the legal charge knowledge,
identify the utmost pertinent knowledge for each sentence,
and integrate this relevant knowledge into he sentence’s rep-
resentation.

III. METHODOLOGY
We present a novel approach, the Knowledge-enrichedMulti-
Cross Attention Network (KEMCAN) for LJP. KEMCAN
takes a fact description as input and assumes there is only one
relevant law article and legal charge as output [22]. The archi-
tecture of KEMCAN is depicted in Figure 2 and comprises
four modules: the Fact Representing, Knowledge
Representing, Multi-Cross Attention, and
Output Layer. The Fact Representing module
extracts sentence vectors from the fact description. The
Knowledge Representing module takes the legal
charge knowledge as input, and obtains the knowl-
edge representation through sentence embedding. Next,
the Multi-Cross Attention module employs a
cross-attention mechanism to merge the fact representation
and the knowledge representation. These representations are
then fed into a fully connected layer. Finally, the Output
Layer predicts the charge and law article simultaneously.
The details of different components are described in the
following sections.

A. LEGAL CHARGE KNOWLEDGE CONSTRUCTION
In this subsection, we introduce legal charge knowledge to
LJP. The intuition of the approach is that a judge determines
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FIGURE 2. The overall framework of the proposed KEMCAN: (i) It takes the fact description of a legal case and the constructed legal charge
knowledge as inputs. (ii) The fact description is processed by the ‘‘FACT DESCRIPTION REPRESENTATION’’ module to generate sentence embeddings,
whereas the legal charge knowledge is processed by the ‘‘KNOWLEDGE REPRESENTATION’’ module to obtain knowledge embeddings. (iii) The
multi-cross attention layer, depicted by the gray box, is employed to fuse the sentence embeddings and knowledge embeddings, and learn the
alignment between sentences and knowledge. (iv) These features are then passed through a fully connected layer to calculate the probabilities of
charges and law articles respectively.

FIGURE 3. The legal charge knowledge composes of knowledge units. Each knowledge unit is described as a six-tuple that
consists of the definition, subjective elements of crime, subject of crime, objective elements of crime, object of crime, and
legal basis.

whether a party is guilty of a specific charge and has violated a
legal article, based on the information about the legal charge.
Legal charge knowledge is defined as a six-tuple, consisting
of definition, subjective elements of the crime, subject of the
crime, objective elements of the crime, object of the crime,
and legal basis. The detailed explanation is shown in Table 1.
Notably, a legal basis has the capacity to encompass several
interconnected law articles, with each individual law article
being linked to multiple knowledge units.

We manually collected legal charge knowledge for
129 knowledge units from an online Chinese law repos-
itory.1 Specifically, we utilized a web crawler to extract
texts that explain the details of legal charge knowledge,
and then applied regular expressions to extract the six-tuple
elements corresponding to the charges, with a maximum

1https://china.findlaw.cn/zuiming/12_729.html

of 64 tokens for each element. Two examples of knowl-
edge unit for the Crime of Robbery and Crime of Theft
are shown in Figure 3. The proposed model captures com-
prehensive features in legal charge knowledge that enable
the distinction of similar charges, such as the crime of rob-
bery and the crime of theft. For instance, the KEMCAN
considers factors such as the presence of violence or other
criminal means during the crime, and the direct or illegal
occupation of public or private property, etc. Therefore, incor-
porating knowledge units enhances the model’s predictive
performance.

B. PROBLEM FORMULATION
Each legal case is comprised of a fact description and the cor-
responding judgment outcome, including the legal charge and
law article. The LJP system aims to predict both the charge
and law article associated with each case. Following [22],
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TABLE 1. The descriptions of elements in legal knowledge architecture.

FIGURE 4. The structure of Sentence Embedding. The input to the
Sentence Embedding is a sentence, denoted as S = (x1, x2, · · · , xn),
which is initialized with word embeddings. (i) The word embedding
vectors are then fed into a Bi-GRU to generate hidden representations,
denoted as h = (h1, h2, · · · , hn). Refer to Eq. (2), Eq. (3). (ii) The hidden
representations h from the sequence are passed through a dense layer to
generate attention weights, denoted as α = (α1, α2, · · · , αn). Refer to
Eq. (4), Eq. (5). (iii) The vector r is computed as the weighted average of h,
with weights determined by α. Refer to Eq. (6).

we assume that each case has only one relevant law article
and charge.

Formally, we represent a set of N legal cases as T =
(Fi, ychargei , yarticlei )

N
i=1, where Fi is the fact descrip-

tion for case i, ychargei is the legal charge for case i, and
yarticlei is the law article for legal case i. During train-
ing, the modelM({Fi,G}Ni=1) learns to predict the judgment
results, specifically the predicted charges ŷchargei and law
articles ŷarticlei .

In other words, we have the following mapping:

M({F,G})⇒ (ŷcharge, ŷarticle) (1)

For example, as shown in Case 1 of Figure 1, theM model
predicts the charge as Crime of Robbery and the law article
as Article 263.

C. FACT DESCRIPTION REPRESENTATION
The Fact Description Representation module
employs Sentence Embedding to convert each sentence of
the fact description into corresponding sentence vectors. As
depicted in Figure 4, this module specifically uses a Bidirec-
tional Gated Recurrent Unit (Bi-GRU) to extract contextual
information for each sentence. A Bi-GRU consists of a for-
ward GRU, denoted as

−→
f , which reads the sentence Si from

xi1 to xin, and a backward GRU, denoted as
←−
f , which reads

in the reverse direction, from xin to xi1.
−→
hit =

−→
f (xit), t ∈ [1, n], (2)

←−
hit =

←−
f (xit), t ∈ [n, 1]. (3)

The two output hidden states
−→
hit and

←−
hit are concatenated

hit = [
−→
hit,
←−
hit] subsequently.

Considering that not all words are equally important in
a sentence and contribute equally to the sentence vector,
the attention mechanism is introduced in this subsection to
aggregate weights to the sentence embedding, as follows [32].

uit = tanh(Wt · hit + bit) (4)

αit =
exp(uit)∑
t exp(uit)

(5)

ri =
∑
t

αit · hit (6)

The vector hit is passed through a dense layer to derive
a hidden representation uit, where Wt and bt represent the
weight matrix and bias, respectively. Then a normalized
importance weight αit is obtained using a softmax function,
which measures the significance of the word. After that, the
sentence vector ri is computed as the weighted sum of the
bidirectional GRU hidden states.

D. KNOWLEDGE REPRESENTATION
The Knowledge Representation module encodes
legal charge knowledge as vectors. Formally, a legal charge
knowledge G = (G1,G2, · · · ,Gl) consisting of l knowledge
units, and each knowledge unit Gi = (E1,E2 · · · ,Ek ), where
k = 6 in this paper. Each element Ei is represented as
Ei = (xi1, xi2 · · · , xim), where xij denotes the jth word in
element Ei.

Each element in legal charge knowledge is then encoded
as a vector using the same sentence embedding applied
in the Fact Description Representation mod-
ule. Then, the same attention mechanism is employed to
assign different weights to the hidden output states, gener-
ating the sentence vector V = {v1, v2, · · · , vk}. Refer to
equation (4)–(6).

E. MULTI-CROSS ATTENTION LAYER
While the Fact Description Representation module and
Knowledge Representation module have vectorized the fact
description and legal charge knowledge respectively, they do
not explore the relationship between elements in legal charge
knowledge and sentences in the fact description.
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Although the Fact Description Represent-
ation module and Knowledge Representation
module have vectorized the fact description and the legal
charge knowledge respectively, the relationship between
elements in legal charge knowledge and the sentence in
fact description is not explored. This section introduces a
unified model that utilizes our proposed multi-cross attention
mechanism to model both legal charge knowledge G and fact
description F .

Specifically, each knowledge unit Gi and the fact descrip-
tion F = (S1,S2, · · · ,ST ) are fed into a cross-attention
mechanism (Abbreviated as CoAtt) to compute the attention
weight. Subsequently, a max pool layer is utilized to get the
most relevant features.

CoAtt(G,F) = [CoAtt(G1,F), · · · ,CoAtt(Gi,F),

· · · ,CoAtt(Gl,F)] (7)

O = MaxPool(CoAtt(G,F)) (8)

1) CROSS-ATTENTION MECHANISM
The cross-attention mechanism takes a fact description F
and a knowledge unit Gi as the input, where the fact
description and knowledge unit are represented by the
Fact Description Representation module and
Knowledge Representation module respectively,
to obtain the sentence vectors of the fact description R =

{r1, r2, · · · , rn} and the element vectors of knowledge unit
V = {v1, v2, · · · , vk}. Then R and V are passed into a inner
product attention to calculate the similarity.

ωij = f (ri, vj), i ∈ [1, n], j ∈ [1, k] (9)

βij =
exp(ωij)∑n
i=1 exp(ωij)

(10)

Here, the scoring function f (·) is the inner product function.
βij represents the weight of attention from the element Ej in
the knowledge unit to the sentence Si in the fact description.
We applied the scaled dot-product attention mechanism

to measure the relative importance of each element to the
knowledge unit as follows [27]:

ρ = softmax
(V ·W1)(V ·W2)T

√
db

(11)

Here ρ denotes the attention weight of the knowledge
unit Gi. The weight matrices W1 ∈ Rd×db and W2 ∈ Rd×db

are randomly initialized and updated during training.
After that, β and ρ are combined by the inner product f (·)

to obtain the final attention weight γ .

γ = f (β, ρ) (12)

The final representation q is computed as the inner product
between the sentence representation ri in the fact description
and the final attention weight γ .

q = softmax(f (γ , ri)) (13)

F. OUTPUT LAYER
The final representation O is fed through a linear layer with
a ReLU activation function, yielding the fully feed-forward
representations OFC. Subsequently, the obtained represen-
tations OFC are passed through another linear layer with
a softmax activation function, enabling the calculation of
predicted probabilities for both charges and law articles.

ŷcharge = softmax(WcOFC + bc), (14)

ŷarticle = softmax(WaOFC + ba). (15)

Wc, bc, Wa and ba are the trainable parameters. Taking
the loss sum of all sub-tasks obtained by cross-entropy loss
functions as the overall prediction loss:

L = Lcharge + Larticle (16)

IV. EXPERIMENTS
A. DATASET
The experiments were conducted with publicly available
datasets from the Chinese AI and Law challenge (CAIL2018)
[33]. CAIL20182 is a large-scale Chinese legal dataset
for criminal judgment prediction, consisting of the CAIL-
SMALL dataset and CAIL-BIG dataset. CAIL-SMALL and
CAIL-BIG are the exercise stage dataset and the first stage
dataset in CAIL2018, respectively. Each legal case within the
dataset consists of a fact description and judgment results,
including the charge, law article, and term of penalty. For a
fair comparison with existing state-of-the-art methods [13],
[14], the data preprocessing pipeline applied is consistent
with the earlier works.

Table 2 presents the statistical analysis of the two datasets
after preprocessing. Furthermore, the distribution of charge
labels and law article labels is visualized in Figure 5 and
Figure 6, respectively. The figures demonstrate that the dis-
tribution of charge labels and law article labels are highly
imbalanced.

TABLE 2. Statistics of the legal document dataset.

FIGURE 5. The distribution of charge labels in CAIL-BIG dataset.

2http://wenshu.court.gov.cn/
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FIGURE 6. The distribution of law articles labels in CAIL-BIG dataset.

B. METRICS
The Charge prediction and law article prediction are imbal-
anced multi-class classification tasks. Therefore, we utilized
accuracy (Acc), macro-precision (MP), macro-recall (MR),
and macro-F1 (MF) to evaluate our proposed model.

C. BASELINE METHODS
In this subsection, two types of representative baselines were
applied to measure the performance of LJP model. The
KEMCAN method was compared with conventional text
classification methods before, and with several state-of-the-
art LJP based methods consequently.
• SVM+word2vec is a text classification method that uti-
lizesWord2Vec to represent word features, and SVM for
classification [34], [35],

• LSTM-MTL employs a two-layer LSTM with a
max-pooling operation to encode fact descriptions, and
a softmax as a classifier [36].

• HAN is a strong baseline for text classification
which uses two levels of attention mechanisms at the
word-level and sentence-level representations [37].

• FLA is an attention-based neural network that models
the interplay between fact descriptions and the relevant
laws [12].

• TOPJUDGE is a topological multi-task learning model
that captures subtask relationships in LJP [22].

• Few-Shot is an attribute-aware model that leverages
charge attributes to improve the fact representation in
order to relieve the difficulty of confusing charges [1].

• LADAN is an attention-based model that uses a graph
distillation operator to distinguish confusing verdicts
with the learning of legal articles [14].

• NeurJudge employs a label embedding technique to
incorporate the semantics of labels into fact descriptions
to distinguish confusing verdicts problems [13].

• BERT is used to produce contextualized word embed-
dings [28]. It has demonstrated superior performance
on various natural language processing (NLP) tasks.
Given that our experiments involve Chinese datasets,
we adopted the Chinese BERT model trained by as our
baseline method [38].

• BERT-Crime is a variant of BERT that has been
pre-trained using crime data [39].

D. EXPERIMENTAL SETUP
The fact description was segmented into sentences using
symbols, with a maximum of 16 sentences. Each sentence

was tokenized using THULAC [40], with a maximum of
64 tokens per sentence. The legal charge knowledge was
tokenized using THULAC, with a maximum of 64 tokens per
element. The training dataset was randomly split into 90% for
training and 10% for validation. Our proposed models were
implemented using TensorFlow3 and trained on NVIDIA
3090 GPU.

A word embedding model with a dimension of 200 was
pre-trained from the CAIL-SMALL/BIG training dataset
using the Word2Vec algorithm [34]. The Bi-GRU models in
the Fact Description Representation and Knowledge Repre-
sentation modules had hidden units of size 200. The Adam
optimizer was used for training [41], with a batch size of
128 and a learning rate of 10−3. For methods based on BERT,
we employed a pre-trained Chinese BERT model developed
by Cui et al. [38], and configured it to allow a maximum of
16 sentences, and each sentence was limited to 128 tokens.
During the experiments, we repeated the model runs five
times for each dataset and calculated the average values of
the model results. The model was trained for 30 epochs, and
the latest model was evaluated on the validation set at each
epoch. Themodel with the highest accuracy was saved during
training.

V. RESULT AND ANALYSIS
In this section, we reported the main experimental results of
both the baseline models and the proposed method for charge
prediction and law article prediction. We subsequently con-
ducted a more detailed analysis of the models’ performance
by investigating the charges and law article labels in long-
tailed learning. Finally, we evaluated the performance of each
module, namely the Knowledge Representation
module, Multi-Cross Attention Layer and differ-
ent loss functions.

A. MAIN EXPERIMENTAL PERFORMANCE
1) PERFORMANCE ON CHARGE PREDICTION
Table 3 shows the charge prediction results of both baseline
approaches and the proposed approach onCAIL-SMALL and
CAIL-BIG datasets. The first three rows after the heading
show the results of conventional text classification methods.
The five subsequent rows show the results of the state-of-
the-art LJP-based methods, while the result of the proposed
KEMCAN method is presented in the last row.
KEMCAN significantly outperforms all baseline approaches,

achieving 1.4% and 6.5% higher MF on the CAIL-
SMALL and CAIL-BIG datasets, respectively, compared
to the state-of-the-art NeurJudge. In particular, the
following conclusions may be drawn from the find-
ings: (1) All deep learning-based models perform better
than SVM+word2vec. One probable explanation is that
SVM+word2vec approach fails to capture the intricate inter-
actions between fact descriptions and labels. (2) Traditional
deep learning text classificationmethods such asLSTM-MTL,

3www.tensorflow.org
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TABLE 3. Charge prediction results on both CAIL-SMALL dataset and CAIL-BIG dataset, where the best result for each metric is highlighted in bold.

TABLE 4. Law articles prediction results on both CAIL-SMALL dataset and CAIL-BIG dataset, where the best result for each metric is highlighted in bold.

HAN yield promising results. However, most LJP-basedmeth-
ods perform better, indicating certain limitations of traditional
text classification methods in addressing LJP tasks. (3) Both
Few-Shot and KEMCAN introduced legal charge knowl-
edge to model the relationship between fact description and
charges. However, The results of KEMCAN are better than
Few-Shot, suggesting that KEMCAN better models the
proposed relationship between fact description and knowl-
edge. (4) In comparison to FLA and LADAN, which utilize
legal articles as auxiliary knowledge, KEMCAN achieves bet-
ter performance, using legal charge knowledge as auxiliary
knowledge. This can be attributed to its superior modeling
of the relationship between fact description and legal charge
knowledge. (5) On the CAIL-BIG dataset, the MF of the
evaluated methods is lower compared to the CAIL-SMALL
dataset, while the accuracy is higher. This discrepancy can be
attributed to the imbalanced classes in the CAIL-BIG dataset.

2) PERFORMANCE ON LAW ARTICLE PREDICTION
Table 4 presents the law article prediction results obtained
using various models on two datasets. The proposed KEMCAN
model consistently outperforms all other methods on both
datasets. In comparison to the state-of-the-art NeurJudge,
KEMCAN achieves higher MF in law article prediction, with
improvements of 0.74% and 3.22% on the CAIL-SMALL
and CAIL-BIG datasets, respectively.

The following conclusions can be drawn from the Table 4:
(1) The performance of NeurJudge and KEMCAN on the
CAIL-SMALL dataset is comparable, but KEMCAN yields
superior results on the CAIL-BIG dataset. This indicates that
our method, which incorporates legal charge knowledge and
designs an attention fusion mechanism, has proven effective.

(2) FLA, LADAN, and KEMCAN all incorporate knowl-
edge from legal domains to enhance legal fact description
representation. However, KEMCAN achieves better results,
attributed to its superior modeling of the relationship between
fact description and legal charge knowledge. FLA, a two-
stage approach, filters out a significant portion of irrelevant
law articles, leading to error propagation and thus, infe-
rior performance. By introducing legal charge knowledge
as auxiliary information, KEMCAN unifies the modeling of
fact descriptions and legal charge knowledge, resulting in
improved performance over FLA. (3) FLA, LADAN, and
KEMCAN outperform TOPJUDGE in law article prediction.
This suggests that incorporating legal knowledge into the
deep learning model is more beneficial for law article pre-
diction than merely mining the associations between labels.
(4) Similar to charge prediction results, the MF of the eval-
uated methods on the CAIL-BIG dataset was lower than
that on the CAIL-SMALL dataset for law article prediction.
However, accuracywas higher on the CAIL-BIG dataset. This
could be due to the more imbalanced law article labels on the
CAIL-BIG dataset, resulting in poorer prediction results for
many difficult labels.

B. PERFORMANCE ON BERT-BASED METHODS
To further validate the effectiveness of our BERT-based
model, we conducted a comparative experiment against alter-
native models. Due to the large size of the CAIL-BIG dataset
and the time-intensive training process, we conducted the
experiment using the CAIL-SMALL dataset. The experimen-
tal results are shown in Table 5. Importantly, the BERT-based
model outperformed the Word2Vec+GRU model, demon-
strating the superior effectiveness of pre-trained models.
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TABLE 5. Charge prediction and law articles prediction results on
CAIL-SMALL dataset (BERT-based Methods).

Although BERT model showed promising performance in
LJP tasks, our proposed BERT-KEMCAN model outperforms
its performance, validating the effectiveness of our proposed
model.

FIGURE 7. (a) The figure splits the charges/law articles to 4 groups
depending on the frequency of the label available in CAIL-BIG test
dataset. (b) and (c) compare the Macro-F1 performance of different
models in different frequency groups.

C. EFFECTS IN LONG-TAILED SCENARIOS
As shown in Figure 7(b) and Figure 7(c), the performance
gap between NeurJudge and KEMCAN increases from the
high-frequency group to the low-frequency group. The MFs
of KEMCAN are 18.26% and 8.23% higher in charge pre-
diction and law article prediction respectively when com-
pared with the NeurJudge. In addition, compared with the
Few-Shot that focuses on low-frequency charges task, the
MFs of KEMCAN are 23.90% and 12.11% higher on charge
prediction and law article prediction respectively. In conclu-
sion, the results show that the KEMCAN performs better than
NeurJudge and Few-Shot on the long-tailed problem.

This also suggests that our model demonstrates superior per-
formance in handling hard samples.

TABLE 6. Comparison of the variants on CAIL-SMALL dataset.

D. ABLATION STUDY
We conducted two ablation experiments to evaluate the
contribution of Knowledge Representation module and
Multi-Cross Attention Layer, aiming to demonstrate the sig-
nificance of these modules within KEMCAN.

(1) KEMCAN w/o Knowledge & MCA: In this vari-
ant, the Knowledge Representation module and Multi-Cross
Attention Layer are removed from KEMCAN.

(2) KEMCAN w/o MCA: In this variant, only the Multi-
Cross Attention Layer is removed from KEMCAN. The out-
put from the Knowledge Representation module is passed
through max pooling and then combined with the output
of the Fact Description Representation to obtain the final
representation.

Table 6 presents the experiment results. When the Knowl-
edge Representation module and the Multi-Cross Attention
Layer are removed from KEMCAN, this alteration signifi-
cantly degrades performance. In comparison to KEMCAN, the
MF drops by 9.35% and 8.34% for charge prediction and
law article prediction tasks, respectively. Conversely, when
only the Multi-Cross Attention Layer is removed, the MF
decreases by 5.92% for charge prediction and 4.07% for law
article prediction in comparison to KEMCAN. This highlights
the crucial roles of legal charge knowledge and the Multi-
Cross Attention Layer within the KEMCAN framework.

TABLE 7. Comparison of variant loss function on CAIL-SMALL dataset.

E. LOSS FUNCTION
Considering the task contains an extremely imbalanced label
(charges and law articles) set, we exploited the balancing
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loss functions for LJP and investigated the impacts of Cross-
entropy(CE), Focal Loss (FL), Dice Loss (DL) on KEMCAN
[20], [42]. The FL and DL are calculated as:

Focal Loss = −
C∑
j

(1− pγ
j )log(pj) (17)

Dice Loss =
C∑
j

(1−
2(1− pj)αpjyj + γ

(1− pj)αpj + yj + γ
) (18)

The performances of KEMCAN with different loss func-
tions based on CAIL-SMALL datasets are shown in Table 7.
We can find that KEMCAN+FL outperforms KEMCAN+CE by
1.09% in term of MP, and almost achieves similar results
on MR. One possible reason is that the focal loss function
focused on learning hard examples, and alleviated the diffi-
cult sample problem in the CAIL-SMALL dataset. We guess
KEMCAN+DL does not converge at fixed epochs may be
caused by that DL aims at optimizing MF. With the extreme
low-frequency label distribution of CAIL-SMALL, it is easy
for the model to focus on these labels with low-frequency,
resulting in the slow convergence of KEMCAN+DL.

VI. CONCLUSION AND FUTURE WORK
In this paper, we introduce legal charge knowledge as a kind
of knowledge to enhance the representation of fact descrip-
tion, and proposed a Knowledge-enrichedMulti-Cross Atten-
tion Network (KEMCAN) to improve the performance of
legal judgment prediction and solve legal cases involving
confusing charges and law articles. Specifically, a cross-
attention mechanism is proposed to model the relationship
between legal charge knowledge and fact description in a
unified model. By incorporating legal charge knowledge,
the model can better capture the nuances and complexities
of legal cases, leading to improved performance in charge
prediction and law article prediction tasks. The experiments
conducted on the CAIL-SMALL and CAIL-BIG datasets
demonstrate the superiority of KEMCAN compared to con-
ventional text classification methods and state-of-the-art LJP
models.

In the future, we can explore the following direc-
tions: (1) Advancing knowledge integration techniques by
transitioning from vector-based methods to logic-based
approaches. This involves formalizing legal knowledge into
logical rules and incorporating them through logical rea-
soning for more effective knowledge fusion. (2) Building
on the foundation of logic-based knowledge representation,
future research can explore the application of this approach
in prompt-based learning.

VII. LIMITATIONS
One limitation of the study is that the experimental results
were exclusively conducted on Chinese criminal law datasets
only, raising questions about the generalizability of the pro-
posed KEMCAN model to other legal systems or domains.
Additionally, the study focused solely on charge prediction

and law article prediction, neglecting other crucial tasks
such as prison sentence prediction and court view genera-
tion. Future research should encompass evaluating the per-
formance of KEMCAN across different legal systems and
incorporating additional tasks into the model.
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