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ABSTRACT In recent years, the application of data mining techniques on educational data has grown in
importance. Educational data mining can be used to find hidden patterns in students’ academic conduct and
predict future success by examining previous data. Because more technical tools are being used to enhance
the learning environment, including learning management systems (LMS), the importance of educational
data mining is growing for educational institutions. The purpose of this study is to employ data mining
techniques to analyse pupil behaviour patterns and predict how well they would perform academically.
According to the findings of this study, there is a considerable correlation between student performance
and a number of different factors, such as resource (page) views, activity gaps, grades from the previous
semester, grades from prerequisite courses, and evaluations of first-term tests. Teachers and educators can
use this study to spot students who need extra assistance so they can intervene.

INDEX TERMS Activity logs, data mining, sentiment analysis, machine learning, neural networks, emotion

recognition, access control, LMS.

I. INTRODUCTION
The significance of education data mining is getting progres-
sively more relevant for educational institutions as a result of

TABLE 1. Insight of student dropout rates in different countries vs.

selected student group.

. . . . Country Dropout Rate
the expanding number of software solutions for improving the USA 2528 %
classroom environment, typically referred to as ‘“‘e-learning,” England 10-13 %
“collaborative learning,” or generally the LMS [6], [31]. ;Vgﬁf/z;land }812 ZZ
It is a widely held concept that by analysing educational Japan <15%
data, patterns and reasons for a specific student’s success or Gerr;any 10-13 %

. . - q: . South Korea <15 %
failure can be d?s'covered,‘ aiding management in the process Pakistan, NUST Dropout Rate
of remedial decision-making [26]. MS-IT 30 %

Every student’s performance history is recorded in institu- BS-IT 23 %

tions that have implemented e-learning and campus manage-
ment solutions, typically in a variety of formats. According to
this data analysis, one in four university students do not com-
plete their degrees [23]. Table 1 shows a comparison between

The associate editor coordinating the review of this manuscript and

approving it for publication was Jon Atli Benediktsson

dropout rates of different countries. In a lot of developing
nations, the situation is significantly worse. The same table
displays the dropout rates of the students chosen from two
degree programs at Pakistan’s National University of Science
and Technology (NUST) for this study.
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Many factors such as willingness, parents’ backgrounds,
primary school, confidence, and participation in social
activities, are very important in determining a student’s
behaviour [1], [7], [10]. Only a small amount of research
has been done to identify aspects other than the obvious that
influence a student’s academic achievement. By analysing
the data from the past and current semesters, this study aims
to forecast a student’s performance at any point in their
academic program [2].

Our core contribution can be summarized as follows;

o The study aims to predict student performance at any
stage of an academic program by analyzing data from
previous and current semesters.

« This Research analyses unique student activities such
as resource views, activity gaps, previous semester
grades, grades in prerequisite courses, and evaluation
of first-term exams to establish the correlation of these
activities with student performance.

o Educators can utilize the findings of this research to
identify students who require special attention and
implement appropriate measures.

The existing literature highlights significant opportunities
for improvements within the field of Educational Data
Mining (EDM). However, three key features have yet to
be adequately addressed in the literature. These missing
features represent potential areas for further research and
development. Addressing these gaps could contribute to the
advancement and enrichment of the EDM field. The follow-
ing three features are missing in the literature.

« Previous research is mainly focused on a single course
or two and doesn’t span over a whole degree program in
which a student is enrolled.

« A methodology that can predict a student’s performance
at any stage of the degree program has not been estab-
lished yet.

« Input attributes or features used for modeling the clas-
sifier, mostly have an obvious relationship with the
predicted value, such as using course grades to predict
semester GPA. Opportunity for finding hidden patterns
beyond the obvious is still present.

In the subsequent sections, the design and implementation
of a series of classifiers that tackle the above three aspects of
educational data mining are discussed.

The paper is organized as follows: Section II critically
evaluates published literature. The strengths and weaknesses
of previously presented models are noted, and comparative
studies are discussed. The fundamental structure of Knowl-
edge Discovery in Databases, data collected, data prepara-
tion, cleansing, integration, and attribute retrieval/selection
are discussed in Section III. This section also covers the
methods and technologies that are employed in the data
pre-processing and representation processes. Section IV dis-
cusses Model pattern analysis, how and which data attributes
were chosen for modelling. To choose the model that best
fits our data, many modelling strategies were employed. The
top-performing model Patterns and rules are also provided
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at the end of this section. Section V provides the findings
and results. Section VI brings the process to a close and
concludes the outcome of this research study along with the
future direction.

Il. BACKGROUND AND LITERATURE REVIEW

Finding novel patterns in a huge mass of information is
known as data mining [42]. More recently, the application
of data mining techniques on educational data has gained
notable importance [6]. A systematic literature review is
conducted to explore predictive analysis tools in higher
education, with a specific focus on highlighting the most
pertinent instances of predictors and early warning systems
employed in practical applications [22]. Intriguing trends
regarding the learning process and its results may be found
using the data supplied by E-learning systems [5], known as
Educational Data Mining (EDM). Data mining and machine
learning techniques are used to identify and monitor stu-
dent performance, teacher effectiveness, and other educa-
tional outcomes. By using data to guide decision-making
and pinpoint areas for improvement, education data mining
aims to increase the efficacy and efficiency of education.
Predicting student performance, spotting at-risk kids, and
enhancing course design are some specific applications of
educational data mining. The recognized patterns aid in
decision-making and serve as a foundation for forecasting
future trends [31], [45]. More specifically, EDM can help in
four areas, 1) building models, and defining student char-
acteristics; 2) discovering the effectiveness of the support
provided by the e-learning software; 3) improving models
for the knowledge structure of the domain; and 4) scientific
discovery regarding learners and learning [32].

Decision tree induction is the most common method used
in EDM. In a study conducted in India on 50 university
students, features such as the CGPA of the last semester,
grades of quizzes and assignments of the current semester,
class attendance frequency, grades in lab work, general pro-
ficiency, and final exam marks to establish student behav-
ior and predict student performance [30]. It indicates that
grades or marks earned in course activities have a direct
impact on student’s overall performance in any course. Some
unconventional activities like the participation of students in
discussions, such as posting questions and answering corre-
sponding messages, may have a significant impact on student
performance. An analysis conducted on an online business
course with 17,934 server logs of 98 undergraduate students
concluded that low levels of participation lead to a higher risk
of poor performance [20].

Association rule mining can be used to identify patterns
in student performance data that may indicate why certain
students are more successful than others [32]. For instance,
an association rule might reveal that students who spend a
certain amount of time studying each week tend to get higher
grades [36]. Association rule mining can be used to identify
factors that are associated with student retention and dropout
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rates [38]. An association rule might reveal that students
who live on campus are more likely to remain enrolled in
school than those who commute. Association rule mining
can be used to identify patterns in student behavior that can
inform the design of personalized learning experiences [29].
Such as an association rule might reveal that students who
prefer hands on learning experiences tend to perform better
in certain subjects. Association rule mining can be used to
identify patterns in student performance data that can inform
the design of courses and course materials. Thus, an associa-
tion rule might reveal that students who engage with certain
types of educational materials tend to perform better on
exams. Association rule mining has also been used to discover
patterns in the LMS logs [13]. A dataset of 29 students was
used to predict final exam marks based on assignments and
quizzes, as well as page views on the discussion forum.

University of Windsor, Canada study identify that student
performance had a direct relationship with assignments.
An association rule mining algorithm was used on a dataset
from CLEW (Collaboration and Learning Environment
Windsor) to show the association between assignments and
the final marks of students. The results indicate that the
weight of assignments had a positive impact on final marks,
and assignments should be given the right priority [15]. The
relationship between online presence and student perfor-
mance in a blended course by analyzing student log data. The
study revealed that both the frequency and duration of online
presence had a statistically significant impact on student’s
final grades [35]. A similar conducted study revealed a strong
correlation between student attendance and academic per-
formance. Students with more than 60% attendance tended
to achieve Good (37.7%), Very Good (32.1%), and Excel-
lent (18.9%) academic grades compared to other categories
of academic achievement. Additionally, the study indicated
that assignments and exercises had a significant impact on
undergraduates’ final grades, as determined by the logistic
regression model [16].

One of the most comprehensive studies used data from
seven courses and 438 students [41]. Various data mining and
statistical techniques were applied using Weka and Keel data
mining tools. The outcome of this effort was to integrate a
user-friendly data mining capability with Moodle. Weka has
been used in other EDM efforts as well [39].

Student behavior modeling using machine learning is the
process of using machine learning algorithms to analyze and
predict student behavior based on data about their past actions
and characteristics [44]. This can involve using machine
learning techniques to identify patterns and trends in stu-
dent behavior data, and to make predictions about how a
student is likely to behave in the future. Machine learning
algorithms can be used to analyze student behavior data in
order to identify students who may be at risk of academic
learning difficulties or dropping out. This can allow educators
to intervene early and provide targeted support to help these
students succeed [3]. Machine learning algorithms can be
used to analyze student behavior data in order to identify
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patterns and trends that can inform the design of personalized
learning experiences. This can ensure that students receive
learning experiences that are tailored to their needs and
preferences [43].

Machine learning algorithms can be used to analyze stu-
dent behavior data in order to identify patterns and trends that
can inform the design of courses and course materials. This
can help ensure that courses are designed in a way that is most
likely to engage and motivate students [17].

Radial Basis Function (RBF), a neural network technique
was used to predict student performance [9]. The dataset
was taken from a Chinese University, that included the
information on marks obtained during 2010-11 and 2011-12
sessions and also previous years marks to predict the current
semester’s subject marks. On the basis of prediction the stu-
dents were divided into different categories with respect to
their performance. Machine learning algorithms can be used
to analyze student behavior data in order to make predictions
about how a student is likely to behave in the future. This
can help educators anticipate and respond to potential issues
before they arise [33].

The dataset of 300 undergraduate students from
2003 to 2012 is taken from the University of Illinois, USA, for
this study. Students’ attributes of age, sex, race, citizenship
status, and student grades were used to build the Bayesian
Network model to predict students’ academic performance.
Model the student’s grades in the three major courses of the
second semester and work as an alarm system for students at
risk [34].

A predictor based on the Naive Bayes algorithm modeled
on a dataset of 300 records was obtained from the Bachelor
of Computer Application for the 2009-2010 session [11]. The
study established that student grades depend upon attributes
like previous academic performance, living location, and
medium of instruction. Other contributing attributes include
gender, family size, annual income status, food habits, college
type, parents’ qualifications, and occupation.

The K-Means clustering algorithm was used to group stu-
dents into high, medium, and low achievers using attributes
like previous grades, GPA, number of students, and percent-
age [37]. Result summaries show that 8.33 percent of students
required special attention. Study [27] also conducted an anal-
ysis of the effects of the two variables on students’ academic
performance by employing K-Means clustering techniques.

The University of Tuzla collected 257 records from the
faculty (Economics) to compare the performance of Naive
Bayes, decision tree and Multilayer Perceptron algorithm
over attributes such as gender, family size, distance from
school, GPA, scholarships, entrance exam marks, materials
(books, notes), time (study hours), internet usage and earn-
ings [28]. The performance of each algorithm was assessed
based on three criteria i.e. prediction accuracy, error rate
and learning time. Naive Bayes predicted more instances
correctly and also performed better in prediction accuracy
as compared to others. Decision Tree and Naive Bayes
performed equally well w.r.t learning time.
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Introducing a framework for e-learning and employed var-
ious machine learning algorithms to predict the most benefi-
cial e-learning sessions for students [18]. The study identified
Deep Learning and Random Forest algorithms as suitable for
predicting useful sessions in e-learning. From the prediction
results, the research also derived factors that influence session
effectiveness, such as the study environment, family commit-
ment, and teaching style. Fuzzy probabilistic neural networks
was utilized to study students performance and behavior
using attributes like merit, study behavior, class behavior,
interest, belief, and family background [8]. By raising the
teaching standard, the students might not understand anything
taught in the class, while keeping it too low may cause
non-seriousness and lack of interest. The cross-validation
method improved the prediction results. A deep learning
approach to explore student academic performance and
employs regression analysis to accurately forecast their out-
comes. The dataset consists of 10140 records with 9 attributes
from students who have previously completed their academic
activities, sampled from three distinct colleges. With k = 3,
the deep learning model achieves a mean absolute score
(mean absolute error) of 1.61 and a loss of 4.7 [19].

The reviewed literature reveals ample room for enhance-
ments in the field of Educational Data Mining (EDM).
Further advancements and developments are needed to maxi-
mize its potential. Future research should focus on addressing
these opportunities for improvement in EDM.

llIl. DATA PREPARATION AND REPRESENTATION

This section focuses on the structure, cleaning, integration
and attribute retrieval/selection process of LMS data. How
and what kind of tools and techniques are used to achieve
the data pre-processing and representation process, is also
discussed.

A. KNOWLEDGE DISCOVERY IN DATABASE (KDD) CYCLE
Knowledge Discovery in Database (KDD) is a cycle or set of
iterative steps that need to be followed to complete the process
of Knowledge Discovery [4]. The main steps of Knowledge
Discovery process are data pre-processing, data mining or
model learning, and pattern analysis as shown in Figure 1.

All the steps mentioned in the figure 1 will be discussed in
the subsequent sections.

B. DATA PRE-PROCESSING AND FEATURES EXTRACTION
1) DATA SET/PARTICIPANTS

A dataset of activity logs from LMS was collected for under-
graduate students. All courses of the Bachelor of Information
Technology (BIT) program are included for evaluation. Each
course is treated as a separate dataset and is used to build a
model per course.

2) DATA CLEANING
It involves techniques that involve converting raw data into
an understandable format. Real-world data is often partial,

86956

TABLE 2. The original data from the LMS log.

Field White Null % Valid
Space Value Complete | Records
Course 0 0 100 2678
Time 0 0 100 2678
IP Address 0 0 100 2678
User Full Name 0 5 99.8 2673
Action 0 0 100 2678
Information 95 7 96.1 2576
TABLE 3. The attributes list after pre-processing.
Field White | Null | % Valid
Space | Value | Complete | Records

Section 0 0 100 65
Name 0 0 100 65
Active Days 0 0 100 65
Total Activities 0 0 100 65
View Gap 0 0 100 65
First Sessional Active Days 0 0 100 65
Second Sessional Active Days | 0 0 100 65
Third Sessional Active Days 0 0 100 65
First Sessional Activities 0 0 100 65
Second Sessional Activities 0 0 100 65
Third Sessional Activities 0 0 100 65

inconsistent, or deficient in certain behaviors, and is prone
to many errors. Data cleansing is an interactive approach,
as diverse sets of data have different sets of laws determining
the validity of data [25]. Data is cleansed through processes
such as filling in missing values, smoothing the noisy data,
or resolving the inconsistencies in the data.

A sample of the data file extracted from LMS log
tables is shown in Table 2. There is not a single obvious
attribute/dimension that can be directly used to train a model.

There are 94 raw log files of 47 courses, as the students
were in two sections, so one file for each section. On average,
each file has ten thousand records. Manually cleaning this
much amount of data file was almost impossible. An auto-
mated data cleaning process was defined using C-Sharp (C#).
It automatically picks the files from a directory, apply the
cleaning process, derived new attributes from the existing
one and make one file for every course. The attributes list
after running the automatic cleaning process are shown in the
Table 3.

3) DATA INTEGRATION

For each student, the data is placed into two different files.
One file has the students’ activity logs (after pre-processing)
and the other file contains student grades. Data with different
sources and representations are put together and conflicts
within the data are resolved. After the cleaning process,
we have 43 refined datasets one for each course. Now to
integrate these files and assign a course grade for each stu-
dent, an ETL process is defined using SPSS Statistics (http://
www-01.ibm.com/software/ch/de/analytics/spss/). This pro-
cess combines all the course data files into one file and also
introduces a new key “Semester_Couse” to uniquely identify
each course dataset. Some grade labels have fewer records
than others, to balance the distribution of the record boasting
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FIGURE 1. Knowledge discovery in databases (KDD) process steps.

TABLE 4. The list of attributes after data integration using the ETL
process.

Model Learning Stage

Pattern Analysis Stage

TABLE 5. The final attribute set and their roles in model.

Field White | Null | % Valid
Space | Value | Complete | Records
Registration No 0 0 100 4665
View Gap 0 0 100 4665
Total Activities 0 0 100 4665
First Sessional Active Days 0 0 100 4665
Second Sessional Active Days | 0 0 100 4665
Third Sessional Active Days 0 0 100 4665
First Sessional Activities 0 0 100 4665
Second Sessional Activities 0 0 100 4665
Third Sessional Activities 0 0 100 4665
Semester_Course 0 0 100 4665
Semester GPA 0 0 100 4665
Course Grade 0 0 100 4665
Previous CGPA 0 0 100 4665
Active Days 0 0 100 4665

process was also introduced. The list of attributes after com-
pleting the data integration process is shown in Table 4.

4) FEATURES SELECTION
The process of selecting a subset of relevant features used
was carried out to construct a model. Not all the attributes are
useful for model training. There are some attributes can create
over-fitting or contribute negatively, so only those should be
used that are relevant to target/dependent attribute. The final
attribute set and their roles in the model are shown in Table 5.
The “Course Grade” is used as the target that has to be pre-
dicted, the registration number is used as record identifier and
all other attributes are used as input. The “Semester_Course”
attribute is used as a splitter to select separate datasets for each
course.
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Field Measurement | Role
Registration No Nominal Indentifier
Semester_Course Nominal Split
View Gap Continuous Input
Total Activities Continuous Input
First Sessional Active Days Continuous Input
Second Sessional Active Days | Continuous Input
Third Sessional Active Days Continuous Input
First Sessional Activities Continuous Input
Second Sessional Activities Continuous Input
Third Sessional Activities Continuous Input
Previous Semester GPA Continuous Input
Previous CGPA Continuous Input
Active Days Continuous Input
Course Grade Nominal Target

IV. MODEL LEARNING AND PATTERN ANALYSIS

This section will explain how and what attributes of data after
the preparation and pre-processing process were selected for
modelling. What kind of modelling techniques were used;
the dataset size; the model selected; the important predictors;
kinds of patterns or rules were generated.

A. MODEL SELECTION AND TRAINING

1) DATASET SIZE

The most important factor to train a model accurately is to
select accurate dataset. As our study focus is to predict student
performance at any stage of the program, therefore to train the
model accordingly, the dataset needs to be split course-wise.
We have a dataset of 43 courses and a separate model was
trained on each course data.
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TABLE 6. The overall accuracy of models and no. of fields used.

Model Overall Accuracy (%) | No. of Fields Used
C5 91.5 5

C&T Tree 85.2 11

Quest 85.2 10

CHAID 85.2 4

Logistic Regression 81 12

Neural Net 80 12

Discrimenant 75.7 12

Bayesian Network 15.7 12

2) MODEL SELECTION

“Every model is wrong but some are useful” Using this
famous quotation, different classification techniques were
applied on the same dataset to check the comparative accu-
racy. Eight different classification models were applied to the
same dataset, to select the most appropriate one. Models, their
accuracies, and a number of fields used to train a particular
model are listed in the Table 6.

CS5 has the highest accuracy. But the model with the highest
training accuracy does not mean that it is the best model.
Testing and validation of the model need to be performed in
order to select the most suitable model. After testing and val-
idation of the models, C&R(Classification and Regression)
Tree [12] gave more accurate results. Even scoring on the
previously unknown dataset, C&R Tree predicting accuracy
is far better than any of the other models listed in the Table 6.

3) PREDICTOR IMPORTANCE

A list of attributes along with their roles, which took par-
ticipation in model training according to the role assigned.
Each feature/attribute has its impact which can be negative or
positive in building a model. In below Figure 2, the bars show
the contribution or importance of each attribute in building a
more accurate model.

The figure shows that the first five attributes ‘“Previous
Semester GPA”, “Second Sessional Activities”, “First
Sessional Active Days”’, “Previous CGPA” and ‘““Total Activ-
ities”” were the most important predictors to predict the target
(Course Grade), with the first one having a much stronger
impact.

4) COURSE WISE MODELS

In order to predict course results (Course Grade) for each
course, a model was built per course. Each course data is
separated on the basis of key parameter ““Semester_Couse”’,
which uniquely identifies each course dataset. Every model
was trained, saved and the resultant model was a set of
43 models. Every course has a unique model and can predict
course grade for that particular course. The model for each
course along with the number of records used to train that
model, number of field used and accuracy of every model is
shown in the Table 7.

B. PATTERN ANALYSIS

Every decision tree model generates patterns or rules which
provide a rational answer for all possible inputs. Patterns or
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TABLE 7. The final attribute set and their roles in model.

Model No. of[No. of|Overall
Records |Fields |Accuracy
in Split [Used |(%)

Semester1-Applied Physics 93 9 52.6

Semester1-Calculus-1 215 9 54.8

Semester1-Communication & Interpersonal Skills 94 9 86.1

Semester-Discrete Mathematics 152 9 42.7

Semester1-Fundamental of Computer Programming 132 9 91.6

Semester1-Fundamental of ICT 167 9 64.6

Semester2-Calculus-1T 171 11 71.9

Semester2-Electronics for IT 79 11 94.9

Semester2-Introduction to Management 96 11 93.7

Semester2-Linear Algebra 224 11 60.2

Semester2-Object Oriented Programming using C++ 167 12 54.4

Semester3-Data Structures 143 11 66.4

Semester3-Database Design & Implementation 120 11 66.6

Semester3-Digital Logic Design 162 11 69.7

Semester3-Introduction to Java Programming 206 12 42.7

Semester3-Principles of Accounting 141 11 69.5

Semester3-Probability & Statistics 193 11 55.4

Semester4-Computer Architecture 94 11 92.5

Semester4-Computing Algorithms 201 11 57.7

Semester4-Data Communications 176 11 74.4

Semester4-Operating System 92 11 90.2

Semester4-RDBMS using Oracle 121 12 67.7

Semester4-Software Engineering 140 11 68.5

Semester5-Computer Networks 72 12 98.6

Semester5-Distributed Computing 66 11 98.4

Semester5-Object Oriented Software Engineering 119 12 91.5

Semester5-Principles of Marketing 83 11 91.5

Semester5-Technical Business Writing 104 11 94.2

Semester5-Web Technology-I 73 11 91.7

Semester6-Advance Database Systems 163 12 52.1

Semester6-Computer Graphics 71 11 95.7

Semester6-Enterprise Network Technologies Win2000 Linux 114 11 94.7

Semester6-Financial Management for IT Professionals 84 11 96.4

Semester6-Network Technologies(TCP/IP Suite) 94 11 97.8

Semester6-Numerical Analysis 86 11 97.6

Semester6-Web Technologies-II 92 11 100

Semester7-Advance Java with Emphasis on Internet Applications {106 12 93.4

Semester7-Computer Network Security 107 12 93.4

Semester7-Human Computer Interaction 97 11 94.8

Semester7-Professional Ethics 134 11 93.2

Semester7-Software Project Management 75 11 89.3

Semester8-Entrepreneurship 114 10 88.5

Semester8-Project Self Study 115 9 67.5

rules are basically a set of if-else statements which provide
“most likely”” matching of the inputs. In classification algo-
rithms, the result or target is a set of all possible outputs or
class labels, so the end result of every rule is a class label
from the set of all possible labels. One class label can have
more than one rule.

There are 43 courses, so we cannot list down rules or
patterns for every model. As an example, below are the
decision tree rules of for course ‘“Network Technologies
(TCP-IP-Suite)”.

Rules for A - Contains 3 rule(s)

Rule 1 for A (34: 1.0)

IF previous_semester_GPA > 3

AND First_Sessional_Activities > 8500
THEN A

Rule 2 for A (10: 1.0)

IF previous_semester_GPA > 3

AND First_Sessional_Activities < = 8500
AND Active_Days < =41

THEN A

Rule 3 for A (3: 1.0)
IF previous_semester_GPA <=3
AND First_Sessional_Active_Days < =3

VOLUME 11, 2023
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FIGURE 2. Predictor importance list.

AND View_Gap > 0.001
AND Active_Days > 30
THEN A

Rules for B - Contains 3 rule(s)

Rule 1 for B (19: 0.895)

IF previous_semester_GPA < =3
AND First_Sessional_Active_Days > 3
THEN B

Rule 2 for B (1: 1.0)

IF previous_semester_GPA > 3

AND First_Sessional_Activities < = 8500
AND Active_Days > =41

THEN B

Rule 3 for B (1: 1.0)

IF previous_semester_GPA < =3

AND First_Sessional_Active_Days < =3
AND View_Gap > 0.001

AND Active_Days < =30

THEN B

Rules for C - Contains 1 rule(s)

Rule 1 for C (4: 1.0)

IF previous_semester_GPA <=3

AND First_Sessional_Active_Days < =3
AND View_Gap < =0.001

THEN C

There are Four class labels “A’,“B”’, “C” and “F”, each
having one or more of the one rules to predict the label occur-
rence. In front of each rule, the number of records that fall
under that rule, along with the confidence level. For example
“Rule 1 for B (19: 0.895)”, this rule predicts on 19 records
with 89% confidence. Some rules might be incorrect for a
particular dataset, depending on the testing and validation
accuracy of that particular model.
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04 0.6 [NR:]

V. MODEL TESTING AND VALIDATION RESULTS

Model and decision rules are explained in the previous
section, this section will show the testing results. Those
results are being validated by applying the same model rules
on the unseen data. Confusion matrix, true positive rate, false
positive rate, recall and precision for all the class levels is
shown in this section.

A. MODEL TESTING RESULTS

In order to train the model, the dataset is split into training and
testing datasets. On the training dataset, the model builds its
decision rules or patterns and then test those patterns on the
testing dataset to see the output. In our case, the C&R Tree
decision tree algorithm is selected, and its testing results are
given below in Table 9.

Total of 110 number of records that are analyze, of which
102 (92.73 %) records are accurately predict. The wrongly
predict records are just 8 (7.27 %) which shows that the model
accuracy is very high.

The confusion matrix is used for in-depth analysis and
records distribution in different classes. It shows records that
are assigned to the wrong class label. Table 10 showed the
confusion matrix for the testing results.

Table 10 shows that the model accurately classified all the
students of grade “A” into their respective class labels “A”.
Most of the students of grade “B” are accurately classified
but some students (4) of Grade “B” are wrongly classified
into “A”. For class label “C” 4 out of 9 students having
Grade “C” are wrongly classified into “B”. Class label “F”
is not defined because there is no record for this label so no
rule is defined for “F”’. The True Positive (TF) rate, False
Positive (FP) rate, and Recall for each class label is shown
below.

B. MODEL VALIDATION RESULTS
The model testing accuracy is very high, but its validation
accuracy is very important for the best model. A model cannot
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TABLE 8. Model testing accuracy results.

Correct 102 92.7 %
Wrong 8 7.27 %
Total 110

TABLE 9. Model testing confusion matrix.

Grade A B C F

A Count 71 0 0 0
Row % 100.00 0.00 0.00 0.00
Total % 64.54 0.00 0.00 0.00

B Count 4 26 0.00 0.00
Row % 13.33 86.66 0.00 0.00
Total % 3.63 23.63 0.00 0.00

C Count 0 4 5 0
Row % 0.00 44.44 55.55 0.00
Total % 0.00 3.63 4.54 0.00

F Count 0 0 0 0
Row % 0.00 0.00 0.00 0.00
Total % 0.00 0.00 0.00 0.00

TABLE 10. Model testing: True Positive (TF) rate, False Positive (FP) rate,
and recall for each class.

Class True False Precision Recall
Positive Positive
(TP)Rate (FP)Rate
A 1 0.102 0.946 1
B 0.866 0.0006 0.866 0.866
C 0.555 0.000 1 0.555
F 0 0 0 0

TABLE 11. Model validation accuracy results.

Correct 18 64.2 %
Wrong 10 35.7 %
Total 28

be deployed for future prediction until its validation accuracy
comes up to an acceptable mark. To validate the model accu-
racy, the “Network Technologies (TCP-IP-Suite)” course
dataset of the new students is selected. The model accuracy
on the new dataset is given in the Table 11.

The above results show that the model predicts 64.29 per-
cent of records correctly. The testing accuracy for most
of the decision tree and neural network algorithms is very
high, but in validation the accuracy of most of the algo-
rithms is less than 40 percent. C&R Tree (Classification
and Regression Tree) validation accuracy is the highest
in all.

The confusion matrix for validation result is given in below
Table 12.

The confusion matrix shows that most of the records of
class “A” are accurately predicted, but in class “B” and
“C” there are records that are wrongly predicted. Most of
the records of class “C” are classified into class “B”’. There
are no records classified for class “F”’, because there is no
rule defined for class label “F”. True positive (TP), False
Positive (FP) and Recall for validation results are shown in
Table 13.
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TABLE 12. Model validation confusion matrix.

Grade A B C F

A Count 71 0 0 0

A Count 7 1 0 0
Row % 87.50 12.50 0.00 0.00
Total % 25.00 3.57 0.00 0.00

B Count 2 10 2 0
Row % 14.28 71.42 14.28 0.00
Total % 7.14 35.71 7.14 0.00

C Count 0 3 3 0
Row % 0.00 50.00 50.00 0.00
Total % 0.00 10.71 10.71 0.00

F Count 0 0 0 0
Row % 0.00 0.00 0.00 0.00
Total % 0.00 0.00 0.00 0.00

TABLE 13. Model validation: True Positive (TF) rate, False Positive (FP)
rate and recall for each class.

Class True Positive False Positive Precision Recall
(TP) Rate (FP) Rate

A 0.875 0.1 0.777 0.875

B 0.714 0.307 0.714 0.307

C 0.5 0.090 0.6 0.5

F 0 0 0 0

VI. CONCLUSION AND FUTURE WORK
This study was conducted to analyse students activities and
behaviors [14], to identify patterns that can help in predict-
ing students’ future performance [40]. Different data mining
techniques were used to get more accurate results and make
predictions on their outcomes. Activity logs from Learning
Management System (LMS) were collected for undergrad-
uate students and investigated through machine learning,
data mining techniques and statistical models in an attempt
to investigate how student activities, semester term activi-
ties, resource views, activities gap, previous semester grades,
prerequisite course grades etc impact on the student perfor-
mance. This research concludes that previous semester grades
as well as first-term activities have the highest impact on
student grades. The results might be employed to help stu-
dents to get aware that in which course they need to focus on
to improve their performance, institutes design their course-
ware and making process by providing information based
on empirical evidence, assisting the instructor to identify the
students needing special attention [24] and take desirable
measures.

Though a number of valuable studies have been conducted
to predict students’ performance, the following three main
features have only been addressed by this study.

« Instead of focusing on a course or two, this study spans
the full courses of a degree program in which a student
is enrolled.

« Establish a methodology that can predict a student’s
performance at any stage of the degree program, have
it separately trained, and save a model for each course.

« Modeling was done using unsupervised predictor fea-
tures or dimensions, which have no evident connection
to the target or dependant value.
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A. FUTURE WORK

Currently, in this research, most of the predictor attributes or
dimensions that are used for modeling have an unsupervised
relationship with the target or dependent value. For the future
work point of view, a combined set of supervised (directly
related to or affecting the target value) and unsupervised (no
direct relationship with the target value) attributes will be
used to predict the student’s performance. Social attributes
like family income, the mother’s education, schooling, etc.,
can also play an important role in student performance. This
will allow us to better understand and predict the students’
performance.

Moreover, in the next subsequent work, there will be a
focus on early alarm systems [21]. This means that the
prediction cycle/period should be decreased and students’
performance should be predicted on a sessional basis. This
will help identify the students who need special attention at
the start of a course. By diagnosing a problem early, it can be
treated more effectively and timely.
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