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ABSTRACT Seed-borne diseases play a crucial role in affecting the overall quality of seeds, efficient
disease management, and crop productivity in agriculture. Detection of seed-borne diseases using machine
learning (ML) and deep learning (DL) can automate the process at large-scale industrial applications for
providing healthy and high-quality seeds. ML-based methods are accurate for detecting and classifying
fungal infection in seeds; however, their performance degrades in the presence of noise. In this work,
we propose a laser bio-speckle based DL framework for detection and classification of disease in seeds under
varying experimental parameters and noises. We develop a DL-based spatio-temporal analysis technique for
bio-speckle data using DL networks, including neural networks (NN), convolutional neural networks (CNN)
with long-short-term memory (LSTM), three-dimensional convolutional neural networks (3D CNN), and
convolutional LSTM (ConvLSTM). The robustness of the DL models to noise is a key aspect of this spatio-
temporal analysis. In this study, we find that the ConvLSTM model has an accuracy of 97.72% on the test
data and is robust to different types of noises with an accuracy of 97.72%, 94.31%, 98.86%, and 96.59%.
Furthermore, the robust model (ConvLSTM) is evaluated for variations in experimental data parameters
such as frame rate, frame size, and number of frames used. This model is also sensitive towards detecting
bio-speckle activity of different order, and it shows average test accuracy of 99% for detecting four different
classes.

INDEX TERMS Agriculture, bio-speckle, convolutional neural network, deep learning, long-short term
memory, neural network, noise, photonics, seed-borne fungi.

I. INTRODUCTION severe challenge that restricts availability of healthy seeds.
Most of the food crops in the world are produced through Pathogens such as bacteria, fungi, and viruses cause biotic
seeds thus healthy and viable seeds are a prime require- stress in seeds. Their early negative impact on seed ger-

ment for high-crop yield. Seed-borne pathogens pose mination causes weak and uneven seedling establishment,
resulting in low crop yield [1]. Soybean is a globally sig-
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for 60% of total oilseed production [2]. Soybean contribute
to food security, provide animal feed, support the biofuel
industry, and play a crucial role in sustainable agriculture
and economic development. Seed-borne diseases in soybean
can spread through infected seeds, causing plant infections,
decreased vigor, and lower productivity [3].

Conventional ways to determine the presence of seed-
borne pathogens include visual inspection, microscopic
examination, seed-soaking techniques, serological testing,
and bioassay. These methods are time-consuming, ineffi-
cient, expensive, and have insufficient sensitivity, specificity,
and accuracy towards different concentrations and types
of seed-borne pathogens [4]. Modern molecular diagnos-
tic techniques based on polymerase chain reaction (PCR)
and deoxyribonucleic acid (DNA) analysis include conven-
tional and several advanced PCR-based methods. The main
shortcomings of molecular approaches are their complexity,
failure to differentiate between vital and non-vital inoculum,
and challenges in obtaining high-quality DNA templates due
to PCR inhibitors in seeds [5]. Non-destructive methods
for detection of contamination in a variety of agricultural
products includes optical techniques like near-infrared spec-
troscopy (NIRS), fluorescence spectroscopy (FS), Raman
spectroscopy (RS), and hyperspectral imaging (HSI) [6],
[71, [8], [9]. However, optical techniques have limitations,
such as in FS, where background fluorescent elements affect
the fluorescence spectra, necessitating chemometric tech-
niques for precise models. NIRS is sensitive to uneven con-
tamination, while RS exhibits limitations in sensitivity and
repeatability. High experimental cost, data dimensionality,
and time-consuming image acquisition and analysis restrict
the widespread adoption of HSI technique [10].

Inrecent years, laser bio-speckle technique has emerged as
a non-destructive optical method to track biological changes
inside a sample by stacking the time series speckle images,
which detect morphological and physiological changes
within the sample under observation [11]. A statistical inter-
ference pattern known as a ‘Speckle’ is formed when a
specimen is illuminated with a coherent light source. In the
laser bio-speckle technique, light is reflected using an optical
reflecting surface onto the sample under observation. On the
observation plane, interference causes the appearance of
bright and dark regions [12]. The laser bio-speckle technique
has several advantages over other optical-based methods,
including lower memory requirements, higher spatial and
temporal resolution, simple and less costly experimentation
setup, and its ability to track biological and morphological
changes in the sample.

The two methods commonly used in the literature
to examine dynamicity of a bio-speckle pattern are
numerical indexing and visual inspection. Fujii’s method,
generalized difference (GD), subtraction and modified
subtraction average (MSA), and other visual techniques
give qualitative visualization of an object’s activity. Com-
monly used numerical indexing strategies are temporal
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history of speckle pattern (THSP) combined with iner-
tia moment (IM), absolute value of difference (AVD),
wavelet entropy (WE), and spatial-temporal speckle corre-
lation technique, etc. [12], [13]. Various experimental and
processing-related factors such as sampling frequency, num-
ber of frames acquired, manual region of interest (ROI)
selection, single column selection from speckle frame, and
illumination conditions affect performance of the above
algorithms.

Frequency analysis and decomposition methods on
bio-speckle data have been used in the agriculture sector
for various applications such as the detection of fungi in
beans [14], [15], analysis of water activity in biospeci-
mens [16], [17], [18], and sprouting damage assessment [19].
With advancements in intelligent systems, the decision-
making process is automated using machine learning (ML)
for early identification of seed fungal infection and seed
viability assessment [20], [21]. Extraction of handcrafted
features is a lengthy and semi-automated process, requires
professional expertise, and is restricted to previously known
limited features for decision-making. Manually extracted
features are also sensitive to noise in data, resulting in per-
formance degradation of ML-based models when tested in
noisy conditions (Table 3).

Further, feature extraction and decision-making can be
automated using deep learning (DL) that allows a model
to extract valuable features while learning from data and
removes the disadvantage of using a specific feature extrac-
tion technique. DL-based methods have been used for seed
viability assessment which utilizes a single speckle frame’s
spatial information [22]. Using only a single speckle frame
for the bio-speckle activity assessment is prone to noise, and
it does not include the dynamic component of bio-speckle
activity for its assessment. A non-destructive, real-time appli-
cable automated technique for contamination detection in
seeds is of great interest in agriculture. The laser bio-speckle
technique combined with DL can show great potential
among emerging techniques for real-time applications in this
direction.

Therefore, this investigation focuses on automatically
detecting fungal-infected soybean seeds using DL-based
methods. The main objectives of the study are; (i) to develop
DL-based spatio-temporal analysis on bio-speckle data using
different models, (ii) to compare various models for robust-
ness against noise in data acquisition, (iii) to find the impact
of experimental parameters of data such as frame size, frame
rate and the number of frames used on the performance of
the best robust model, and (iv) to check further model’s
sensitivity to detect the bio-speckle activity of different orders
by extending it to multi-class data.

Il. MATERIALS AND METHODS
A. EXPERIMENTAL SETUP AND DATA ACQUISITION

Majority of the anthracnose disease-causing seed-borne fun-
gus is found in soybean seeds. Colletotrichum truncatum
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FIGURE 2. Block diagram for data acquisition process.

(C. truncatum) is the primary cause of anthracnose and the
most common threatening seed-borne fungal infection [23].
For experiments, 1000 soybean seeds of the JS 20-29 variety
were gathered from the ICAR-Indian Institute of Soybean
Research (IISR) plant field, Indore (India). These seeds were
disinfected with an equal proportionate solution of sodium
hypochlorite and distilled water, then surface sterilized with
distilled water and dried at room temperature on sterilized fil-
ter paper. Further, the seeds were separated into two different
groups, namely healthy and diseased. The diseased group was
created by inoculating soybean seeds with C. fruncatum fungi
using a solution containing 10° spores/ml. For comparison,
the healthy group was treated with 20 pl of sterile distilled
water.

The experimental setup arrangement is shown in Fig.1,
which consists of a He-Ne laser source (wavelength =
632.8 nm and power = 15 mW), variable attenuator, spa-
tial filtering arrangement (microscopic objects (m=40X and
aperture=10 um), collimation lens), and charged-coupled
device (CCD) camera (Basler Corp., frame rate=32 frames
per sec(fps); resolution=1294 x 964).

A spatial filtering arrangement creates a filtered and
enlarged laser beam by beam filtering to inhibit the noise
components in the laser beam. Neutral density filter (Thor-
labs, USA) absorbs in visible and near-IR range to reduce the
optical power of the incident beam, eliminating the risk of
the sample being under or over-exposed, which could lead to
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erroneous results. A precision achromatic doublet lens (focal
length = 250 mm, diameter = 50 mm) collates the expanded
laser beam. Vibration-isolation table top was used to avoid
errors due to vibrations during experimentation.

Finally, the laser was utilized to illuminate seed samples,
with the backscattered light imaged onto the camera lens.
A high frame rate CCD camera was used to capture sequential
speckle images at varying time intervals for each sample.
Quality characteristics such as contrast and saturation are
highly influenced by the recording angle and size of the
speckle grain, which influences bio-speckle activity [24].
As aresult, these quality parameters are optimized before data
acquisition. Data acquisition process is shown through block
diagram in Fig. 2. Bio-speckle activity inside healthy and
diseased samples are of different orders due to different phys-
iological and biochemical processes inside the samples. Some
initial frames from bio-speckle image stack of both types of
sample and original sample images are shown in Fig. 3 and 4,
respectively.

B. NOISE ADDITION AND NOISED TEST DATASET
PREPARATION

Undesirable noise is added to the acquired data during exper-
imentation and data acquisition stage. The quality of speckle
images depends upon several factors, including atmospheric
disturbances, laser energy, CCD sensitivity, and uneven
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FIGURE 4. Original images of samples.

illumination conditions, which results in various types of
noises in final images. There are mainly three types of noises
(impulsive noise, Gaussian noise, and speckle noise) that
impact accuracy of the analysis [25]. Phase distortions, tem-
poral coherence of the laser, and detector aperture affect the
speckle images in laser speckle imaging, producing noisy
speckles that contain both noise and information [26].

CCD photosensors convert the incident photons on the
detector to a digital signal through multiple stages: converting
photons-to-electrons, electrons-to-voltages, and voltages-to-
digital signals. During this process, various noises like photon
shot noise, dark current noises, sense node reset noises, and
non-linearity get added at different stages, which are modeled
using Poisson, Gaussian, log-normal, and inverse Gaussian
distributions while designing simulation model for CCD
photosensors [27].

The performance of DL-based model is affected by the
presence of noise in the data. Therefore, we created four
test data sets besides the original test dataset for robustness
analysis by adding spatial noises in bio-speckle video frames
of test data. Noise-added test datasets are described as:

1) GAUSSIAN NOISED TEST DATASET

Every pixel in the Gaussion noised image is the sum of
the random Gaussian distributed noise and actual pixel val-
ues [28]. The probability density function (PDF) of Gaussian
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noise is mathematically represented as:
1 —(g=w?
e 202
2

where g is the noise pixel gray value, u and o are the mean
and standard deviation, respectively.

P(g) =

; ey

o

2) SALT AND PEPPER NOISED TEST DATASET

Salt and pepper noise is impulsive noise that is added to
an image by adding random bright (with 255-pixel value)
and random dark (with O-pixel value) values all over the
image [28]. Salt and pepper noise is represented as:

P, ifg=a
P, ifg=0>b

0  if otherwise,

P(g) = @)

where P(g) is the PDF, and g is the pixel gray value.

3) SPECKLE NOISED TEST DATASET

Speckle noise is multiplicative noise generated by multiply-
ing random pixel values with different pixels of an image,
is represented as:

K@.p)=10)+NC(Gj)xI3)), 3

where I (i, j) is the original image, K (i, j) is speckle noised
image, and N (i, j) is Gaussian distributed noise.

4) MULTIPLE NOISES ADDED TEST DATASET

This test dataset is prepared using multiple noises considered
for modeling of CCD photosensor. Image I (i, j) is used as the
A parameter for generating Poisson random numbers to sim-
ulate shot noise in the sample frames. Furthermore, Poisson
noised test samples are added with log-normal and Gaussian-
distributed noises.

The PDF of log-normal distributed noise is given as:

In(x) — 1')?
M) @

PX (x) = 20_/2

1
————eXx
xo'A/2m p(
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TABLE 1. Numerical quantification of noise addition using different parameters for noised test dataset samples.

Noise Used Signal-to- Peak Signal- | Correlation | Mean Structural
Noise Ratio | to-Noise Coefficient | Square Error | Similarity
(SNR(dB)) Ratio (CO) (MSE) Index (SSI)

(PSNR(dB))

Gaussian noise 14.440 30.656 0.957 55.899 0.7196

Salt and pepper | 4.715 20.930 0.736 526.30 0.6402

noise

Speckle noise 10.025 26.240 0.8985 154.537 0.7325

Multiple added | 15.053 31.273 0.968 48.47 0.7931

noise

Original Sample Frame

Speckle Noised Frame  Multil ise Added Frame

120

FIGURE 5. Effect of adding different noises on pixel values in a single frame of a test sample.

where ' and o’ are mean and standard deviation of the
natural logarithm of random variable X, respectively.
The PDF of Poisson distributed noise is given as:
-\ )\’k s
0 (%)

where A is the mean number of events, and k is the number
of occurrences.

Several parameters like signal-to-noise ratio (SNR), peak
signal-to-noise ratio (PSNR), mean square error (MSE), cor-
relation coefficient (CC), and structural similarity index (SSI)
can be used for the analysis of noise in the images [26]. The
above parameters are calculated, and the mean value of all
the sample frames is used to evaluate the extent and effect
of noise addition in the test sample. Table 1 has values of
the above-mentioned parameters for a single sample from
different noise-added test datasets. Fig. 5 and 6 show changes
in the pixel intensity values for a single frame in the sample
by adding different types of noises.

PX =k )=

C. SYNTHETIC DATA GENERATION TO EXTEND THE
DATASET TO MULTI CLASSES

A model is said to be sensitive to the detection of bio-speckle
activity if that can easily identify the bio-speckle activ-
ity of different orders. Bio-speckle activity in experimen-
tally collected data is primarily of two orders, which is
quantitatively evaluated in terms of the bio-speckle activity
index (BSAI). The subtraction average algorithm [29] is used
to find BSAI values of healthy and diseased samples. The
dataset is extended to multi-class to evaluate the model’s
sensitivity to BSAI of different orders. Two additional syn-
thetic classes of higher BSAI values are generated using
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the standard rotating diffuser model [13]. The rotating dif-
fuser model can virtually produce bio-speckle specimens like
the original samples. Firstly, we generate a speckle pattern
given as:

Ilm,M::FT’l{H><FT{JXW%“}}, (6)

where a, b are the pixel coordinates, H is the coherent transfer
function, FT~1{.} and FT{.} denote inverse and direct Fourier
transform respectively, and ¢ (a,b) € [0, 2x] is random
phase matrix.

Other speckle patterns are generated by rotating each of the
generated speckle patterns by an angle to get variation in the
correlation between speckle images in a stack S.

s Al (N

For H = 250, we get a synthetic speckle pattern of frame
size=200 x 200 with 96 frames. Table 2 represents the experi-
mental data and two extended classes with their BSAI values.

S=[,NL5L,...

lll. SPATIO-TEMPORAL ANALYSIS OF BIO-SPECKLE

DATA USING SUPERVISED LEARNING ALGORITHMS

ML-based processing consists of data pre-processing, feature
extraction, predictive model development, and its evalua-
tion. After removing unwanted background from the speckle
frames, spatial and temporal features such as temporal
absolute value of difference (T-AVD), contrast, entropy,
roughness, inertia moment (IM), and spatial AVD are
extracted from each sample. Various ML classifiers, includ-
ing k-nearest neighbour (KNN), support vector machine
(SVM), decision tree (DT), random forest (RF), Gaussian
Naive Bayes (GNB), and artificial neural network (ANN) are
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FIGURE 6. Histogram plot for different noise addition in a single frame of a test sample.

TABLE 2. Four class dataset having bio-speckle activity of different
orders.

Experimental data Synthetic data
Healthy | Diseased | Class2 | Class3
samples samples
(Class 0) | (Class 1)
Approx.| 0.5-0.8 1.0-1.6 2.0-2.6 | 3.3-3.8
BSAI
(x10%)
Samples| 300 300 240 240

trained on normalized features and then tested in normal and
noisy conditions. Table 3 shows that the ML-based classifiers
are not robust to noise in data.

DL-based supervised learning algorithms aim to learn a
mapping function between feature vectors (inputs) and labels
(output) based on input-output pairs. In forward propagation,
the algorithm begins at a random point in parameter space
and generates random output. The loss function computes
the error based on the mismatch between the output and
labels, and during backpropagation, the model parameters are
updated using error [30].

Based on the main objectives mentioned in Section-I,
a DL-based strategy is developed to find an accurate and
robust model which considers both spatial and temporal
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information of bio-speckle data. The robust model is further
investigated for experimental data parameters and the sensi-
tivity of the model to bio-speckle activity of different orders.
Fig. 7 represents the flow chart of the developed strategy
for this study. Section III-A describes the DL networks and
techniques, including neural networks, convolutional neural
networks, long short-term memory networks, and transfer
learning technique, which are used to develop four differ-
ent models for spatio-temporal analysis of bio-speckle data.
Section I1I-B describes the performance evaluation measures
for the considered models.

A. DEEP LEARNING NETWORKS AND MODELS USED FOR
SPATIO-TEMPORAL ANALYSIS

1) NEURAL NETWORK

A suitable feature extractor aims to produce low-dimensional
features containing all the relevant and valuable information.
Multi-layer perceptron neural networks generally have three
different types of layers in the feed-forward architecture.
The initial layer, called as input layer of the neural net-
work, accepts the input vector [x1, ..., x,]. The input units
are densely connected to the hidden layer units with the
help of weights and biases as parameters. Weights (w;;) are
multiplied by each input neuron; values are accumulated
then the bias term (b;) is added, which results in a com-
bined value (u;). This weighted sum () is then given to
the activation function(®), producing the outputs of value ;.

VOLUME 11, 2023
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TABLE 3. Performance of different machine learning models on the test and noised test datasets.

Machine learning _ . Performance on te.st datasets '
models Original test d.at.aset (in %) . Noised test datasets (Accuracy in %) .
Accuracy | Precision | Recall Gaussian Salt and | Speckle Multiple
Noised Pepper Noised Noise
Noised Added
GNB 89.77 81.25 100 51.13 89.77 51.13 51.13
SVM ! 98.86 100 97.82 51.13 98.86 51.13 51.13
SVM ? 98.86 97.82 100 51.13 48.86 51.13 51.13
DT 100 100 100 51.13 80.68 51.13 51.13
RF 100 100 100 51.13 93.18 51.13 51.13
KNN 98.86 100 97.82 55.68 78.40 51.13 54.54
ANN 98.86 100 97.82 48.86 48.86 48.86 48.86

! Radial basis function (RBF) kernel of degree = 3 is used.

2 Polynomial kernel of degree = 3 is used.

Select model for
Spatial-temporal
analysis and train it

Prepare
training data
from lab data

Good
Evaluation
matrices ?

Robust to
experimental
parameters ?

Robust
on
noise?

Sensitive to
detection of

different order

Hyperparameter
tuning

of bio speckle
activity ?

Change the model

FIGURE 7. Flow chart of the strategy developed for robust spatio-temporal analysis of bio-speckle data based on

a DL-based framework.

TABLE 4. Hyperparameter details for machine learning models.

ML models | Hyperparameters used Optimal value of hyperparameters

SVM Regularization factor C, Kernel function (linear, | C = 109, Kernel function = RBF and polyno-
polynomial, and RBF), and Gamma mial, Gamma = ‘scale’

DT Maximum depth, Maximum leaf nodes Maximum depth = 5, Maximum leaf nodes =7

RF Number of estimators, Criterion (gini impurity, | Estimators = 100, Criterion = ‘Gini impurity’
shannon information gain)

KNN Leaf size, K-neighbours Leaf size = 30, K-neighbours = 5

ANN Number of neurons and hidden layers, Activation | 1 hidden layer with 3 neurons, Activation func-
function, and Number of epochs tion = ‘Relu’, and Epochs = 200

The combined outputs obtained from the hidden layer neu-
rons will be inputs for the output layer, which involve the
computation similar to the input and hidden layer [31]. Com-
putation at hidden layers 1 and 2 are given as:

yl = wiily 451 gl — @ (Um) ’

U2l = wlRigl 4 pl21 g2l — g (U[Z]) —Y. @®
where W1, bl are weight and bias matrices associated with
the i" layer, respectively. U/l and H"! are vectorized version

of u; and h;, X is vectorized input matrix with p number of
features for each sample, and ® is activation function.
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2) CONVOLUTIONAL NEURAL NETWORK

Convolutional neural networks (CNNs) are based on four
key ideas: local connections, shared weights, pooling, and
many layers. CNN uses a series of convolution, pooling,
and fully connected layers to extract features for target class
recognition. Convolutional layer units are organized in fea-
ture maps. By the weights of convolutional filters, each
unit is connected to regional patches in the feature maps
of the preceding layer. Convolutional filters of the different
local receptive fields extract enriched and valuable features
from the images. Pooling layers reduces spatial dimensions
by combining semantically similar features into one while
preserving valuable information. The most common pooling
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layers are max-pooling and average pooling. Parameters W b [0
(weights and bias) of the convolutional kernel are trained
using the backpropagation algorithm, just like a regular neu- X
ral network [30].
During the convolution operation in convolutional layers, X1
the value at the position (x, y) in the j* feature map in the i
Xy .o .
layer, denoted as F' i »1s given as: Xy —>
Hi—1W;—1
_ . hw (R (+w)
Fi=0bi+2 2 > winFiin, ). ©
4 X, >
m  h=0 w=0 P
Fij = max (Fi-1)p) . (10) '
jem
Input layer

where 6 is the activation function used after the convolutional
operation, b;; is the bias for the current feature map, m is
number of feature maps in the (i — 1)"layer, wg}: is the value
at the position (&, w) of the kernel connected to the k™ feature
map, max() is a max-pooling function. H; and W; are the
height and width of the kernel, respectively.

Pre-trained networks on big-labeled public datasets have
powerful feature extraction capabilities that can be directly
used in other tasks to save the computation required to
train the models again from scratch. Transfer learning (TL)
has several advantages, including reduced time for train-
ing, improved performance, better generalized, and reduced
overfitting of the network with limited data [32]. In this
analysis, we have used different pre-trained networks for
spatial feature extraction at stage 1 of model 2 as shown
in Fig. 9. Many pre-trained CNNs are available in DL-based
frameworks for transfer learning applications. In this study,
we used CNNs that were pre-trained on the ImageNet [33]
dataset: VGG16 [34], Resnet50 [35], Densenetl121 [36],

89338

<+ Hidden layers —

FIGURE 10. MLP neural network.

Inception_V3, Inception_Resnet_V2 [37], Efficient Net [38],
Mobile Net [39], and Xception [40].

3) LONG SHORT-TERM MEMORY NETWORK

Traditional deep neural networks, like feedforward neural
networks and CNNs, assume that inputs and outputs are inde-
pendent. However, for sequential data, output also depends
on the prior elements within the sequence. Recurrent neu-
ral networks (RNNs) are distinguished by their “memory”
since they use information from previous inputs to alter the
current input and output. Long short-term memory (LSTM)
is a special RNN that is stable and effective for long-range
dependencies in sequence. The memory cell ¢! stores the state
information with the help of parameterized controlling gates.
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FIGURE 11. Model block diagram of 3D CNN, where s is stride and d is dilation rate.

Input gate i* controls the accumulation of information from
the new inputs in memory cell ¢’. Previous cell status ¢/~
may be “lost” if enabled by the forget gate f*. If the out-
put gate o' is turned on, the most recent cell output ¢’
will be propagated to the final state A* [41]. Memory cells
and gated controlled information flow in the LSTM units
trap the gradients and prevent them from vanishing too
quickly.

The input, cell output, and states of a multivariate LSTM
structure are all 1-D vectors. They are also known as fully
connected LSTM (FC-LSTM) networks because of the dense
connectivity between input-to-state and state-to-state transi-
tions. The memory cell and gate computations in the LSTM
cell are described by a set of operations as given as:

o (Wxixt + Wiih' ™'+ Wac ! + bi)

fl=o (foxt + Wieh'™ + W™ + bf)

o = 1=V 1 itranh (me’ F Wieh' ™ bc)
=0 (onx’ + Whoh' ™1 4+ Weoe ™! 4 bo)

B = o'tanh (c") 0y

4) MODEL 1 (NEURAL NETWORK WITH LSTM)

In this model, spatial features are extracted from the indi-
vidual frames, and extracted features are passed to the
LSTM network for temporal feature processing. The out-
put of the LSTM network is further processed through a
densely connected network to classify healthy and diseased
seeds.

5) MODEL 2 (CNN WITH LSTM)

In model 2, spatial features are extracted from the indi-
vidual frames via different CNNs. For stage 1, pre-trained
CNNs (used as a feature extractor) and CNNs trained
from scratch are analyzed to see the effect on the model’s
performance.
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6) MODEL 3 (3-D CONVOLUTIONAL NEURAL NETWORK)
In 2-D CNNs, features are extracted solely from the spa-
tial dimension as 2-D feature maps. For bio-speckle activity
analysis, capturing the variation in speckle pattern across
consecutive frames is desirable. For this, we can perform 3-D
convolutions in CNNs to compute features from both spatial
and temporal dimensions at the same time. Convolving a 3-D
kernel to the cube created by the stacked contiguous frames
from the preceding layer in spatial and temporal dimensions
gives 3-D spatio-temporal feature maps [42].

In 3-D convolution, the value at position (x, y, z) on the jth
feature map in the i layer is given by:

Hi—1W;—1D;—1

1
Fli=o(by+2 2 D> D ow

m h=0 w=0 d=0

hwd
ijm

F(x+h)(y+w)(z+d)
(i—Dm

’

12)

where D; is the size of the 3-D kernel along the temporal
dimension, w%‘i is the (h, w, d)™ value of the kernel con-
nected to the m™ feature map in the previous layer.

As shown in Fig. 11, 3-D CNN model architecture has three
blocks formed using 3-D convolution, batch normalization,
and 3-D max pooling layers. These three blocks extract fea-
tures from the spatial and temporal dimensions as 3-D feature
maps. 3-D feature maps of size (2, 4, 2) are obtained from
the last block and converted to a 1-D vector using a flattened
layer, which is further processed by classification layers to
decide whether seeds are healthy or diseased.

7) MODEL 4 (CONVOLUTIONAL LSTM NETWORK)
FC-LSTM has high data redundancy for spatial data and
cannot encode spatial information due to dense connections
in input-to-state and state-to-state transitions. To address
this, convolutional LSTM (ConvLSTM) networks with con-
volutional operation in both input-to-state and state-to-state
transitions are proposed [43].

In ConvLSTM layer, inputs [Xj...X;], cell outputs
[Ci...C,], hidden states [H;...H,], and gates i, f, o'
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TABLE 5. Network configuration and hyperparameters details for different models.
Stage 1 Stage 2 Stage 3
Model 1 network | Temporal distributed dense | Two LSTM layers (56 and | Two dense layers
configuration layers (48 and 32 nodes), | 32 nodes), dropout (10%) | (16 and 1 nodes)
two dropout layers with 10% | in input-to-state and state-to-
dropout probability state dense connections
Model 2 network | Temporal distributed CNNs | Two LSTM layers (64 and | Two dense layers
configuration (pretrained and trained from | 32 nodes), dropout (15%) | (16 and 1 nodes)
scratch) followed by global | ininput-to-state and state-to-
average pooling2D layer state dense connections
Hyperparameters Number of layers in stage 1 and stage 2, number of nodes in layers of stage 1 and
for model 1 N
stage 2, dropout factor, regularization factor
gﬁig:f;a;neters Pre trained CNNs: [VGG16, Resnet50, Densenet121, Inception_V3, Efficient Net,
Mobile Net, Inception_Resnet_V2, Xception],dropout factor, regularization factor
Hyperparameters Filters size, number of filters, dropout and regularization in 3-D convolution and
for model 3 dense layers
Hyperparameters Filters size, number of filters, dropout and regularization parameter in ConvLSTM
for model 4 layers, number of ConvLstm layers
33}*’“‘ batch normalization, and a 3D max pooling layer. ConvLSTM
layer takes spatial data as input and returns 2-D feature maps
Previous :Soﬁmjax equal to the number of filters assigned in the layer for each
Z@i - - N gti‘e frame, and max pooling 3D layer reduces the spatial dimen-
sions of feature maps.

@
Previous

;
He1> 1 ] He

activation Activation

X<t
Input

FIGURE 12. Block diagram of single LSTM cell.

are 3-D tensors with the last two dimensions being spatial
(rows and columns). The key equations of ConvLSTM cell
are mentioned in (13), where ’*’ denotes the convolution
operator.

=0 (Wxi s x! 4+ Wy B~ Wy ™! +bi)
fl=0o (fo 5 x4+ Wy % B W 5 o +bf)

¢ =r' N +i'tanh (ch # X'+ Wyex i1 + bc)

h' = o'tanh (c') (13)

As shown in Fig. 13, the initial two blocks in the ConvL-
STM model architecture have three layers: ConvLSTM layer,
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Output from the last unit of the ConvLSTM layer in
block 3, which has encoded spatial and temporal features,
is utilized further after reducing the spatial dimension using
the max pooling 2D layer. 2-D encoded spatial and temporal
feature maps are converted to 1-D vectors via the average
pooling 2D layer for the classification task.

B. MODEL PERFORMANCE EVALUATION

The model’s performance is evaluated using the most com-
mon measures, including classification accuracy, precision,
recall, F1-score, and area under the receiver operating charac-
teristics curve (AUC), which are computed using a confusion
matrix. Information about true positives (TP), true nega-
tives (TN), false positives (FP), and false negatives (FN) is
present in the confusion matrix.

Accuracy determines the fraction of correctly predicted
classes, indicating how often the classifier is accurate. Pre-
cision shows how accurate the model is for predicted positive
class and provides insight into FP, whereas recall offers a
measure of FN.

Mathematical formulas for performance measures are
given as:

TP + TN
TP+ TN + FP + FN

Accuracy(%) = x 100 (14)
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FIGURE 13. Model block diagram of Convolutional LSTM network.
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FIGURE 14. Confusion matrix for binary classification.

Precision(%) = —— x 100 (15)
TP + FP
TP
Recall(%) = —— x 100 (16)
TP + FN
2 x Precisi Recall
F1 — Score(%) = ——-T¢CIOn X RECAT 100 (17)
Precision + Recall
.. P
True positive rate = ———— (18)
TP + FN
. FP
False positive rate = ——— (19)
TN + FP

Model predictions are the output probabilities converted
to class predictions using the cut-off threshold. Performance
measured using a single cut-off threshold does not provide
complete insight into how well separated the classes are, and
changing the cut-off thresholds changes the model perfor-
mance measures. Receiver Operating Characteristics (ROC)
curve is between the true positive rate (TPR) and false
positive rate (FPR) at different threshold values. AUC is
the area under the ROC curve from points (0, 0) to (1, 1).
The AUC measures the classifier’s ability to differentiate
between classes; the higher the value of the AUC, the
better the model distinguishes the positive and negative
categories. AUC provides an average measurement of the
model’s performance over all the potential classification
thresholds.

IV. RESULTS AND DISCUSSION

The experimental recorded data from setup shown in Fig. 1
comprises of 300 healthy, and 300 infected soybean seed sam-
ples. The speckle images in the recorded bio-speckle activity
videos are reduced to a general frame size of 150 x 100 to
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remove unwanted background information and reduce com-
putation overhead during training.

This dataset of 600 samples is divided into three splits
as 70/15/15(%) (training dataset= 424 samples, validation
dataset= 88 samples, test dataset = 88 samples). Each sample
in the dataset has a bio-speckle activity record of 3 sec at
32 fps. For robustness analysis, four different noised test
datasets are prepared using 88 samples of the test dataset as
mentioned in Section II-B. TensorFlow [44], running on the
Google Colab Pro platform with Tesla T4(32 GB) graphics
processing unit (GPU), is used for all DL-related work.

A. PERFORMANCE AND ROBUSTNESS ANALYSIS OF
DIFFERENT DEEP LEARNING MODELS

All the models mentioned in Section III-A uses the experi-
mental dataset without any data pre-processing. DL. models
are trained on the training data, and their performance is
evaluated after each epoch on the validation data to keep a
close eye on hyperparameter tuning and overfitting of the
model.

We used binary cross-entropy and Adam [45] during the
training as a cost function and optimizer, respectively. For
experimental data, frame size=150 x 100, frame rate=32,
and frame number=96 are used. The initial learning rate for
the optimizer is set to 0.001. Batch size 32, 4, 6, and 2 is used
for model 1, model 2, model 3, and model 4, respectively.
The test dataset performance gives the model’s performance
on unseen data. Table 6 summarizes the results of different
models on the test and noise test datasets considered. For
model 2, different pre-trained CNNs and CNNs trained from
scratch are considered to explore the spatial feature extraction
capabilities of different CNN architectures. The results are
mentioned in Table 7 and 8.

Model 1 shows overfitting due to dense connections at all
the model stages, drastically increasing the model parame-
ters. In model 2, dense layers for spatial feature extraction
are replaced by CNN, which improves the model perfor-
mance, but it was not found to be robust towards noise in
data. Different pre-trained CNNs and CNNs trained from
scratch are considered for the first stage of the model. Results
show (Table 7 and 8) that the architecture of CNN is not
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TABLE 6. Performance of different models on the test and noised test datasets.

Deep learning _ . Performance on tes.t datasets .
models Original test c.la.taset (in %) . Noised test datasets (Accuracy in %) .
Accuracy | Precision | Recall Gaussian Salt and | Speckle Multiple
Noised Pepper Noised Noise
Noised Added
Model 1 89.77 86.95 93.02 90.90 75.00 88.63 84.09
Model 2a' 94.31 91.30 97.67 77.27 56.81 57.95 86.36
Model 2b? 93.18 93.02 93.02 80.68 56.81 68.18 89.77
Model 3 97.72 95.55 100 96.59 51.13 57.95 93.18
Model 4 97.72 100 95.34 97.72 94.31 98.86 96.59

! Model 2a uses pre-trained Resnet50 as CNN at stage 1.
2 Model 2b uses Resnet50 trained from scratch as CNN at stage 1.

TABLE 7. Performance of model 2 with different pretrained CNNs on test dataset and noised test datasets.

Deep learning _ . Performance on tes.t datasets .
models Original test (.igtaset (in %) . Noised test datasets (Accuracy in %) .
Accuracy | Precision | Recall Gaussian Salt and | Speckle Multiple
Noised Pepper Noised Noise
Noised Added
Vggl6 93.18 91.11 95.34 87.50 52.27 69.31 90.90
Resnet50 94.31 91.30 97.67 77.27 56.81 57.95 86.36
Densenet121 90.90 87.23 95.34 51.13 47.72 52.27 52.27
Inception_V3 89.77 85.41 95.34 63.63 47.72 48.86 80.68
Efficient Net 94.31 93.18 95.34 59.09 75.00 75.00 81.81
Mobile Net 97.72 95.55 100 62.50 78.40 59.09 78.40
Inception_ 47.72 0 0 4431 50.00 36.36 43.18
Resnet_V2
Xception 93.18 91.11 95.34 79.54 47.72 48.86 85.22

TABLE 8. Performance of model 2 with different CNNs trained from scratch on test and noised test datasets.

Deep learning _ ' Performance on tegt datasets .
models Original test dataset (in %) Noised test datasets (Accuracy in %)
Accuracy | Precision Recall Gaussian Salt and | Speckle Multiple
Noised Pepper Noised Noise
Noised Added
Resnet50 93.18 93.02 93.02 80.68 56.81 68.18 89.77
Densenet121 93.18 93.02 93.02 78.40 48.86 55.68 95.45
Inception_V3 | 9545 93.33 97.67 51.13 48.86 48.86 61.36
Mobile Net 88.63 86.66 90.69 73.86 51.13 73.86 79.54
Vggl6 51.13 0 0 51.13 51.13 51.13 51.13

responsible for the weak robustness of the model towards the
noise. Spatial information loss during spatial feature extrac-
tion significantly affects the model’s robustness to noise.
Hence, this end-to-end model is not robust to noise. Feature
extraction and their processing using convolutional operation
at all stages in the ConvLSTM model prevent spatial informa-
tion loss. Frame-wise spatial and temporal feature processing
within a ConvLSTM layer makes the extracted features robust
to noise. This model has an accuracy of 97.72%, 97.72%,
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94.31%, 98.86%, and 96.59% on the test and noised test
datasets, respectively (Table 6).

B. PERFORMANCE OF ConvLSTM MODEL WITH
EXPERIMENTAL PARAMETER VARIATION OF DATA
Previously used bio-speckle analysis methods [12], [13]
depends on the data parameters like the number of tempo-
ral frames and ROI selection from spatial dimensions for
precise and accurate results. DL-based bio-speckle activity
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FIGURE 15. Loss and accuracy plots of training and validation for different models.

analysis can overcome this dependency on experimental data
parameters for accurate results. For this purpose, we have
considered three significant factors: the effect of frame
size, frame rate, and the number of frames. The original
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experimental dataset is used to create different datasets
by varying these parameters, and data is normalized using
z-score normalization to reduce the computational and train-
ing time of the model.
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FIGURE 16. Comparison of different models using ROC plots (a) ROC plot of model 1, (b) ROC plot of model 2a,
(c) ROC plot of model 2b, (d) ROC plot of model 3, (e) ROC plot of model 4.

Z-score normalization is mathematically expressed as: TABLE 9. Performance of ConvLSTM model on test dataset for frame

z =% v L where X is original data sample, p and number variation.

o are mean and standard deviation of data sample, Frames Performance on test dataset (in %)

respectively. used Accuracy | Precision | Recall | FI score
96 96.59 100 93.02 96.38
64 96.59 97.61 95.34 96.46

1) VARIATION IN FRAME NUMBER , 32 97.72 97.67 | 97.67 | 97.67

The initial dataset is used to create three different datasets,

keeping frame size and frame rate constant. Data parameters TABLE 10. Performance of ConvLSTM model on test dataset for frame

considered are; frame size=150 x 100, frame rate=32 fps, rate variation.

frames used= 96, 64, 32. Training plots and perfor- Frame Performance on test dataset (in %)

mance on test dataset are given in Fig. 19 and Table 9, rate Accuracy | Precision | Recall | FI score

respectively. 32 96.59 100 93.02 96.38
16 97.72 100 95.34 97.61

2) VARIATION IN FRAME RATE 8 9772 | 955 | 100 | 97.72

Data parameters considered are; frame size=150 x 100,

frames used = Maximum value, and frame rates= 32,16,8. 3) VARIATION IN FRAME SIZE

Training plots and performance on test dataset are given The parameters considered here are; frames rate= 16 fps,
in Fig. 18, and Table 10, respectively. frames used = 48, frame size=100 x 100,150 x 100,
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FIGURE 17. Training and validation plots for ConvLSTM model for frame number variation.

150 x 150,175 x 175. Training plots and performance
on test dataset are given in Fig. 19, and Table 11,
respectively.

The ConvLSTM model shows 97.72%, 97.72%, and
96.59% accuracy on the test dataset for minimum values of
considered frame number, frame rate, and frame size, respec-
tively. Results in Table 11, 9, and 10 shows that ConvLSTM
model is quite robust to variation in data parameters. For
all the variations considered, the model has test accuracy
between 95.45% to 97.72%. The results show that only using
24 frames at 8 fps of spatial dimension 150 x 100 provides
97.72% accurate results on the test dataset. Further, this
information can be used to design a computationally less
expensive ConvLSTM network that takes only 24 frames at
8 fps as input, reducing the GPU computations and the time
required for training.

C. SENSITIVITY OF ConvLSTM MODEL FOR BIO SPECKLE
ACTIVITY OF DIFFERENT ORDERS

A sensitive model can easily identify the bio-speckle activ-
ity of different orders. We have extended the dataset
to four classes with different BSAI values. Multi-class
dataset has 1080 samples (Table 2) divided into three
splits as 70/15/15(%). The training dataset has 756 sam-
ples, the validation dataset has 162 samples, and the test
dataset has 162 samples. Each sample in the dataset has
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TABLE 11. Performance of ConvLSTM on test dataset for frame size
variation.

Frame size used Performance on test dataset (in %)
Accuracy | Precision | Recall | F1 score
100x100 96.59 97.61 95.34 96.46
150x100 96.59 100 93.02 96.38
150x150 95.23 100 91.48 95.55
175x175 95.45 95.34 95.34 95.34

TABLE 12. Performance of ConvLSTM model on test dataset for
multi-class dataset.

Classification report on test dataset
Class name | Precision | Recall | Fl-score | Test sample count
Class 0 98.00 100 99.00 46
Class 1 100 97.00 99.00 40
Class 2 100 100 100 41
Class 3 100 100 100 35
Average test accuracy = 99%

a bio-speckle activity data record of 3 sec at 32 fps.
Z-score normalized data is used during the training of the
model.

Categorical cross-entropy is used as a cost function with
Adam optimizer (initial learning rate=0.001). The model
is trained for 80 epochs with a batch size of 4 with data
parameters as frame size= 150 x 100, frame number=48,
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FIGURE 18. Training and validation plots for ConvLSTM model for frame rate variation.
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at 32fps. Training and test results are given in Fig. 20 and
Table 12. ConvLSTM model gives average test accuracy of
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99% for multi-class data without any hyperparameter tuning
of model.
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FIGURE 20. Training and validation plots of ConvLSTM model on multi-class dataset.

V. CONCLUSION

Accuracy of the bio-speckle activity assessment depends
upon both spatial and temporal features, as the overall activity
is the cumulative effect of both these features. Among cur-
rently emerging technologies, the laser bio-speckle technique
combined with deep learning can show great potential for the
real-time detection of fungal infection in seeds. This study
uses DL-based methods for robust spatio-temporal analysis
of bio-speckle data to detect seed-borne fungal infection
in soybean seeds. Among all DL models considered, the
ConvLSTM model has an accuracy of 97.72% on the test
dataset and is quite robust to added noises with an accuracy
of 97.72%, 94.31%, 98.86%, and 96.59% on four different
noised test datasets. ConvLSTM model was further tested
for experimental parameter variation like frame size, frame
rate, and frames used, and it is robust to the choice of exper-
imental parameters of data used. ConvLSTM is sensitive to
the detection of bio-speckle activity. When trained on multi-
class data, it gives 99% test accuracy, representing that it
can be potentially used to analyze the bio-speckle activity of
different BSAI values. This model can be potentially used to
analyze the time-varying bio-speckle activity of the sample
and for seed quality assessment of different crop seeds at once
in the future.
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