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ABSTRACT In recent years, global energy shortages and environmental pollution have intensified. With the
large-scale development of new energy wind energy, there is also a major problem-insufficient absorption
capacity. In order to promote large-scale wind power consumption, a model predictive control method
based on wind hydrogen coupled power generation system is proposed. Firstly, the mathematical models of
equivalent state of charge in wind power, hydrogen energy storage systems (HESS), and gas storage tanks are
analyzed. Secondly, the optimization objective function is to maximize the local wind energy consumption
and minimize the energy interaction between the main grid. Establish an SSM prediction model based on
the MPC strategy. Genetic optimization algorithm is used for rolling solution. Aiming at the interference
and prediction error generated during the operation of the system, a feedback mechanism is introduced to
embed it into the MPC framework. Then, the rolling time domain method is used to compensate for system
interference. Finally, a case study was conducted based on actual measurement data from a certain area
in the Netherlands. By comparing the wind power dissipation effects of the system during operation, it is
verified that the proposed method can effectively reduce interactive power consumption. Maximize the local
consumption of wind power.

INDEX TERMS Wind power consumption, multi-energy flow system, HESS, MPC optimization method.

I. INTRODUCTION
Energy is the foundation of human existence and national
economy. At the same time of economic development, with
the increasing demand for electric energy in the world, the
conventional power generation mode with high consump-
tion and high pollution is no longer suitable for the social
development concept [1]. Under the dual pressure of energy
demand and climate environment, it is urgent to improve the
penetration rate of renewable energy distributed power [2].

The associate editor coordinating the review of this manuscript and

approving it for publication was Yonghao Gui .

According to statistics, the use of the three non-renewable
resources (crude oil, natural gas and coal) currently used on
the earth is about to be exhausted, and the mining life is grad-
ually increasing, which is 39 years, 50 years and 239 years
respectively [3]. The amount of harmful gases emitted by the
combustion of these three types of non-renewable energy is
staggering, with 32 billion tons of carbon dioxide, 120million
tons of sulfur dioxide and 110 million tons of nitrogen oxide.
Such a large amount of harmful gases have brought serious
harm to the ecosystem [4], [5], [6], [7], [8]. The renewable
energy reserves to be mining output are abundant. At present,
the wind, water and solar energy reserves to be mining
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output account for 99.95% of the reserves, and the clean
resource reserves are even more abundant. The world’s wind,
water and solar energy reserves are respectively 1, 100 and
100 trillion kilowatts [9]. It can be seen that the large-scale
development and utilization of renewable energy can solve
human energy needs.

Wind energy is an inexhaustible renewable energy, but
wind energy is dynamic, so large-scale grid connection is lim-
ited, resulting in many abandoned wind. The combination of
wind energy and hydrogen energy storage is a way to increase
wind power consumption, because the electrolytic water
device can adapt to the unstable output of wind power [10].
The wind power that cannot be used in the grid can be con-
verted into hydrogen through the electrolytic water device for
storage (which can be stored for a long time). The hydrogen
can also be used for fuel cells to generate electricity to return
to the grid and suppress the fluctuation of the grid. There
are many studies on wind power combined with hydrogen
storage and consumption of wind power. In order to achieve
the goal of maximizing the local consumption of wind power,
the literature [11] has established a multi-functional coupling
system of three kinds of energy, based on the efficient use
of energy and the goal of low carbon content, combined
wind power and coal chemical industry, and established a
functional mathematical model through the connection of
hydrogen energy system. The constraint conditions used in
this mathematical model are the maximum utilization rate of
wind power and stable operation. According to the genetic
optimization algorithm, the feasible operation scheme of the
system is obtained. Literature [12] designs a hybrid sys-
tem that operates automatically in off-grid state. From the
test results of real-time operation, the hybrid solar/battery
system with standby syngas generator unit is more reliable
and can meet the changing power demand. The operation
strategy of this generator unit is based on the state of charge
(SOC) of the battery, and the generator unit is in the self-
starting state, to power the load by generating electricity.
When the SOC drops to 40%, charge it until the SOC recov-
ers to 80%. For the energy problem in remote Xinjiang,
the document [13] proposes a set of hybrid energy systems
including wind power generation, hydrogen energy storage,
utilization of coal, and rational use of solar energy. According
to the geographical location of Hami, Xinjiang, it proposes
to use wind and solar energy, and establish its optimization
model to maximize the local consumption of wind and solar
energy.

Model predictive control (MPC) is widely considered as
a very effective method for systems with high uncertainty,
multi disturbance and multi unknown parameters. It has a
wide range of applications, such as food processing, irrigation
systems, robots, building ventilation, unmanned vehicles, etc.
MPC corrects the error by continuously detecting the error
between the predicted value and the real value online in
the closed-loop control system, to ensure the stability of the
control system.

In addition, MPC energy management method is an
advanced energy management technology, which can help
enterprises and individuals manage energy consumption
more effectively, thereby reducing energy costs and envi-
ronmental impact. MPC can realize the optimal control of
energy consumption through the modeling and prediction of
energy system, to realize the efficient utilization of energy.
In recent years, the combination of MPC and GA can realize
the optimization of different energy forms [14], [15], and as
a research method to study the optimal control of power sys-
tem, it has received extensive attention [16], [17], [18], [19].
With regard to the research of model predictive control

(MPC) method, literature [20] proposed a model predictive
control method based on home energy LAN in its article.
This method can reduce the cost of household consump-
tion by optimizing the allocation of effective combination of
micro-sources in the home LAN to improve the utilization
rate of renewable energy. Literature [21] studies and analyzes
the optimal scheduling scheme of microgrid energy based
on conventional economic optimal scheduling, and proposes
a new scheduling scheme with multiple time scales. During
the period of power grid operation every day, the distribution
and adjustment of different electricity usage and the amount
of electricity price in different time periods are carried out.
However, this multi-time scheduling method also lacks the
feedback part and the rolling optimization of MPC, and the
whole scheduling process is relatively rigid. Literature [22]
takes the minimum operation cost of the microgrid as the
objective function for optimization. For the microgrid of the
energy storage system composed of sodium sulfur batter-
ies, an energy management strategy with multiple operation
optimization time scales is proposed, and particle swarm
optimization is used to solve the timescale models. The lit-
erature [23] uses multi-time scale predictive control for the
optimal scheduling of microgrid energy. The optimal cost
control is used when the timescale is the upper and lower slow
scale, and the overall electricity demand is mainly satisfied
when the timescale is the lower fast scale. Document [24] uses
the control method of distributed predictive control to put for-
ward the strategy and method of dispatching according to the
electricity price parameters of each period. In the microgrid
control management, the dual analysis is used to plan the
whole structure into a two-level dispatching structure, and
the Lagrange coordination factor is used for the purpose of
optimal solution. Literature [25] adopts the model predictive
control method to coordinate and optimize the microgrid
energy storage device and diesel generator, improve the max-
imum wind energy consumption of the microgrid system,
and minimize the abandoned air volume of the microgrid
system.

In addition, in order to improve the utilization rate of
energy, document [26] proposed an indirect multi energy
trading method based on deep learning, which is realized
through the personalized response of self energy on the basis
of promoting the multi energy collaborative optimization
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FIGURE 1. Systematical diagram of a multi-energy system.

FIGURE 2. A flow chart of the multi-energy system.

in the local energy market. Reference [27] proposed a dis-
tributed multi energy flow calculation method based on fixed
points for the multi energy flow calculation problem. The
method has good effect in calculation time, accuracy and
robustness against data loss. In order to further enhance the
adaptability and flexibility of multi energy flow system, [28]

proposed an energy management method for multi energy
system based on distributed dynamic trigger Newton Rawson
algorithm. In order to alleviate the shortage of natural gas
supply in winter, [29] proposed a medium and long-term
energy optimization method for urban multi energy flow
system considering seasonal peak shaving of natural gas.

The above literature has carried out various research work
on multi energy flow system and its energy management.
Although multi-level coordination and gradual refinement
of scheduling strategy can largely absorb the fluctuation of
intermittent energy and load, this open-loop optimal schedul-
ing process does not consider the feedback correction of the
actual system to the optimal control process. Therefore, based
on the mathematical model of equivalent state of charge in
wind power generation, hydrogen energy storage system and
gas storage tank, the energy optimization of the system is
studied and analyzed based on the model predictive con-
trol method. That is to build a state-space prediction model
(SSM prediction model), establish a multi-energy flow sys-
tem optimizationmodel with the goal of minimum interaction
between the system and the large grid (maximum absorption
of local wind power), and use genetic algorithm for rolling
solution, aiming at the interference and prediction error gen-
erated during the operation of the system, correct the control
accuracy of the system by embedding feedback correction.
Finally, an example shows that this method can effectively
improve the level of wind power consumption, reduce wind
abandonment, and realize the optimal energy flow control of
the maximum consumption of local wind power.
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II. DESCRIPTION OF MULTI-ENERGY FLOW SYSTEM
In order to absorb more wind power, the multi-energy flow
system built in this paper is shown in Fig. 1. The system is
composed of three subsystems, namely, wind power genera-
tion system, electric energy distribution system and hydrogen
energy storage system. The electric energy distribution sys-
tem controls the flow direction of wind power, including three
paths, namely, local load consumption, water consumption
and grid connection. The hydrogen energy storage system
is composed of an electrolytic water device and a fuel cell,
which mainly simulates the charging and discharging princi-
ple of the battery. The charging is equivalent to the hydrogen
production from electrolytic water to absorb wind power,
and the discharging is equivalent to the hydrogen genera-
tion from the fuel cell. Electricity and gas coupling among
the three subsystems, wind power generation system, power
distribution system, and hydrogen energy storage system
‘‘cache’’ wind power. First, wind power can be supplied to
the local load for consumption, and the surplus wind power
can be supplied to the electrolytic water for hydrogen pro-
duction and storage, and then the remaining wind power
can be connected to the grid for consumption. If the wind
power is too small and the wind power cannot meet the
load, then the fuel cell will consume the hydrogen stored
temporarily during the high wind to supply the local load
for consumption. If the load is still not met, the grid will
supply again. The specific energy flow in the system is shown
in Fig. 2.

III. MULTI-ENERGY FLOW SYSTEM MODEL
The purpose of establishing a system model is to quan-
titatively analyze the flow direction of system energy to
determine the output of the system, specifically including the
mathematical model of wind power output, the mathematical
model of hydrogen energy storage system (electrolytic water
hydrogen production model, the equivalent state of charge
model in the gas storage tank, and the mathematical model
of fuel cell output).

A. MATHEMATICAL MODEL OF WIND POWER OUTPUT
According to the relevant knowledge of air hydrodynamics,
when the airflow passes through the wind turbine, assuming
that the wind energy can be fully converted into mechanical
energy, the mathematical model of wind power output can be
presented in the form of formula (1):

Pm = ωTm =
1
2
ρπR2 · v3 · Cf (1)

where, Pm is the actual wind power (W).ρ is the air density
(kg · m3). ω is the fan speed (rpm).v is the wind speed at
the high position of the fan hub (m/s). Tm is the mechanical
torque of the fan (kg·m).R is the radius of the wind wheel (m).
Cf is the wind energy utilization coefficient (dimensionless),
the maximum value is 0.593.

The specific value of Cf can be calculated by the following
formula (2):

Cf (γ, β) = C1

(
C2

γ1
− C2β − C4

)
e−

C5
γi + C6γ

1
γi

=
1

γ + 0.008β
−

0.035
β3 + 1

(2)

where, C1 ∼ C6 is constant. γ is the tip speed ratio of the fan,
γ = ωR/v; β is the pitch angle.

B. MATHEMATICAL MODEL OF HYDROGEN ENERGY
STORAGE SYSTEM
1) HYDROGEN PRODUCTION MODEL OF ELECTROLYTIC
WATER
When electrolyzing water to produce hydrogen, under the
standard state, according to the law of conservation of mate-
rials, the amount of hydrogen and oxygen produced in the
process of electrolyzing water can be expressed by formula
(3). The flow of hydrogen and oxygen produced is shown in
formula (4).

nH2 =
ηf · nel · Iel

2F

ηf = 96.5 · e

(
0.09
Iel

−
75.5
I2el

)
⇒ nO2 =

1
2
nH2 (3)



VH2 = 2VO2 = 418 · Ps ·
ηf

Us

Us = Uq +
r1 + r2 · Tel

Ael
· Iel +

(
s1 + s2 · T 2

el

)
·

log

 t1 +
t2
Tel

+
t3
T 2
el

Ael
· Iel + 1


(4)

where, nH2 and nO2 is the amount of hydrogen and oxygen
produced by electrolysis of water. nel is the amount of elec-
trolyte substance. Us is the voltage at both ends of the elec-
trolytic cell. Ps is the power flowing into the electrolytic cell.
Ael is the electrode area, Tel indicates the electrolyte tempera-
ture. ηf is the electrolytic efficiency of the electrolytic cell. Iel
is the equivalent current of the electrolytic cell. F is Faraday
constant, just F = 96485C/mol. Uq indicates the reversible
voltage of the electrolytic cell. VH2 and VO2 represent hydro-
gen flow (L/h) and oxygen flow (L/h) respectively. s1, s2, s3,
t1, t2, t3 both represent electrode overvoltage parameters.

2) EQUIVALENT STATE OF CHARGE MODEL IN GAS
STORAGE TANK
In this paper, the electrolytic water device, hydrogen and
oxygen tank and fuel cell are combined to form an energy
storage system. Hydrogen/oxygen consumption is similar to
charging the battery. During the discharge process, fuel cells
generate electricity by consuming hydrogen/oxygen, while
hydrogen/oxygen gradually decreases. In order to evaluate
the residual quantity in storage, the concept of equivalent
state of charge [30], [31] (ESOC) is introduced, as shown in
formulas (5), (6) and (7). In addition, for the safety of the gas
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FIGURE 3. MPC strategy implementation process.

storage tank, the equivalent state of charge of the gas storage
tank has a safe range (0.2 ∼ 0.9).

ESOCH =
PHS
PMH

(5)

ESOCO =
POS
PMO

(6)

ESOCS =
ESOCH · VH + ESOCO · VO

VH + VO
(7)

where, ESOCH , ESOCO, ESOCS represent the equivalent
state of charge of hydrogen tank, oxygen tank and hydrogen
energy storage system respectively. PHS , POS respectively
represents the current residual pressure of hydrogen and
oxygen storage tanks. PMH , PMO respectively represents the full
pressure value of hydrogen and oxygen storage tank. VH , VO
respectively represents the volume of hydrogen and oxygen
storage tanks.

3) FUEL CELL OUTPUT MATHEMATICAL MODEL
The proton exchange membrane based fuel cell [32], [33],
[34], [35], [36] (PEMFC) has a broad application prospect
with high conversion efficiency, environmental protection
and other characteristics. It can rapidly convert hydrogen and
oxygen chemical energy into electrical energy, and can be
connected with electronic converters of different power, and
then connected to the large power grid. Due to irreversible
loss, the actual output voltage Ecell of PEMFC is lower
than its balance potential, which is caused by irreversible
loss for many reasons. This kind of loss is usually called
polarization or overvoltage, and mainly comes from the open
circuit potential Eo, activation loss potential ηact , oh mic loss
potential ηohmic and concentration loss potential ηcon. Ecell is

a function of output current, temperature and reactant partial
pressure, which can be expressed by formula (8):

E cell
= E o

− η act − η ohmic − η con

E o
= −

(1H − T · 1S)

n · F
+ R · T · ln

(
PH2 · P0.5O2

PH2O

)
η act =

R · T
α · n · F

· ln
(
i
i o

)
η ohmic = i ·

IM · λM

A

λM =

181.6 ·

[
1 + 0.03 ·

( i
A

)
+ 0.062 ·

( T
303

)2
·
( i
A

)2.5][
λ − 0.634 − 3 ·

( i
A

)
· exp

(
4.18 ·

T−303
T

)]
η con =

R · T
n · F

· ln
(
1 −

i
i L

)
(8)

where, T is the battery operating temperature (K). 1S is the
total reaction entropy, and 1S = 163.15mol · K. 1H is the
total reaction enthalpy,1H = 1G+T ·1S, 1G is Gibbs free
energy, and 1G = 237.18KJ/mol. n is the number of elec-
trons per hydrogen molecule, n = 2.α is the charge transfer
coefficient.R is Avogadro constant, R = 8.134J/ (mol/K). F
is Faraday constant, F = 96485C/mol.Rele it is the electronic
resistance (negligible) that causes obstruction in the battery.
i o is the exchange current density, i L is the limiting current
density, i is the current flowing through the battery, in A. A
is the activated cell area of proton exchange membrane (m2).
IM is the thickness of proton exchange membrane (m). λ M is
the film resistivity. λ Is membrane water content, constant.
PH2 , PO2 , PH2O partial pressure of hydrogen, oxygen and
water (Pa).

VOLUME 11, 2023 86701



Q. Zhang et al.: Model Predictive Control Method of Multi-Energy Flow System

Then the output power of section N PEMFC PNemst is
shown in formula (9):

PNemst = N · i · E cell (9)

IV. IMPLEMENTATION OF MPC STRATEGY IN MULTI
ENERGY FLOW SYSTEM
MPC is amodel-based closed-loop optimization control strat-
egy. Its core links are internal model, control algorithm and
reference trajectory, or predictive model, rolling optimization
and feedback correction. Its principle is to predict the output
of the system in a period of time according to the system
model, and feedback the actual output to timely correct the
control quantity, and repeat the above process to achieve
rolling optimization [37], [38]. The advantage of MPC is that
it does not require high accuracy of the system model, can
consider various constraints, can deal with multi-objective
optimization problems, and has good dynamic control
performance [39].

Based on the above analysis of MPC strategies and ideas,
for themulti-energy flow system built by the system, theMPC
strategies of each information flow in the system are shown
in Fig. 3 below [40]. It mainly consists of two parts: MPC
controller (including optimization algorithm and prediction
model) and controlled object. GA optimization algorithm is
adopted for optimization algorithm, and state Space model
is adopted for prediction model. Specific idea: according to
the predicted wind power and real load (reference value)
of the improved PSO-BP in the early stage, the prediction
time domain is set to 24 hours, and only the value at the
first moment of the optimal control scheme (predicted wind
power, energy storage system power, energy storage sys-
tem status and power grid power) of each sampling period
(24 hours) is selected through the rolling solution (GA) to
act on the actual system, combining with the actual measured
value, there is a real feedback from the actual system (the
actual load, the actual power of the energy storage system,
the actual state of the energy storage system and the actual
grid power), and the next state of the system calculated
according to the system state space model (SSM) is taken
as the initial state of the system at the next time, and so on.
Based on the above, this method involves multiple time scales
because it uses historical data to make predictions, and uses
prediction data to solve and make decisions to act on the
present.

A. IMPROVED PSO-BP PREDICTION ALGORITHM
Particle Swarm Optimization (PSO) is an intelligent
algorithm based on population. In 1995, two American psy-
chologists Eberhard and Kennedy proposed it based on the
behavior of bird groups [41]. The basic idea of PSO algorithm
is to simulate society. That is, consider a random solution as a
member of the group (particle). This particle has its own posi-
tion and running speed in the solution space. According to
the actual problem, determine a constraint condition (fitness
function). All particles fly at a certain speed in the solution

FIGURE 4. Flow chart of an improved PSO-BP algorithm.

space, and find the global optimal solution by following the
current optimal solution.

Because of the specific super ‘‘inertia memory’’ ability
of particles in conventional PSO (clustering to the spon-
taneous historical best, neighborhood, group historical best
and other positions), the continuous aggregation leads to the
phenomenon of rapid convergence effect of particle popula-
tion, and finally is more likely to lead to the emergence of
local extreme, premature convergence or stagnation and other
defects, so in order to solve the above problems, the PSO
is improved, That is, the adaptive inertia weight factor ω is
introduced into the velocity update formula, and the gas is
corrected to get the following formula (10), and the position
update is as shown in (11):

vis (t + 1) = ω · vis (t) + c1r1s (t) [pis (t) − xis (t)]

+ c2r2s (t)
[
pgs (t) − xis (t)

]
(10)

xis (t + 1) = xis (t) + vis (t + 1) (11)

where,vis is the flight speed of the ith particle in the
s-dimensional target search space, i = [1,m], s = [1, S].
c1 and c2 are learning factors and non negative constants. r1
and r2 are uniform random numbers in the range of [0,1].
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FIGURE 5. Nine cases of penalty definition.

xis search the position of the ith particle in the space for the
s-dimensional target. pis is the optimal position searched by
the ith particle. pgs the optimal position for the whole particle
swarm.

The value taking rule for ω is shown in formula (12):

ω =

{
ωmin −

(ωmax−ωmin)∗(f−fmin)
favg−fmin

, f ≤ favg
ωmax, f > favg

(12)

In the above formula, ωmax, ωmin represents the maximum
and minimum values of ω, f is the target value of particles at
this time, and favg, fmin represents the average target value and
the minimum target value of all particles in the whole process
of motion (optimization).

The specific algorithm flow is shown in Fig. 4, and the
specific algorithm description is as follows:

Step 1: According to the input and output sample sets and
experience of the neural network, the topological structure of
the network is 29-6-23-1.

Step 2: Random generation of initial weights and
thresholds.

Step 3: The weights and thresholds of the neural network
are coded. Mark individual particles in the form of real num-
ber vector.

Step 4: Initialization parameters.
The number of particles in the population N = 100,

the maximum number of iterations Kmax = 100000, the

acceleration factor c1 = c2 = 1.49445, the individual posi-
tion xmin, xmax ∈ [−5 5], and the flight speed vmin, vmax ∈

[−1 1].
Step 5: Calculate the fitness value of each particle Fit [t].
Step 6: Compare the optimal position

−→
PiS searched so far

by the ith particle with the optimal position
−→
PgS searched so

far by the whole particle swarm. If Fit [t] is better than
−→
PiS ,

assign the value to
−→
PiS . Similarly, if Fit [t] >

−→
P gS , replace

Fit [t] with
−→
PgS .

Step 7: Update particle velocity vi and position xi according
to formulas (10) and (11).

Step 8: Determination of termination conditions. If it is
determined that it is satisfied, exit, and output the optimal
weight and threshold, otherwise return to Step5.

B. SYSTEM MODEL CONSTRUCTION USING
In order to derive the relationship between the energy com-
ponents of SSM in the system, the traditional state space
model (SSM) expression describing the complexmulti-vector
energy system is used. In the system, the energy balance
equation of the system can be expressed as:

Pload (k) + PH2O (k) = Pfc (k) + Pgrid (k) + Pwind (k)
(13)

Assuming that the electrolytic water device and hydro-
gen and oxygen fuel are regarded as a whole - hydrogen
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FIGURE 6. GA optimization flow chart.

energy storage system (Psoc), the formula (14) obtained is as
follows:

Pload (k) + Psoc (k) = Pwind (k) + Pgrid (k) (14)

In the formula,Pwind (k),Pgrid (k),Pfc (k),PH2O (k) ,Pload (k)
represents the wind power, grid power, fuel cell, electrolytic
water consumption power and local load consumption power
during k . Unit: kW.

In order to construct the state space representation, two
state variables and one output variable are defined. As shown
in formulas (15) and (16):

x1 (k) = ESOCS (k) (15)

x2 (k) = y (k) = Pwind (k) (16)

Then the state space model can be expressed as:

x1 (k) = x1 (k − 1) + ζ1 · x2 (k) + φ1 (17)

y2 (k) = x2 (k) (18)

where ξ1 is the conversion rate (i.e. the conversion rate
between electricity and gas). φ1 is a constant.

C. SOLUTION OF ROLLING OPTIMIZATION GA
In order to maximize the local consumption of local resources
(wind energy) in the system, the purpose of system opti-
mization is to minimize the transmission of electricity to the
grid, so that most of the wind power is consumed locally.

TABLE 1. Simulation experiment parameters.

Therefore, the objective function can be described as:

f (k) = min
24∑
k=0

Pgrid (k)

s.t.



Pload (k) + Pgrid (k) + Psoc (k) = Pwind (k)
0.2 ≤ ESOCS (k) ≤ 0.9
0.2 ≤ ESOCH ≤ 0.9
0.2 ≤ ESOCO ≤ 0.9
0 ≤ Pwind (k) ≤ Pwind max (k)
0 ≤ Psoc (k) ≤ Psocmax (k)
0 ≤ Pgrid (k) ≤ Pwind (k)

(19)

where, f (k) is the objective function at k time.Pwind max (k)
is the maximum wind power at k time.Psocmax (k) is the
maximum value of the equivalent state of charge of the energy
storage system at k time.

In this paper, an optimizationmodel has been established to
maximize the local consumption of wind power to minimize
the interaction between the system and the large power grid,
including the objective function and various constraints. The
specific optimization algorithm is genetic algorithm. The
genetic algorithm calls the ga function, which aims at ESOCS
to keep it in a safe range (0.2 ∼ 0.9) while minimizing
the fitness function. The goal of the fitness function is to
minimize the interaction between it and the large power
grid, that is, to make local power consumption as much as
possible.

The fitness function will contain a variety of situations.
After analyzing the power flow of the system, it is concluded
that there are approximately 9 possible power flows, as shown
in Fig. 5. Among these 9 types, there are appropriate or inap-
propriate ones. When the appropriate power flow comes, the
punishment factor set for it is small, and for the inappropriate
power flow, the punishment factor set for it is relatively large,
for example, the most ideal situation is that the electricity
generated by wind energy just meets the load demand, and
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FIGURE 7. Comparison curve of wind power forecast output.

FIGURE 8. Wind power prediction error comparison curve.

the energy storage system ESOCS is between 0.2 ∼ 0.9, and
the punishment factor is set to 0.

As described earlier, the genetic algorithm uses selection,
crossover and mutation operators to search for the best can-
didate solution when its fitness function reaches the optimal
value in the horizon. Its flow chart (Fig. 6). The steps of GA
optimization are described as follows:

Step 1: The initial solution is generated. The initial
solution is generated randomly between, for exam-
ple, the state change in SSM can be expressed as{
x (k)k=1∼24 | [0.212, 0.301, 0.376, . . . , 0.897]

}
;

Step 2: Calculation of fitness value. Each candidate solu-
tion is calculated by fitness function. The fitness func-
tion in this paper is composed of SSM function and a
series of constraints. An SSM function represents the cor-
relation between variables x (k), x (k − 1) and y (k)defines
constraints.

Step 3: Determination of termination conditions. If the
candidate solution meets the end condition and the objec-
tive function at the same time, the optimal solution will
be output out of the loop. Otherwise, two operators,
crossover and mutation, are used to generate a new candidate
solution, and then a new generation of genetic opera-
tor is generated through the action of GA, which returns
to Step 2.

TABLE 2. Prediction performance analysis of prediction model.

D. IMPLEMENTATION OF FEEDBACK CORRECTION
During the actual operation of the multi-energy flow system,
because the reference value is based on the predicted value of
the improved PSO-BP, there is a certain deviation between the
optimal control scheme calculated by the rolling optimiza-
tion and the optimal operation scheme of the actual system
operation, as well as some external disturbances, the final
predicted value cannot be consistent with the actual value,
in order to make the predicted value and the actual value more
similar, Therefore, the feedback adjustment link is added, and
the actual value obtained each time is used as the basis, and
the predicted value of the next time is used as the correction,
so that the actual value of the next time is closer to the
predicted value, to optimize and improve, so that the whole
system becomes a closed-loop control optimization system,
and the output value meets the requirements. The specific
method is to measure the current actual state value of the
system online, as the initial value of the rolling optimization
at the current time, and continuously optimize the predicted
output value according to the actual output value to form a
closed-loop control to make the predicted output value more
accurate.

x (k + 1) = xreal (k + 1) (20)

where, x (k + 1) is the initial value of wind power at
k+1 time. xreal (k + 1) is the wind power value at k time col-
lected by the actual measurement system after the predicted
wind power at k+1 time is issued.

V. EXAMPLE ANALYSIS
A. IMPROVED PSO-BP EXAMPLE ANALYSIS
The above model is applied, and in order to better verify
the superiority and universal applicability of the model, the
measured data of a wind farm in the Netherlands are used
for research and analysis, and 96 data are observed every
day with a sampling interval of 15 minutes. The wind power
from March 1 to 29 is selected as the training sample (2784
data sets), and the wind power from March 30 is selected as
the test sample (96 data sets). Other simulation experiment
parameters are shown in Table 1.

Based on the parameters set above, the research sample is
imported into the relevant design program, and the predicted
wind power curve and actual wind power curve obtained are
shown in Fig. 7. The corresponding prediction error curve is
shown in Fig. 8.

It can be seen from the above figures that the predic-
tion effect of the improved PSO-BP neural network com-
bination model is good, but in order to more accurately
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FIGURE 9. Daily power consumption and wind power diagrams.

FIGURE 10. Comparison of ESOCS results.

FIGURE 11. Comparison of power changes of energy storage system
before MPC optimization.

verify the accuracy of each prediction model, the article will
use the average percentage error eMAPE , root-mean-square
error (RMSE) and relative entropy E (reflecting the ‘‘close’’

FIGURE 12. Comparison of power changes of energy storage system after
MPC optimization.

FIGURE 13. Comparison of interactive power changes before MPC
optimization.

FIGURE 14. Comparison of interactive power changes after MPC
optimization.

distance between the actual value and the predicted value),
are used to improve the PSO-BP combination prediction
model for performance evaluation (96 observation values are
evaluated). The three evaluation indicators are defined as
follows:

eMAPE =
1
N

N∑
k=1

∣∣∣∣O (k) − T (k)
O (k)

∣∣∣∣ · 100% (21)
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RMSE =

√√√√ 1
N

·

N∑
k=1

(O (k) − T (k))2 (22)

eMAPE =
1
N

N∑
k=1

∣∣∣∣O (k) − T (k)
O (k)

∣∣∣∣ · 100% (23)

In the above formula, k is the time node, N is the number of
predicted samples, T (k) is the predicted value, and O (k) is
the actual value.

According to the prediction results of the above chart, the
average percentage error, root-mean-square error and relative
entropy are 1.72%, 0.02 and 0.01 respectively. The BP neural
network optimized by improved PSO is closer to the historical
data and the prediction is more accurate.

B. MPC STRATEGY EXAMPLE ANALYSIS
1) EXAMPLE DESCRIPTION
This paper takes the actual data of four different seasons and
one day in a certain area of the Netherlands as an example
to verify the feasibility and effectiveness of the proposed
multi-energy flow system control method. The wind power
and actual load predicted by improving PSO-BP, namely the
actual daily power consumption and the predicted daily wind
power (Fig. 9).

It can be seen from Fig. 8 that the load and wind power of
the four seasons fluctuate within 24 hours, but as time goes
on, the load shows some regularity. The power consumption
is less between 1:00 and 6:00 every day, and more between
7:00 and 23:00. 7:00 and 20:00 are the most power consump-
tion in a day, which can reach 54.92 MW and 58.69 MW
respectively. However, wind power is extremely unstable,
with the largest fluctuation in spring, ranging from 27.62MW
to 62.48MW. Secondly, wind power fluctuates greatly in
autumn, ranging from 30.88MW to 61.38MW. However,
wind power fluctuates little in summer and winter, with the
smallest fluctuation in winter, and the smallest wind power
throughout the day (only 23.72MW at the maximum), which
is less than the daily power consumption throughout the
day.

Compared with the above figure, it is obvious that
there is an obvious mismatch between supply and demand,
because for this system, supply and demand are intermit-
tent. Therefore, hydrogen energy storage system is needed to
balance the difference between energy. This paper uses the
MPC optimization strategy to maintain the optimal opera-
tion of the energy storage system while meeting the energy
demand. In order to facilitate the study of the measured
data, the data in Fig. 9 are processed and collected once in
one hour.

2) RESULT ANALYSIS
In order to fully prove the feasibility and effectiveness of the
MPC optimization method proposed in the article, that is,
to achieve the goal of maximizing the local consumption of
local wind power, under the same wind power and load, the

paper intends to take the multi-directional flow control results
of the non-optimized hydrogen energy storage system as a
comparison. Therefore, the results of the calculation example
are shown in Figs. 10 to 14.

Fig. 11 shows the comparison of the results of the four-day
ESOCS test selected in the article. From the figure, it can be
seen that the ESOCS is sometimes high and sometimes low
within 24 hours, which is intended to temporarily store wind
power when the system is rich in wind power, and discharge
the required load when the wind power is scarce, to balance
this demand relationship of the system, and then achieve
local wind power consumption as far as possible. As shown
in Fig. 10(a), the ESOCS after MPC optimization between
3:00 and 22:00 is greater than its value before optimization,
and because the wind power is large and larger than the
load demand during this period, so too much wind power
is temporarily stored by the energy storage system, that is,
more wind power is used to charge the energy storage system
(electrolytic water for hydrogen production). Before MPC
optimization, the ESOCS changes from 0.2 to 0.35, while
after optimization, the ESOCS changes from 0.21 to 0.89.
In Fig. 10(b), if the wind power decreases between 1:00 and
5:00, the energy storage system is in the discharge state in
order to maintain the balance between supply and demand of
the microgrid system, that is, the ESOCS decreases, and then
the wind power increases and maintains a large level between
5:00 and 16:00, then the energy storage system starts to
charge, that is, the ESOCS increases from 0.3 to 0.9, and then
the wind power decreases, and the ESOCS decreases due to
the discharge. Therefore, from the comparison in the figure,
it can be seen that the optimized ESOCS can store more wind
power temporarily, When the wind power is reduced, the load
will be consumed, which increases the local consumption of
wind power. For autumn, because the wind power is not big
at first, the ESOCS fluctuates little. Until the wind power is
big after 8:00, the ESOCS after MPC optimization remains
around 0.9, while the ESOCS before MPC optimization fluc-
tuates little, around 0.25. It can be seen from Figure 10d that
because the wind power in winter is small all day and less
than the load, the value of ESOCS is relatively small. Without
optimization, although it fluctuates, its value almost remains
at 0.2. Even under MPC optimization, the value of ESOCS
also changes slightly, with a maximum of 0.3. In general,
the change amplitude of ESOCS under MPC optimization is
large.

Fig. 12 shows the result of energy storage system power
without MPC optimization. It can be seen from the figure
that before MPC optimization, the power in the energy stor-
age system has little change, even when the wind power
of the system is less than the load, it also has little effect.
For example, at 5:00∼21:00 in spring and 5:00∼18:00 in
summer, the maximum increase is 2.5MW, so the system
can only request a large amount of supplementary power
from the large grid. The power change of the energy storage
system after MPC optimization is shown in Fig. 13. The
energy storage system after MPC optimization has a strong
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TABLE 3. Comparison and analysis of wind power consumption results in four seasons.

ability to temporarily store (charge positive, that is, elec-
trolysis hydrogen production is positive. Discharge negative,
fuel cell discharge is negative) wind power. Especially by
comparing Figs. 11(d) and 12(d), it is clear that the maxi-
mum temporary storage wind power of the energy storage
system before MPC optimization is 0.8MW, and most of
the time is 0MW. After MPC optimization, the temporary
storage wind power of the energy storage system is mostly
above 8MW.

Figs. 13 and 14 show the comparison of the results of the
interaction power between the system and the large power
grid (combined as positive, from negative). From the overall
view of the figure, the interaction power after MPC opti-
mization is far less than the interaction power before MPC
optimization, that is, to ensure themaximization of local wind
power consumption. It can be seen from Figs. 13(a) and 14(a)
that the change range of the unoptimized interactive power
is −13.33∼18.21MW, with a span of 31.54MW, while the
change range of the optimized interactive power is small,
between−6.21∼7.02, with a span of only 13.23MW. In sum-
mer, because the wind power is more than the load most of
the time, the energy storage system will be charged with the
wind power that is not used up, and then the rest will be
directly connected to the large grid. The interactive power
variation amplitude between the system and the large grid
will be 31.35 MW when the wind power is not optimized,
and 11.63 MW after optimization, as shown in Figs. 13(b)
and Figs. 14(b). Similar to summer in autumn, wind power
is usually larger than the load, only between 1:00 and 3:00.
When the system is not optimized, more power is integrated
into the grid, with an average of about 10MW. After MPC
optimization, due to the enhanced capacity of the energy
storage system to cache wind power, less power is integrated

into the large grid, with an average of about 2MW, as shown
in Figs. 13(c) and 14(c). For winter, because the wind power
is less than the load all day, the system has to apply to the
power grid for power supplement all day, but the applied
power supplement is significantly different before and after
MPC optimization. The applied power supplement before
MPC optimization is 512.89MW, and after MPC optimiza-
tion, due to the increase of the temporary wind power storage
capacity of the energy storage system, the applied power
supplement is 318.50MW, and the applied power supplement
before and after optimization is 194.39MW less, as shown in
Figs. 13(d) and 14(d).

Therefore, in order to better see the degree of wind power
consumption in spring, summer, autumn and winter, we will
select the experimental data of the four seasons to analyze the
specific wind power consumption, as shown in Table 3 below.
Chart description: in the table, B represents before MPC
optimization, and A represents after MPC optimization. ‘‘+’’
for energy storage refers to charging (hydrogen production
by electrolysis of water), and ‘‘-’’ for energy storage refers
to discharge (fuel cell discharge). The interactive power ‘‘+’’
refers to the connection to the large power grid, and ‘‘-’’ refers
to the application for power supplement from the large power
grid.

It can be seen from the above table that the total load
in four seasons is 4189.04MW and the total wind power is
4104.94MW. After the optimization of the system, the wind
power absorbed by the lifting system is 422.05MW, and the
increase rate is 10.28%. Among them, the capacity of the sys-
tem to absorb wind power after the optimization of the MPC
method has been improved to varying degrees, with the local
wind power consumption rate reaching 96.41%∼100%, and
the increase of the wind power consumption rate in spring,
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summer, autumn and winter is 11.49%, 10.08%, 13.69% and
0 respectively, except in winter, The capacity of absorbing
wind power improved in the other three seasons is relatively
obvious, and the reason for no improvement in winter is that
wind power is far less than the load all day long (wind power
is completely absorbed locally).

Based on the analysis of the above data, charts and
results, it is known that the method of MPC optimization of
multi-energy flow system can effectively maximize the local
consumption of local resources (wind energy) while ensuring
the stable operation of the system.

VI. CONCLUSION
To intake more wind power consumption in micro-grids, this
paper establishes a practical analysis model and proposes a
model predictive control method for a wind-hydrogen hybrid
power generation system while studying and analyzing the
output characteristics of each micro-source. 24-hour wind
power is predicted through the improved PSO-BP neural
network to achieve optimal scheduling. Genetic algorithm
is used to solve the optimal solution within the opti-
mal range over 24 hours, while SSM compares the pre-
dicted results with the measured data to adjust the control
strategy.

The research results of this work are summarized as
follows:

1) The proposed MPC optimization method increases the
wind energy consumption by 10.28%.

2) by considering the intermittent characteristics from the
both supply and demand sides, this papermakes full use of the
energy storage system composed of electrolytic water device,
hydrogen and oxygen storage tank and fuel cell to balance
the supply and demand while maintaining the energy storage
system within the safe range.

3) The effectiveness of this method is verified in a limited
simulation environment. In the follow-up research work, the
developed strategy will be implemented in an actual wind
farm with fuel cell energy storage. A comprehensive test bed
is also under development.

This technology provides a new method to operate
grid-connected power generation with a purpose of effective
use of intermittent renewable energy. This will promote the
application of wind energy, hydrogen and fuel cells in power
generation.
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