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ABSTRACT Collective emergent behaviours are commonly seen in nature such as in flocks of birds and
schools of fish. These behaviours are the results of years of evolution and have been studied in artificial
agent systems in a wide range of application areas such as robotics, serious games, and crowd simulations.
Automatic recognition of such collective behaviours is imperative in such application areas in order to
measure and improve the effectiveness and efficiency of the artificial agent systems, especially when it
involves machine learning approaches where human labelling is not feasible. While it is easy for the human
eye to recognise collective behaviours, this is an extremely challenging task for a machine to automatically
recognise them as such emergent behaviours cannot be captured by a simple mathematical equation.
This paper investigates how emergent behaviours can be automatically recognised through capturing the
behavioural aspects of the collective nature of the agents’ performance. We identify seven metrics such
as grouping, order, and flock density that can capture diverse and distinct emergent characteristics of
agent behaviours. Five machine learning models that use a combination of these metrics as features of
a range of representative behaviours were trained to investigate the potential of automatic recognition of
collective emergent behaviours. The evaluation results show that training the machine learning models with
the proposed approach enables automatic recognition of a range of diverse emergent collective behaviours.
Further, we conducted leave-one-behaviour-out experiments on the representative behaviours and the metrics
used. The results confirmed that each behaviour and metric have a unique impact on accurate recognition of
emergent behaviours in collective agent systems.

INDEX TERMS Emergent behaviours, collective behaviour metrics, machine learning, automatic collective

behaviour recognition, boids system, leave-one-out.

I. INTRODUCTION
Collective behaviours in nature are found in the way flocks

motions at the group level which replicate the collective
behaviours in nature [2]. Emergent behaviours in an agent

of birds, swarms of insects, herds of land animals or schools
of fish, move, aggregate, and disperse [1]. In simulating
such collective motion, individual agents are often codified
with simple rules. Therefore, they act according to their
own discrete perceptions without centralised control. The
local interactions among them give rise to emergent fluid
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system refer to the kind of collective behaviours that are not
explicitly programmed but are the result of local interactions
among individual components in the system [3]. Those
kind of emergent behaviours with an embedded pattern in
their motion are also referred to as collective structured
behaviours in the literature [4]. Hence, we use the terms
emergent behaviour and structured behaviour interchange-
ably in this paper. The first automated collective motion
simulation was introduced by Craig Reynolds in 1987 [5],
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which is widely known as Reynolds’ Boids (bird-android)
model. Reynolds proposed three simple rules: cohesion,
avoidance, and alignment which in combination can result
in collective motions similar to those observed in the
nature.

Collective structured behaviours are useful in multiple
application fields including military swarm attacks [6], civil
aviation [7], search and rescue robotics [8], and hazardous
material localisation [9]. Being able to recognise and analyse
collective structured behaviours is helpful in imitating and
reproducing these behaviours [10] as well as generating
new behaviours [3], [11]. Consequently, they help make
informed responses and decisions based on the understanding
of the more profound nature of these behaviours. Although
humans could easily recognise such behaviours, limitations
related to efficiency lead to the requirement of automatic
recognition models [12]. Nevertheless, automatic recogni-
tion of collective structured behaviours is still an open
question due to the constraints associated with inherent
unpredictability and sensitivity to control parameters [13],
[14]. With the latest development of new types of artificial
collective behaviours, the recognition problem becomes
increasingly difficult. This is because the collective behaviour
configuration of robots, and other multi-agent systems might
result in behaviours which are not exhibited in natural
systems.

Current automatic recognition models for collective struc-
tured behaviours usually require the temporal parameter
space of each individual agent to make an accurate pre-
diction [10]. These methods focus on internal interactions
between agents across a set of discrete time steps. However,
due to these complex interactions in such multi-dimensional
systems, the parameter space can become extremely dynamic.
Calculations within such a space on the individual level intro-
duce exponential complexity to the model [15]. Therefore,
this paper investigates how collective structured behaviours
can be recognised through capturing the collective nature
of the agents’ performance in the spatial parameter space.
To focus on the movement of the whole group of agents
rather than individual behaviours, we identify a set of metrics
that capture their collective behavioural aspects in terms of
direction of motion, collisions among agents, and ability to
balance convergence and dispersal as a group, among others.
These metrics abstract the spatial features of the group that
can be extracted without looking into each individual agent’s
temporal behaviour.

Existing works have shown the effectiveness of using
individual or a simple combination of such metrics in
determining the presence of one specific behaviour as
each of these metrics can capture a specific characteristic
of structured behaviours [16], [17], [18]. However, each
individual metric is not versatile enough to identify many
structured behaviours as they can only capture a limited
number of characteristics independently [19]. This paper
proposes a unique combination of seven metrics as discussed
in Section III-B that can capture the high-dimensional
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characteristics of collective structured behaviours, and in
turn, can provide an accurate recognition for a wide range
of collective structured behaviours.

We propose a machine learning (ML) model which
encapsulates the seven metrics mentioned above and the
features extracted from a pool of eight structured behaviours
as discussed in Section III-A that are recognised by the
literature as a representative set of diverse agent behavioural
characteristics [4] as a means to automatically recognise
emergent agent behaviours. A point-mass boid simulation
system is used as the experimental platform to generate
the agent behavioural dataset for the training of the ML
models. Using the eight structured behaviours together with a
range of random unstructured behaviours generated with the
point-mass simulator as the trainig set, we evaluate five ML
models on their ability to capture a wide variety of collective
structured behaviours. The ML classifiers: Decision Tree,
Naive Bayes, K-Nearest Neighbour (KNN), Support Vector
Machines (SVM), and Multi-Layer Perceptron (MLP); were
selected to cover a diverse range of learning approaches
to investigate the full capacity of our proposed metric
combination and the representative behaviours in collective
structured behaviour recognition. The trained models are
tested on a different set of structured and unstructured
behaviours to investigate their potential in recognising
the agent behavioural characteristics. These evaluations
demonstrate that this approach could identify collective
structured behaviours previously unseen during training in
contrast to the existing approaches [10]. We also investigate
redundancies and quantify the importance of each of the
seven metrics and the eight structured behaviours used in
training through a leave-one-out statistical analysis [20] to
testify the comprehensiveness of our framework. As such, the
contributions of this paper are as follows:

o Identifying a comprehensive set of seven metrics that
capture the behavioural aspects of collective motions.

o Introducing a novel automatic recognition model of
collective behaviours by employing the combination of
these seven metrics and eight structured behaviours that
are recognised by the literature as a representative set of
diverse agent behavioural characteristics as the training
attributes.

o Illustrating the applicability of the model to automat-
ically recognise unseen structured and unstructured
collective behaviours.

« Demonstrating the significance and comprehensiveness
of the seven metrics and the representative eight
structured behaviours in automatic collective behaviour
recognition.

The rest of the paper is organised as follows. Section II
summarises the existing literature related to collective
behaviour recognition. The proposed methodology including
details on the seven metrics and the eight structured
behaviours is presented in Section III. The experimental
evaluations of the applicability of the model are discussed in
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detail in Section I'V. Finally, Section V concludes the paper
with reference to future extensions to the proposed work.

Il. BACKGROUND
This paper evaluates the potential of machine recognition
of collective behaviours using a set of collective behaviour
metrics as the training attributes. This section includes
discussions on the relevant background, as follows:
o Section II-A provides discussions related to the artificial
collective behaviour methods.
« Section II-B illustrates the existing categories of collec-
tive behaviour of boids, defined in the literature.
o Section II-C indicates the available metrics in the
literature for evaluating simulated collective behaviours.

A. ARTIFICIAL COLLECTIVE BEHAVIOUR MODELS
Collective behaviours in nature refer to the behaviours of
flocks of birds, schools of fish, and herds of land animals [1].
The collective behaviour motions illustrate the way that
these organisms move close to each other, and in the same
direction, without running into each other, while doing a
specific mission. The missions include but are not limited to
searching for a food source, transporting the food, hunting
and migrating [21]. These behaviours are also considered
productive and efficient in multi-agent systems and multi-
robot systems [21]. The seminal computer system which
simulated collective behaviours was inspired by flocks of
birds. This computer-based system introduced by Reynolds
is known as the Reynolds boids model [5]. A boid (short
for bird-android) is a small, simulated agent, which imitates
the collective behaviour of birds. Three boids rules were
introduced by Reynolds as follows:

e Cohesion (c§ ): This is the force which makes boids move
close to the other boids in their neighbourhoods (N,)
within an area called cohesion radius R..

o Alignment (a?): This is the force which makes boids
move in the same direction as the other boids in their
neighbourhoods (N,) within an area called alignment
radius R,.

o Separation (s?): This is the force which makes boids
avoid collision with the other boids in their neighbour-
hoods (Ny) within an area called separation radius Ry.

To make boids form collective structured behaviours,
these rules are required to be managed by applying the
cohesion weight (W), alignment weight (W), and separation
weight (Ws) in each corresponding radius, respectively.
Applying these weights on each of the N boids of B’ €
{Bl,BZ, el BN} and for each time step + < T will result
in the temporal state values of cohesion, separation, and
alignment, as per (1), (2), and (3), respectively. In these
equations, xti, and v§ refer to the position point and velocity
vector of boid i at time step ¢, respectively.

We x cf = (¢, ¢y,); ¢ = A )
ct

VOLUME 11, 2023

- S z.vi
W, x at = (. ,d.); = &1 )
T |(No)i|
- . . - . l
Wy x st = (S35 sly,); sh= z’x;
|(Ns )i
Moreover, the velocity vector of each boid i at time step ¢,
will be updated using (4).
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v;_H = vﬁ + ch§ + Wssf + Waa; (@)

Using the updated velocity, the position of each boid i at time
step ¢, will be updated using (5).

X =X+ Vi, o)
For more information on Reynolds’ boid model please
see [5].

Since Reynolds’ model, there have been several extensions
to this model and other initiatives to describe artificial
collective behaviours. Saber and Murray [22] mention that
although Reynolds’ model could imitate flocks of birds using
the three rules, the convergence of this model is not proved.
They mention that the main issue of such multi-agent systems
is the group agreement or consensus problem. Therefore, they
propose a consensus protocol for a multi-agent systems that
allows the agents to agree in a distributed and cooperative
fashion. Further, John Conway proposes the idea of the Game
of Life [23] which is a simple simulation of the dynamic
evolution of a society of living organisms. It is a cellular
automation defined on a square grid where the state of each
cell is determined by a set of local rules. It is a zero-player
game where the evolution is only determined by the initial
state with no further input. Each cell can be in one of the two
states representing the presence (live) or absence (dead) of a
living individual. The rules that apply to the evolution process
are based on the eight nearest neighbours of each individual
in the grid:

o An individual will die at the next time step if there
are less than two (under-population) or more than three
(overpopulation) live neighbours; else, it will remain
alive.

o Atany dead cell, a new individual will be born at the next
time step only if there are exactly three live neighbours
(reproduction).

This model is considered as a useful tool to understand
and represent a variety of complex and stable societies with
numerous local stationary configurations generated by only
a few simple rules. In our paper, we use Reynolds’ model
as the basis to explore the means of automatically detecting
artificial emergent behaviours.

B. CATEGORIES OF COLLECTIVE BEHAVIOUR

Different taxonomies have been proposed for collective
beahviours in the literature [21], [24]. Brambilla et al. [25]
classified collective behaviours into four main groups
of spatially organising behaviours, navigation behaviours,
collective decision making, and other collective behaviours.
In another review article by Kolling et al. [1] a task-dependent
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classification of bio-inspired collective behaviours is pro-
vided, which includes four categories: aggregation and
rendezvous, flocking and formation control, deployment and
area coverage, and foraging. Following this, Bayindir [26]
provided broader categories of collective behaviour of
robots, in terms of the specific mission and tasks they are
performing. Specifically, the collective (swarm) robotics
behaviours are categorised into nine behaviours regarding
the robots’ tasks including aggregation, foraging, flocking,
and path formation. None of the categories discussed
above is defined based on machine-recognisable behaviours.
Recently, Khan et al. [4] categorised collective behaviours
into two large detectable classes of ‘‘structured” and
“unstructured” behaviours in a point-mass simulator.
These two categories mainly belong to the formation
category, identified by Kolling et al. [1], Bayindir [26], and
Brambilla et al. [25]. Structured behaviour refers to the
behaviour of boids with an embedded recognisable pattern in
their motion [4]. Eight sub-classes were identified including
flocking, line, gravity, and firefly motion formations [4].
Unstructured behaviour refers to any random motion with
no detectable embedded pattern. These categories identified
in [4] show a good performance of being recognised by
machine learning models in recent literature including
evolutionary approach- [4], supervised models [27], and
reinforcement learning [15].

Hence, this paper uses these behaviours identified in [4]
for the purpose of automatic collective behaviour recognition.
The eight structured behaviours were chosen based on
their capacity to capture characteristics of collective motion.
Each behaviour has a distinct emphasis on a different
subset of Reynolds’ three boid rules as further discussed
in Section III-A. In contrast to the existing methods, this
paper uses collective behaviour metrics as the attributes of the
training data. The existing literature related to the collective
behaviour metrics is discussed in Section II-C.

C. COLLECTIVE BEHAVIOUR METRICS

As mentioned earlier, many research articles have pro-
posed computer-based collective behaviours inspired by
natural swarms. To evaluate the quality of the designed
computer-based collective behaviours, many articles pro-
posed different metrics, known as collective behaviour
(swarm behaviour) metrics. Vicsek et al. [28] defined a
metric to evaluate if the agents in a collective behaviour move
in the same direction, which is known as the order metric.
Genter et al. [29] proposed a set of metrics for evaluating
the influencing agent positions in a computer-based flock
behaviour. An influencing agent is defined as the agent which
leads the other flock members within a specific neighbouring
radius. Four metrics are identified regarding the three rules
of Reynolds’ model to evaluate the influencing agents. They
evaluate 1) the number of flocking agents which are not
connected to the influencing agent, 2) the number of connec-
tions between the connected agents and the influencing agent,
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3) the number of direct connections between the connected
agents and the influencing agent, and 4) the number of
flocking agents which are not directly connected to the influ-
encing agent. These metrics are dependent on the influencing
agent. However, in another article, two more global metrics:
group angular and group polarisation, are used to evaluate
two specific collective structured behaviours of flocking and
touring [17]. Aggregating these two metrics then led to
identifying the general group metric for collective behaviour
evaluation proposed by Ferrante et al. [30]. In another work,
Harvey et al. [18] used the order and group metrics to classify
collective behaviours. Then, by providing a human study,
Harvey et al. [12] investigated which collective behaviour
parameters defined by Reynolds’ three boid rules, could help
humans to judge if the behaviour is ordered or grouped.
Hence, due to the proven applicability of group and order
metrics to evaluate the quality of structured behaviours, they
are used as two of the collective behaviour metrics of the
training attributes in this work. More details on these two
metrics are indicated in Section III-B.

In another approach, Barlow and Lakshika [31] proposed
three concepts for evaluating collective behaviours, including
measuring the flocking performance, quantifying situational
awareness of agents, and quantifying the computational
cost. These three approaches could be used to evaluate
“teaming’’ systems. Szabo et al. [32] propose three metrics:
Hausdorff distance, active Hausdorff distance, and statistical
complexity; to identify and analyze the potential emergent
behaviours. The emergent behaviours studied in this paper
are flocks of birds, game of life, and predator-prey. Fur-
ther, Birdsey et al. [33] introduce an observation tool that
includes several metrics for identifying the self-organised
behaviours. In this work the metrics are analysed in terms
of effectiveness under same experimental setting. A few of
the metrics identified here include working/adaptivity time
(WAT), availability, and situation performance. Moreover,
in recent work, Alharthi et al. [14] proposed the use of four
metrics for evaluating the quality of collective behaviours.
These metrics are motion metrics, sparsity metrics, diversity
metrics, and connectivity metrics. Recently, by extending the
metrics identified by Alharthi et al. [14] and in a broader
research study, Hussein et al. [16] proposed a divergent set
of metrics to evaluate collective behaviours. This article
identified ten metrics for evaluating collective behaviours,
by investigating the literature. Some of these metrics are
directly related to teaming interaction performance among
artificial agents that present collective behaviour (swarm
behaviour) and humans. Rather than the concept of human-
swarm teaming, we articulate that some of the metrics
identified by Hussein et al. [16] are common in collective
behaviour evaluation. These metrics are collision count,
flock density, number of stragglers, subgroup number, and
diffusion. Based on the above discussion, we identify that
these five metrics in combination with group and order
measures mentioned above are promising in representing
the behaviour level characteristics of collective motion.
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Furthermore, these metrics can be measured solely based
on spatial observations which is an unobtrusive mode
of collecting behavioural features. Therefore, these seven
metrics were chosen as the attributes of the training set for
the ML methods used in this paper. These models are then
trained for automatic collective behaviour recognition. The
computation procedure of these seven metrics is discussed in
more detail in Section III-B.

lll. PROPOSED METHODOLOGY

In this section, we introduce the different collective
behaviours we adopted to create the datasets for our experi-
ments, the features selected, and the ML models employed to
automatically classify structured and unstructured collective
behaviours. Fig. 1 illustrates the experimental framework
used in this regard. The details of the dataset, metrics, and the
ML models depicted in the framework diagram are discussed
in the following sections.

A. DATASET

Our initial step was to create a substantially large dataset with
structured and unstructured behaviours, to be trained using
the ML models. We created two different datasets which from
here onwards will be referred to as “training” and “testing”
datasets. The parameter space of structured and unstructured
behaviours used for training and testing are available under
Appendix A. Video recordings of all behaviours involved can
be found as supplementary materials.

1) TRAINING DATASET

The training dataset contains metrics pertaining to both struc-
tured and unstructured behaviours. By using a point-mass
simulator with 200 boids, in a wrap-around 1400 x
1000 arena, we recreated the eight behaviours stated in the
works of Khan et al. [4] by tuning the same parameters.
Below, we discuss these eight structured behaviours, with
respect to the three boids rules cohesion, separation, and
alignment.!

1) Flocking: This behaviour reflects the movement of a
flock of birds, school of fish, insects etc. They move in
a group in the same direction as their neighbours while
avoiding collisions.

2) Lines: In this behaviour we can observe boids queuing
one after the other and forming a line. They may split
into several lines or multiple lines could merge together
over time.

3) Spermatozoa: This behaviour is simulated with a very
high separation between boids which will lead to
a collective motion where boids move in the same
direction while avoiding collisions. However, they do
not move together in a small group, rather, they are
spread across the world while maximising the distance
between each other.

I The exact configuration values are provided under Appendix A.
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4) Old Man River: This behaviour is similar to grouped
flocking behaviour but a noticeable distance between
the boids can be observed largely due to the high
separation.

5) Gravity Wells: In this behaviour we can observe that
with time, boids get attracted to other boids in the
vicinity, forming tightly grouped clusters of boids due
to high cohesion.

6) Firefly: In this behaviour, the movement of the boids
is rather fast and chaotic. However, a repetitive pattern
of boids moving away and then back towards different
gravitational points can be observed.

7) Brownian: This behaviour can be achieved with a
high separation between boids. Hence, the boids show
no grouping behaviour nor any collisions, and they
move freely in random directions. However, Brownian
behaviours are different from unstructured behaviours
as Brownian actively avoids collisions.

8) Ink in Water: This behaviour shows characteristics of
both “Flocking” and “Lines”. It has an undulating,
smooth, flowing behaviour similar to lines but unlike
lines, boids do not move straight; rather, in a wiggly
manner.

The eight unstructured behaviours used for training have a
combination of random cohesion, alignment, and separation
weights, which makes boids move freely without considering
collision avoidance, and with no pattern of motion in the
arena [4]. Their unstructured nature has also been confirmed
through human observations [4], [10]. In the point-mass
simulator, we tuned the parameters for each behaviour and
obtained the metrics discussed in Section III-B within the
time window of [1000 — 1500] time-steps and averaged them.
These averaged values for the seven metrics were extracted in
order to create the features of the datasets. Since we generated
data for 50 samples of each behaviour, our training dataset
consists of 50 x 16 = 800 rows of data.

2) TESTING DATASET

The next dataset, which is referred to as the testing
dataset, contains eight more structured behaviours and
20 unstructured behaviours obtained from the work of
Abpeikar et al. [27]. This data is not used in training. Hence,
these are unseen samples that will be tested on the trained
models. To ensure that the testing structured behaviours
are statistically different from those of the training set,
a voting mechanism which involve human perspective is
applied. The voting mechanism is discussed in details in
Section I'V.

Similar to the training data generation, the average over
the time window of [1000 — 1500] time-steps is generated
for these behaviours in the point-mass simulator. Then,
the seven metrics are computed to generate the feature
set. Again, the data is generated for 50 samples of each
behaviour, and consequently, the testing dataset contained
50 x 28 = 1400 rows of data.
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Boid configs from
Khan et al., 2020
Training
Dataset

Boid configs from
Abpeikar et al., 2022B
Subijective verification of Testi
testing behaviours via Destlng
voting ataset

—

Leave-One-Behaviour-Out |

Primary Experiment }——{ Hyperparameter tuning }—» Training on the Training
Dataset

Experiment ’

Leave-One-Metric-Out |

Testing on
the Testing 7
Dataset
Leave out one structured Testing on
behaviour at a time and the Testing [
train on the Training Dataset
Dataset

Experiment

Leave out one metric at a Testing on
time and train on the the Testing [*—

Dataset

Training Dataset

FIGURE 1. A diagrammatic representation of the experimental framework. Three experimental evaluations of the proposed model and a
verification of the testing dataset are included in the framework to investigate the applicability of the model.

B. FEATURE GENERATION USING COLLECTIVE
BEHAVIOUR METRICS

We selected the following seven collective behaviour metrics
based on the discussion presented in Section II, as our
features. These metrics in combination are used to measure
the behavioural characteristics of collective motions in
boids systems. The combination includes characteristics
of agents across their performance in collision avoidance,
behaviour within groups, and directional motion. Hence, this
combination could be considered as a good representation
of recognising collective behaviours. Each of these metrics
captures a different aspect of the behaviours. Further
evaluations to investigate the redundancies and impact of
each of the metrics in recognition of collective behaviours
are presented in Section IV.

1) Collision Count: Collision count is the number of
boid collisions per time-step [34], where a collision is
accounted when the distance between two boids is less
than half the vision range of boids.

2) Flock density: Also referred to as “flock thickness™,
this measure calculates the number of boids in a defined
unit of area Ar, [34]. If the total number of boids is 7,

flock density fd is given by,
n
d = — 6
f ar 6)

3) Grouping: Also referred to as “‘cohesion”, grouping
calculates how connected a swarm is [16], [30]. Hence,
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4)

5)

6)

we obtained the separation distance of each boid from
the rest of the flock and averaged it across the entire
flock. When 7 is the number of boids, position of boid
i is b;, separation of boid i from the rest of the flock s;
is calculated as follows.

1 n
Si=—r 21: 1bi, byl @)
=

Straggler Count: Stragglers are the boids that do not
belong to boid groups [34]. By tuning a threshold
distance, the number of boids at a distance further than
this threshold from a cluster of boids was accounted
as the straggler count. We identified half the value of
the vision range of boids as an appropriate threshold
distance after a sensitivity analysis with different
values.

Order: Order is the averaged normalised velocities of
the boids [35]. It can be calculated as per (8), where n
is the total number of boids and v; is the velocity of the
i boids [28].

1 n
Order = - levi 8)
=

Subgroup count: It is beneficial for flocks of ani-
mals/agents to split while moving especially to avoid
obstacles. Under subgroup count, we calculate the
number of groups the entire swarm has been split into,
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using the algorithm proposed to calculate grouping in
the works of Navarro and Matia [36].

7) Diffusion: Diffusion calculates the convergence and
dispersal of boids. The combination of these two
aspects will evaluate how the movement of each
individual boid could lead to a visualizable collective
motion within the whole system [37].

C. COLLECTIVE BEHAVIOUR RECOGNITION USING
MACHINE LEARNING MODELS

Once the training and testing datasets with structured and
unstructured behaviours were created with their metrics
as explained above, we conducted three experiments to
evaluate the potential of five ML models: Decision Tree,
Naive Bayes, MLP, KNN, and SVM. The behavioural space
being examined is complex and unpredictable. Therefore,
the suitability of different ML models in addressing the
problem is unknown. These five models were chosen to
evaluate the impact of different properties of the dataset
and the approach including being linearly separable, size of
the dataset, number of behaviours, and supervised versus
unsupervised learning techniques. The experiments including
the subjective verification of the testing dataset and the three
evaluation approaches of the proposed models are as follows:

1) Subjective Verification of the Testing Dataset: The
purpose of testing on an unseen dataset is to investigate
the potential of the model to recognise collective
behaviour characteristics that may not have been
present in the training dataset. The testing dataset
was derived using the boid configurations proposed
by Abpeikar et al. [15]. As those boid parameters were
generated via an unsupervised learning technique,
we needed to ensure that the behaviours generated
through the parameters were visually different from
the 8 structured behaviours in the training set. Hence,
we conducted a verification experiment to get the
human perception of the similarity between the
behaviours in the testing set and the training set. This
provides further evidence to support the applicability
of the model in recognising a wider range of diverse
collective agent behaviours.

2) Primary Experiment: By using the training dataset
of 400 data points, we first conducted 5-fold cross
validation for each of the ML models. The models
with the optimal hyperparameters are the model
configurations used for all the experiments. The chosen
values of the tuned parameters can be found in the
Appendix B. As the primary experiment, we trained the
optimal models on the complete training dataset and
tested on the testing dataset. This experiment evaluates
the accuracy of each of the ML models and their
capacity to recognise collective behaviours.

3) Leave-one-behaviour-out Experiment: With the inten-
tion of evaluating the impact of each of eight structured
behaviours on the performance of the ML models,
we trained the five ML models by leaving out one
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TABLE 1. Voting results for comparing the possible similarity between to
testing behaviours and the training behaviours. The rank is inversely
proportional to the similarity of the behaviours to the original training
behaviours.

Testing Behaviours Average Rating ank
Testing Behaviour 1 | 1.4
Testing Behaviour 2 | 2.2
Testing Behaviour 3 | 1.2

R
3
5
2
Testing Behaviour 4 | 1.8 4
5
2
1
3

Testing Behaviour 5 | 2.2
Testing Behaviour 6 | 1.2
Testing Behaviour 7 | 0.8
Testing Behaviour 8 | 1.4

structured behaviour at a time from the training dataset.
These models were then tested on the testing dataset
and the left-out behaviours.

4) Leave-one-metric-out Experiment: The third set of
experiments were conducted to verify the significance
of the metrics to sufficiently classify structured and
unstructured behaviours. We trained the models by
leaving a metric out at a time from the training dataset
and tested on the testing dataset.

IV. EXPERIMENTAL EVALUATIONS

As mentioned in the methodology section, we first conducted
a subjective verification of the testing behaviour set. Next,
three experiments were conducted to evaluate the potential
of the approach to distinguish between the structured
versus unstructured behaviours. These four experiments
are discussed in the following subsections, to evaluate the
accuracy of machine learning methods.

A. SUBJECTIVE VERIFICATION OF THE TESTING
BEHAVIOURS

As mentioned in Section III-A, the set of parameters of
the testing behaviours were derived from an unsupervised
learning approach proposed by [15]. In order to ensure
these behaviours are different collective behaviours from the
original training set, we conducted a subjective verification.
Five members of the research team who have knowledge
on identifying collective behaviours participated in the
verification process. The participant visually monitored each
of these behaviours. Then, they were asked to vote for
the similarity between the eight testing and the original
eight training behaviours. For voting, the participants had to
consider the most similar behaviour from the training set for
each testing behaviour. Then a similarity rating in the range
[0-4] was assigned by each participant such that the similarity
is proportionate to the rating. The average rating for each
testing behaviour was considered to analyse the similarity of
the testing behaviour set to the training set.

Table 1 illustrates the average rating received by each
testing behaviour and their rank according to how dissimilar
they are to the original training set. These results were then
used to investigate the impact of their similarity rank on the
performance of the ML models.
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FIGURE 2. Accuracies of the machine learning models as a percentage in distinguishing predicting results, excluding testing behaviours with different

rank combinations.

We considered leaving out different combinations of
behaviours according to their similarity ranks (Table 1) and
compared the results against the entire testing set. We used
the five ML models: Decision Tree, Naive Bayes, MLP, KNN,
and SVM which were evaluated with 5-fold cross validation
for this comparison. Fig. 2 demonstrates the average accuracy
of each ML model tested on the testing behaviours after
leaving out each combination.

According to the figure, there is no statistically significant
impact on accuracy (p < 0.05) for any of the ML models
when any combination is left-out when compared with the
accuracy of the entire testing test. Since the accuracy does
not change when more similar behaviours compared to
the training set are removed, it can be concluded that no
behaviour in the testing set is disproportionately similar
to any behaviour in the training set. The rest of the
experiments were therefore continued with the entire testing
set.

B. PRIMARY EXPERIMENT

The first set of experimental evaluations were conducted to
investigate the potential of the chosen ML models to dis-
tinguish between structured versus unstructured behaviours.
As the first step, the five machine learning models: Decision
Tree, Naive Bayes, MLP, KNN, and SVM were evaluated
with 5-fold cross validation as discussed under Section III.
After performing cross validation, the ML models were then
trained with the entire set of 800 behaviours and tested
on a set of 400 new structured behaviours (structured-
testing) that were not available for training and were verified
with the voting mechanism presented in Section IV-A,
and 1000 new unstructured behaviours which were also
not available for training (unstructured-testing). Evaluations
were conducted based on prediction accuracies observed with
the five ML models and Kruskal-Wallis H test was used
with a confidence level set at 95% for comparisons across
models.
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Fig. 3 illustrates the accuracies of the models averaged
across the 5 folds, and the accuracy received when the models
were tested on the structured-testing and unstructured-testing
behaviours. The error bars in the 5-fold cross validation
results depict the standard deviation across the five experi-
ments. According to the results, the average cross validation
results for all five models remain above 93%, with KNN hav-
ing the highest prediction accuracy followed closely by the
Decision Tree-based model (99% and 98 % respectively). The
best prediction accuracy when tested with structured-testing
behaviours was observed with the Naive Bayes model
(99%) followed by KNN (92%) whereas the worst accuracy
was observed with SVM (70%). When the models were
tested for unstructured-testing behaviour set, the prediction
accuracies were generally better across all models except
with Decision Tree and Naive Bayes compared to the
results with structured-testing behaviours. KNN achieved a
100% accuracy whereas the worst accuracy was observed
with Decision Tree which was at 83%. The overall results
suggest that KNN was the best ML model when all three
experiments are taken into consideration, whereas, SVM had
the poorest prediction accuracy. However, the differences in
the prediction accuracies were not statistically significant
(p = 0.327 > 0.05). Therefore, it can be concluded that
all five models are capable of distinguishing between the
structured and unstructured behaviours using the identified
collective behaviour metrics. They are capable of recognising
a substantial set of new structured behaviours based on
the characteristics learned from the original eight structured
behaviours.

The above results suggest that despite the ML model
used, the originally identified eight structured behaviours
and the seven metrics are capable of capturing the unique
attributes that distinguish between a significant pool of struc-
tured versus unstructured behaviours. However, a concrete
conclusion cannot be made with regard to the redundancy of
the eight structured behaviours or the seven metrics without
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FIGURE 4. Difference in accuracy for the leave-one-behaviour-out
evaluations tested on structured-testing behaviours compared to the
accuracy obtained by the original models trained with all eight
behaviours. The averages across all ML models for each experiment are
shown in red with the error bars representing the standard deviation
across the multiple experiments.

an evaluation of their performance in a leave-one-out setting.
The next two experiments were designed to further confirm
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evaluations tested on unstructured-testing behaviours compared to the
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shown in red with the error bars representing the standard deviation
across the multiple experiments.

the importance of each structured behaviour and each metric
in recognising the collective characteristics of behaviours in
autonomous virtual environments.
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C. LEAVE-ONE-BEHAVIOUR-OUT EXPERIMENT

In order to understand the significance of the original eight
structured behaviours that were used in the training of the
above models, the second set of experiments focus on a leave-
one-behaviour-out strategy. Figures 4, 5, and 6 illustrate the
results when the five ML models trained with each behaviour
left out are tested on the structured-testing behaviours,
unstructured-testing behaviours, and the original behaviour
that was left out, respectively. The difference in the accuracy
obtained compared to the accuracy of the original model
when tested with structured-testing and unstructured-testing
behaviours are shown in Figures 4 and 4b.

Based on these figures, it can be noticed that the perfor-
mance of most ML models increases when the Brownian
behaviour is left out. Decision Tree (5%), MPL (7%), and
SVM (10%) see an improvement in accuracy, whereas KNN
remains at the same accuracy level and Naive Bayes sees
a reduction of 0.5% in accuracy. Similarly, accuracy of the
models also increases on average when the Spermatozoa
behaviour is left out of training, which is largely impacted
by the significant increase in accuracy in the SVM model
with an improvement of 12% in the accuracy. Leaving out
other behaviours from the training set causes a slightly
negative impact on accuracy of the model. This suggests
that these behaviours capture certain unique attributes of the
structured behaviours that are necessary to recognise such
behaviours. When the models were tested on unstructured-
testing behaviours, the performance of the model with
leave-out-brownian behaviour appears to be similar with
an average of 4% improvement in accuracy across the
five ML models. Average performance difference of the
leave-out-spermatozoa model is skewed towards a negative
value due to the significant accuracy drop with the SVM
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model (35% reduction compared to the original model),
whereas the other models remain at a negligible level of
difference.

At a glance, this may suggest that the Brownian and
Spermatozoa behaviours can be safely removed from the
training set, given that their removal generally increases the
chance of the machine learners in recognising previously
unseen structured behaviours. The results presented in Fig. 6
illustrate the accuracy of the leave-one-out models when
they are tested on the behaviours left out. Based on these
results, it can be observed that none of the models can
identify Brownian behaviour at all without having it seen
during training. The average accuracy of the models also
decreases when Spermatozoa is tested when it was left
out of the training set (36%) with Decision Tree, MLP,
and SVM not being able to recognise the behaviour at all.
These observations prove that Brownian and Spermatozoa
have unique characteristics that are not commonly observed
in (at least) the other tested structured behaviours but are
specific to these behaviours themselves. Further, they have
some common attributes with unstructured behaviours such
as lower cohesion which make it more difficult for the
machine learners to distinguish them from unstructured
behaviours.From a human subjective perspective, it can also
be argued that it is closer to an unstructured behaviour rather
than a structured behaviour, given the more chaotic forma-
tions observable. This explains the improvement in accuracy
when the models trained without these behaviours are tested
with structured-testing behaviours. The distinction between
unstructured versus structured behaviours is made clearer
for the models by removing these structured behaviours
which have characteristics that lean towards unstructured
behaviours.
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Further, the Figures 4b and 5b illustrate that SVM is
the most impacted machine learner across all leave-one-
behaviour-out experiments. Leaving out Brownian improves
the accuracy in testing on both structured-testing and
unstructured-testing (but not on the left out Brownian
behaviour) behaviours. However, leaving all other behaviours
have a significant impact on either one or both test cases. The
impact on other machine learners is not as significant and
generally lies within a negligible range on average across all
leave-one-behaviour-out experiments.

In conclusion, the leave-one-behaviour-out experiment
indicates that all eight original behaviours can be ascribed to a
significant characteristic(s) of structured behaviours that are
eminent in collective behaviours. Therefore, the respective
attributes captured by these eight behaviours can be identified
as essential in determining the nature of the behaviours
at least within the scope of structured and unstructured
behaviours tested in the context of this paper.

D. LEAVE-ONE-METRIC-OUT EXPERIMENT
Leave-one-metric-out approach was used as a measure
of investigating the significance of each of the metrics
identified as features for predicting structured behaviours.
The significance of a metric can be measured by comparing
the performance of the model trained with all the metrics
with the performance of the model trained without the
metric. Like the process of demonstrating the performance
of the complete set of metrics, the performance of the
leave-one-metric-out models was demonstrated by predicting
new behaviours that are not involved in the training. The
new behaviours include the two sets of behaviours, i.e.,
the structured-testing behaviours and the unstructured-testing
behaviours.

For each of the ML models, when predicting structured-
testing behaviours, the prediction accuracy after excluding
each metric was compared with the accuracy achieved with
the complete set of metrics (see in Fig. 7a). For Decision
Tree, Naive Bayes, and MLP, leaving either metric out
does not result in a significant decrease in accuracy when
predicting structured-testing behaviours compared to the
original accuracy achieved with the complete set of metrics
(91%, 98% and 74%, respectively). For KNN, only removing
Collision Count results in a clear decrease by 8% compared
to the original accuracy (92%). The prediction accuracy of
SVM on unstructured-testing behaviours is impacted by a
range of metrics, including Stragglers, Subgroups, Grouping,
and Diffusion. Leaving either of these metrics out will
result in a significant decrease in accuracy (12%, 9%, 8%
and 7%, respectively) compared to the original accuracy
(70%). Relatively speaking, SVM is more sensitive to the
completeness of the seven metrics when predicting the
unstructured-testing behaviours. The performance difference
of each machine learning model after leaving each metric
out is illustrated in Fig. 7b. Naive Bayes performs better
when predicting structured-testing behaviours even after
leaving any metric out. KNN is the second best unless
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FIGURE 7. Difference in accuracy for the leave-one-metric-out
evaluations tested on structured-testing behaviours compared to the
accuracy obtained by the original models trained with all seven metrics.
The averages across all ML models for each experiment are shown in red
with the error bars representing the standard deviation across the
multiple experiments.

Collision Count is not available. Although the accuracy
of Decision Tree is slightly lower than KNN in the ideal
cases, the unavailability of either metric does not impact its
performance.

When predicting unstructured-testing behaviours, the pre-
diction accuracy of each ML model after leaving each metric
out is compared with the accuracy achieved with the complete
set of metrics (see in Fig. 8a). For Naive Bayes and SVM,
leaving either metric out does not result in a decrease of
accuracy when predicting on unstructured-testing behaviours
compared to the original accuracy achieved with the complete
set of metrics (90% and 100%, respectively). MLP is the
most vulnerable to the exclusion of metrics. Compared to the
original accuracy (89%), the prediction accuracy of MLP on
unstructured-testing behaviours is decreased when either one
of Order, Flock Density, and Collision count is left out (by
16%, 12% and 10%, respectively). Leaving Collision Count
out results in a high impact on accuracy for KNN, Decision
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Tree and MLP as their accuracies are decreased by 30%, 13%
and 10%, respectively (as shown in Fig. 8b).

KNN can ensure a high accuracy (>95%) in predicting
unstructured-testing behaviours using all seven metrics or six
of them as long as Collision Count is available. Although
the full potential of SVM (97%) is not as high as KNN
(100%) in predicting unstructured-testing behaviours, the
accuracy is barely compromised by leaving either metric out
(at least 95%).

By considering both results of the structured-testing and
unstructured-testing behaviours, every metric has shown an
impact on at least one machine learning model in predicting
either structured-testing or unstructured-testing behaviours.
Among all the machine learning models, only Naive Bayes
is not impacted by excluding either one of the metrics in
terms of accuracy in predicting the structured-testing and
unstructured-testing behaviours. However, it is not the best
performing machine learner out of the five ML models
considering all tested behaviours. SVM and MLP are more
sensitive to the completeness of the set of metrics. Based on
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TABLE 2. Basic parameters of the boid simulation environment.

Parameter Value

World size 1400 x 1000 units with a wrap-around
Number of boids, N | 200

Boid speed, v 1-20 units per tick

the results, it can be concluded that all metrics are essential
for accurate detection of behaviours.

Summarising the performance of the ML models in the
three experiments, although our primary experiments didn’t
show statistical differences among the ML models, certain
models exhibited sensitivity when specific behaviors or met-
rics were excluded. SVMs showed sensitivity in leave-one-
behavior-out and leave-one-metric-out experiments. This
sensitivity could be attributed to SVMs struggling with
imbalanced classes, impacting their ability to find a balanced
decision boundary and leading to poorer performance on
the minority class. MLPs were notably susceptible to metric
exclusion due to their intricate architecture and numerous
hyperparameters. The modest dataset size exacerbated this
sensitivity, potentially hindering noise tolerance and gener-
alization. Naive Bayes, despite assuming conditional inde-
pendence among features given the class label, showcased
resilience against noise and irrelevant features. Excluding
specific metrics had minimal impact on Naive Bayes’
accuracy, owing to this inherent property. KNN and Decision
Trees similarly exhibited sensitivity to omitted metrics and
behaviors. A small k-value for KNN supported smoother
decision boundaries, bolstering robustness to individual data
points. Decision Trees maintained stability despite minor data
distribution changes, contributing to their resistance against
metric exclusion in the leave-one-metric-out experiments.

V. CONCLUSION AND FUTURE WORK

Collective behaviours inspired by flocks of birds, schools
of fish, and herds of land animals are widely applied
to autonomous agents for enhancing efficiency, speed,
and accuracy. Automatic recognition of these behaviours
observed in simulated and real agent systems is very
challenging as repeatedly observed in literature [38]. This
paper proposes to use a set of collective behaviour metrics
to capture the high-dimensional characteristics of structured
and unstructured behaviours. These metrics are derived from
simulated boids moving in a point-mass boid simulator.
Then they are used in combination as the attributes to
train five machine learning models: Decision Tree, Naive
Bayes, KNN, MLP, and SVM. The main contribution of this
paper is to distinguish between structured versus unstructured
behaviours through training ML models with the identified
collective behaviour metrics. A dataset of new structured
and unstructured behaviours are selected for testing the ML
models, which were not used in the training set. A voting
procedure is applied to analyse how different they are
from the original training set based on human perspective.
This procedure provides verification that the testing data
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TABLE 3. Boid behaviour configurations [4].
Parameter Description Value/Range
W Weight of separation rule 0-4
Wa Weight for alignment rule 0-4
We Weight for cohesion rule 0-4
Vinaz Maximum speed: Maximum distance a boid will cover per tick 5-20
Vinin Minimum speed: Minimum distance a boid will cover per tick 2-10
Rs Separation radius: Boids under this distance qualify for separation rule 2-62
R, Cohesion radius: Boids under this distance qualify for cohesion rule 5-1005
R, Alignment radius: Boids under this distance qualify for alignment rule 5-1005
0., Vision angle: Agents within this angle relative to theagent’s heading may be visible, if they are in range 17-360
Psq SA likelihood: Agents will update SA each tick with this probability 0-1
Fsq SA frequency: Number of simulation ticks between agents updating situational awareness 1-10
Ppyiiscan | Full scan likelihood: The probability with which agents will look all around and do a 360-degree scan 0-1
rule Rule frequency: Number of ticks between successive applications of rules to calculate change of velocity | 1-10
Prule Rule likelihood: Probability agent will update velocity each tick 0-1
F Separation frequency: Number of ticks between successive applications of the separation rule 1-10
Ps Separation likelihood: Probability agent will apply separation rule each tick 0-1
Fg Alignment frequency: Number of ticks between successive applications of the alignment rule 1-10
P, Alignment likelihood: Probability agent will apply alignment rule each tick 0-1
Fe Cohesion frequency: Number of ticks between successive applications of the cohesion rule 1-10
P, Cohesion likelihood: Probability agent will apply cohesion rule each tick 0-1
TABLE 4. Parameter configurations of structured-testing behaviours.
Parameter | TSI TS2 TS3 TS4 TS5 TS6 TS7 TS8
W 2.97 1.99 3.43 1.99 1.63 0.87 0.48 2.13
Wa 0.98 2.90 3.28 2.29 2.37 2.33 3.45 297
We 2.60 2.15 2.32 2.63 0.36 3.63 1.84 0.60
Vmaz 6.27 16.73 11.72 16.54 15.76 6.66 18.91 14.65
Vinin 3.63 7.80 5.31 8.75 5.14 3.90 6.23 6.83
Rs 52.09 9.66 35.88 7.89 49.44 18.62 18.39 48.98
Re, Rq 850.49 | 627.10 | 183.52 | 834.93 | 820.44 | 182.28 | 771.89 | 818.35
0 1.48 1.48 5.38 2.34 1.61 5.27 2.18 2.11
Pyl 0.33 0.32 0.81 0.23 0.88 0.47 0.55 0.79
. 0.95 0.36 0.59 0.82 0.65 0.53 0.23 0.15
Pruitscan | 025 0.25 0.45 0.54 0.41 0.16 0.56 0.12
Py 0.70 0.79 0.40 0.85 0.86 0.34 0.32 0.31
P, 0.19 0.50 0.15 0.33 0.53 0.47 0.18 0.53
P 0.39 0.90 0.38 0.98 0.81 0.69 0.98 0.29

represents a significantly different set of samples of struc-
tured behaviours. This lends evidence to support that the
proposed model can recognise a significant pool of structured
collective behaviours without any pre-knowledge on them.
Three experiments are conducted to investigate the aim of
this contribution. In the first experiment, all the collective
behaviour metrics and behaviours are made available for
training. In the second and third experiments, the leave-
one-behaviour-out, and leave-one-metric-out techniques, are
investigated, respectively, to investigate any redundancies
that exist within the metrics and behavioural attributes used
in training. In conclusion:

« Five ML models were tested with the proposed approach
of combining the eight behaviours characterised with the
seven metrics in recognising structured and unstructured
collective behaviours.

o All eight behaviours and seven metrics are impactful
in training the ML models for collective behaviour
recognition. Removal of each metric and behaviour
from the training set demonstrated an impact on the
performance of one or more ML models which signifies
the importance of the proposed combination.
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o Evaluation results show that training the ML models
with the proposed approach enables accurate recogni-
tion of a significant set of diverse unseen structured
and unstructured behaviours. Whilst an exhaustive
exploration of all existing collective behaviours is not
conducted (nor possible), this provides evidence that
the proposed model is capable of characterising a
large pool of collective behaviours to support automatic
recognition of them.

The mentioned achievements also open avenues for future

works as follows:
« In this paper, we only propose structured vs unstructured

recognition. In future, means of recognising character-
istics of structured behaviours rather than a binary dis-
tinction between structured and unstructured behaviours
could be helpful. This will assist the automatic gen-
eration of specific behaviours that are applicable in
real-world scenarios. Future research could be directed
towards labelling unseen structured behaviours with
terms meaningful to humans that capture why a human
would declare such behaviours as structured. This
has implications towards generating a framework for
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TABLE 5. Parameter configurations of unstructured-testing behaviours.

Parameter TU1 TU2 TU3 TU4 TUS TU6 TU7 TU8 TU9 TU10
W 2.30 1.96 2.55 3.72 2.99 0.87 0.39 2.57 3.73 0.97
Wa 0.24 0.67 0.13 2.79 0.04 2.29 3.63 0.01 3.34 0.52
We 0.94 391 0.28 2.33 0.19 0.49 0.43 0.12 3.58 0.90
Vinaz 10.30 | 15.69 | 9.79 17.23 | 15.02 15.07 | 12.75 | 8.13 13.74 | 10.25
Vinin 8.57 6.00 6.25 9.03 6.83 6.80 3.15 5.64 6.66 4.30
Rs 2.92 30.27 | 41.27 61.33 | 33.57 5.36 35.56 | 9.64 53.30 | 57.65
Re, Rq 48.02 | 64.62 | 412.62 | 5.52 73471 | 61.34 | 9.58 13.65 | 39.87 | 56.31
0 1.31 4.39 5.22 5.49 4.54 1.22 4.90 4.66 5.61 3.86
Pryle 0.65 0.04 0.72 0.61 0.78 0.02 0.85 0.35 0.41 0.16
Psq 0.73 0.07 0.97 0.99 0.29 0.44 0.92 0.78 0.04 0.84
Pruiiscan | 0.65 0.52 0.53 0.53 0.69 0.83 0.99 0.44 0.75 0.17
Ps 0.45 0.10 0.33 0.48 0.56 0.62 0.51 0.44 0.15 0.50
Py 0.55 0.82 0.11 0.80 0.40 0.52 0.27 0.05 0.14 1.00
P, 0.30 0.82 0.61 0.23 0.06 0.86 0.10 0.05 0.61 0.36
TABLE 6. Parameter configurations of unstructured-testing behaviours (continued).
Parameter TUIL1 | TUI2 TU13 | TUI4 | TUI5 | TU16 | TU17 | TUI8 TU19 TU20
Wy 3.95 3.64 2.27 1.93 0.50 3.18 3.89 2.74 2.08 3.66
Wa 0.88 0.23 1.51 1.68 3.01 3.82 0.87 1.90 0.90 1.73
We 1.42 1.75 0.85 1.53 3.31 1.78 2.82 0.56 2.27 1.16
Vimaz 8.99 13.58 16.88 | 18.30 | 16.72 | 11.85 | 5.59 19.26 19.97 14.48
Vinin 433 6.52 3.16 5.36 3.53 6.80 6.93 9.06 3.05 4.36
Rs 13.30 | 51.43 31.35 | 19.03 | 27.72 | 52.56 | 42.16 | 28.25 59.28 39.32
Re, R, 27.86 | 131.10 | 17.85 | 53.18 | 19.46 | 36.20 | 42.20 | 839.96 | 128.88 | 52.53
6 3.00 2.10 1.42 1.61 2.25 1.42 0.32 2.25 1.42 6.27
Pru 0.24 0.00 0.49 0.24 0.13 0.94 0.14 0.37 0.65 0.21
Psq 0.87 0.95 0.84 0.03 0.45 0.95 0.86 0.79 0.13 0.61
Prutiscan | 0.53 0.77 0.14 0.70 0.57 0.45 0.28 0.10 0.08 0.35
Ps 0.91 0.75 0.73 0.01 0.79 0.81 0.53 0.95 0.66 0.72
P, 0.97 0.14 0.69 0.61 0.42 0.93 0.52 0.00 0.03 0.03
P, 0.59 0.35 0.03 0.41 0.53 0.67 0.57 0.30 0.99 0.07

automatic determination of the characteristics of struc-
tured behaviours, rather than focusing on an exhaustive
list of specific behaviours.

o« We propose a combination of collective behaviour
metrics to explore the structured behaviour space.
However, we do not analyse the spatial parameter space
that impacts the nature of the behaviours, which is still
a black box. This work could be extended in future to
explore this parameter space to understand where order
meets chaos.

o This paper explores a significant set of collective
behaviours only within the capabilities of the boids
system used. We recognise that more unexplored
structured behaviours exist in nature, of which the
characteristics may not have been captured through the
proposed model. Also, with the progress in applying
collective behaviours in real-world problems including
swarm robots, there is potential to expand this model
towards such domains.

CONFLICT OF INTEREST
All authors declare that they have no conflicts of interest.

APPENDIX A

ENVIRONMENT AND BEHAVIOURS CONFIGURATIONS
Tables 2, 3, 4, 5 and 6 illustrate the parameter configurations
of the point-mass simulation environment, the parameter
value ranges of the behaviours used in the simulation (adapted
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from [4]) and the exact configurations used for the testing
behaviours (which include both structured and unstructured
test sets).

APPENDIX B

PARAMETERS OF MACHINE LEARNING MODELS

In the case of the Multi-Layer Perceptron (MLP), we utilised
asolitary fully connected (FC) hidden layer and experimented
with varying numbers of nodes within this hidden layer (8, 16,
32, 64, 128, and 256). We also explored different mini batch
sizes (16, 32, 64, 128, and 256) and settled on 128 nodes
for the hidden layer and a mini batch size of 128. Other
hyperparameters included the use of the ‘adam’ solver and
a maximum number of epochs set to 2000. For the K-Nearest
Neighbours (KNN) algorithm, we explored k-values ranging
from 1 to 10 and ultimately selected k=1 as the optimal
choice. In the context of Support Vector Machines (SVM),
we conducted tests employing various kernel functions
including linear, radial basis function (RBF), polynomial, and
sigmoid. Following evaluation, we opted for the linear kernel
due to its ability to achieve the highest accuracy. Additionally,
the Regularization Parameter C, which we fine-tuned using
10 values, was set to C=1 as it yielded the highest accuracy
on the training dataset when coupled with a linear kernel.
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