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ABSTRACT Breast cancer is a prevalent and life-threatening disease that requires effective detection and
diagnosis methods to improve patient outcomes. Deep learning (DL) and machine learning (ML) techniques
have emerged as powerful tools in breast cancer detection, offering benefits such as improved accuracy
and efficiency. However, existing methods have scalability and performance limitations, emphasizing the
need for further research. In this paper, we propose a hybrid dependable breast cancer detection approach
that combines the power of DL using a pre-trained ResNet50V2 model and ensemble-based ML methods.
The integration of DL enables the approach to learn and extract hidden patterns from complex breast cancer
images, whileML algorithms contribute interpretability and generalization capabilities.We conducted exten-
sive experiments using a breast histopathology image-based publicly available Invasive Ductal Carcinoma
(IDC) dataset comprising samples of different sizes. The results obtained from our rigorous experiments
provide compelling evidence for our hybrid model’s robustness and high performance. We achieved a higher
accuracy rate of 95%, precision of 94.86%, recall of 94.32%, and F1 score of 94.57% compared to state-
of-the-art models. We also identified Light Boosting Classifier (LGB) as the most suitable ML model in
conjunction with the ResNet50V2 architecture. The results of this research offer significant contributions
to breast cancer detection through an innovative approach, comprehensive performance analysis, and
dependable assessment. Moreover, it has the potential to assist medical professionals in making informed
decisions, improving patient care, and enhancing outcomes for breast cancer patients.

INDEX TERMS Breast cancer, breast histopathology image, deep learning, machine learning, transfer
learning.

I. INTRODUCTION
Breast cancer is a prevalent and potentially life-threatening
disease affecting many individuals worldwide [1]. It occurs
when cells in the breast tissue grow abnormally, resulting
in the development of tumors. According to global health
statistics, breast cancer is women’s most frequently diag-
nosed cancer. It accounts for many cancer-related deaths
worldwide [2]. The mortality rates associated with breast
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cancer underscore the critical need for effective detection and
diagnosis methods [3]. Early detection is crucial in improving
patient outcomes and reducing mortality rates [4]. There-
fore, developing accurate and efficient breast cancer detection
approaches is paramount in medical research.

Deep learning (DL) and Machine learning (ML) tech-
niques have emerged as powerful tools in breast cancer
detection in recent years [5]. DL employs artificial neural
networks with multiple layers to automatically learn complex
hierarchical data representations [6]. Transfer learning (TL),
a fundamental concept in DL, revolutionizes the field by
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using pre-trained models trained on large datasets for specific
tasks [7]. These pre-trained models have learned intricate
and meaningful features from extensive data, making them
valuable resources for feature extraction in various domains,
including breast cancer detection [8]. By leveraging the
knowledge encoded within these pre-trained models, we can
expedite the training process, enhance model performance,
and overcome the limitations of insufficient data. In addition,
these pre-trained models empower us to focus on fine-tuning
the model to the specific task at hand, enabling more efficient
and accurate detection of breast cancer.

ML, on the other hand, encompasses a range of algorithms
that can analyze and interpret data to identify patterns and
make predictions [9], [10]. These algorithms can learn from
labeled datasets to identify patterns and make precise predic-
tions using new and unseen data [11]. DL and ML algorithms
offer numerous benefits in breast cancer detection [12]. These
approaches have the potential for a robust framework to
improve the accuracy and efficiency of diagnostic processes,
assist healthcare professionals in making informed decisions,
and enhance patient care [13], [14], [15].
Feature extraction is a fundamental process in breast cancer

image analysis. It involves identifying and extracting dis-
criminative patterns and structures from medical images to
represent complex data more informally [16]. By extract-
ing relevant features, such as statistical measures, texture
characteristics, or shape properties, the hidden informa-
tion within the images can be revealed [10]. This pro-
cess is essential as it enables the detection of image-based
biomarkers, facilitates tumor characterization, and aids in
distinguishing between healthy and cancerous tissues [17].
Accurate feature extraction is pivotal in improving breast
cancer diagnosis and treatment planning accuracy, efficiency,
and reliability.

Several influential works have significantly contributed
to the literature on breast cancer detection [18], [19], [20],
[21], [22]. However, these works also have their per-
formance issues. Anjum et al. [18] proposed an efficient
approach using a Histogram of Oriented Gradients (HOG)
and Canny Edge features combined with Support Vector
Machine (SVM) as the machine learning algorithm. While
achieving a commendable accuracy rate of 94%, the method
showed limitations in correctly identifying non-cancerous
samples, with a relatively low accuracy rate of 22%. Kulka-
rni and Sundaray [23] developed a breast cancer detection
model that utilized ResNet152, a deep learning architecture,
for feature extraction. However, the model relied solely on
fully connected layers for classification, resulting in a lower
accuracy rate of 91% compared tomore advanced techniques.
Finally, Cruz-Roa et al. [24] proposed an automatic breast
cancer detection approach using Convolutional Neural Net-
works (CNNs). While achieving a respectable accuracy rate
of 84.23%, the model demonstrated limitations in precision,
recall, and F1-score, indicating potential challenges in cor-
rectly classifying some instances of breast cancer. These lim-
itations emphasize the ongoing need for further research and

development in breast cancer detection methods to address
these challenges and enhance overall performance.

Our research addresses the issues with previous methods
and presents an enhanced model for breast cancer detection.
We propose a breast cancer detection model that leverages the
power of a pre-trained DL model, ResNet50V2, for efficient
feature extraction. Then, we incorporated several ML algo-
rithms, including Decision Tree (DT), Random Forest (RF),
Extra Tree (ET), Ada Boosting (AbB), Histogram Gradient
Boosting Classifier (HGBC), Gradient Boosting Classifier
(GBC), Extreme Boosting Classifier (XGB), and LGB into
our framework. By combining the strengths of both DL and
ML, we present a hybrid dependable breast cancer predic-
tion model which allows us to capture complex patterns
and relationships in breast cancer data while benefiting from
traditional machine learning algorithms’ interpretability and
generalization abilities.

In our experiments, we incorporated a histopathological
image-based Invasive Ductal Carcinoma (IDC) dataset com-
prising samples of different sizes. The results obtained from
our rigorous experiments provide convincing evidence for
our hybrid model’s robustness and high performance. Our
approach achieves impressive metrics, including an accu-
racy rate of 95%, precision of 94.86%, recall of 94.32%,
F1 score of 94.57%, and minimal error rates such as Mean
Absolute Error (MAE) of 5%, Mean Squared Error (MSE)
of 5%, and Root Mean Squared Error (RMSE) of 22.36%.
These results demonstrate the effectiveness of our approach in
accurately detecting cancer compared to existing techniques.
Furthermore, our experiments suggest that the LGB is the
most suitable machine learningmodel in conjunction with the
ResNet50V2 architecture. This combination yields superior
performance in breast cancer detection. Furthermore, this
research has the potential to assist medical professionals
in making informed decisions, improving patient care, and
ultimately enhancing the outcomes for individuals affected
by breast cancer.

This research offers significant contributions to breast
cancer detection through a novel approach, rigorous
performance analysis, and dependable assessment. Inte-
grating DL and ensemble-based ML techniques show
promising results for improved diagnostic accuracy, mak-
ing it a significant contribution to breast cancer research.
The research study contributes explicitly in the following
ways:

1) The study introduces an innovative approach that com-
bines deep learning and machine learning algorithms,
utilizing pre-trained models for feature extraction and
constructing a robust prediction model.

2) The research includes comprehensive performance
analysis, employing rigorous evaluation metrics to
ensure the proposed model’s reliability, accuracy, and
overall performance.

3) A novel aspect of this research includes a dependable
assessment, evaluating the breast cancer detection sys-
tem’s reliability, availability, scalability, and efficiency.
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4) This research can potentially improve patient care and
outcomes by assisting medical professionals in making
informed decisions for breast cancer detection.

The remaining sections of this paper are structured as
follows: In Section II, we present a comprehensive review
of related literature focusing on breast cancer detection.
Section III provides a detailed explanation of our research
methodology and includes a description of the dataset used.
Section IV outlines the experimental setup and performance
evaluation. In Section V, we conduct a thorough analysis
of the dependability of our proposed approach. Section VI
presents the concluding remarks and future work.

II. RELATED WORKS
Breast cancer is a primary global health concern, and the
precise detection of malignant cells is essential for effec-
tive diagnosis and treatment. Histopathological image anal-
ysis and feature extraction are critical in image processing,
enabling the identification of essential patterns and character-
istics. Machine learning algorithms have become invaluable
in this field [25], offering enhanced breast cancer detection
and analysis methods. In addition, numerous related studies
have contributed to the advancement of practical techniques
in the domain of breast cancer detection and analysis.

Anjum et al. [18] proposed an ML approach using
histopathological images of breast tissues for detecting
malignant cells. They combined HOG and Canny Edge detec-
tion techniques to extract features and utilized PCA for
dimensionality reduction. SVM achieved 94% accuracy in
detecting cancerous cases.Mridha et al. [19] introduced a DL
approach for detecting invasive ductal cancer in breast cancer
images. By utilizing ANNs and CNNs, their system attained
an average sensitivity rate of 81.56%. Image augmentation
and regularization techniques improved the model’s effi-
ciency, with ANN achieving 82.68% accuracy and CNN
achieving 86.24%. These results highlight the effectiveness
of their custom architecture in classifying invasive ductal
carcinoma.

In recent research, Singh and Kumar [26] focused
on histopathological image analysis for breast cancer
detection using a cubic Support Vector Machine (SVM),
utilizing histopathology-based features. Liang et al. [27] pro-
posed an innovative Convolutional Neural Network (CNN)
architecture for breast cancer classification that incorporated
2D and 3D mammograms simultaneously, improving accu-
racy. Zhang et al. [28] aimed to enhance the detection of
malignant lesions in breast mammograms by introducing a
new method called BDR-CNN-GCN, which combined two
advanced neural networks, the Graph Convolutional Network
(GCN) and the Convolutional Neural Network (CNN). Addi-
tionally, Ogundokun et al. [20] proposed a medical Internet
of Things (IoT) based diagnostic system that efficiently iden-
tifies malignant and benign cases of breast cancer in an
IoT environment, addressing the challenge of early-stage
breast cancer identification. These studies highlight vari-
ous approaches in breast cancer detection and classification

involving histopathological analysis, multimodal imaging,
advanced neural networks, and IoT-based systems, contribut-
ing to advancements in the field.

Kulkarni and Sundaray [23] proposed a classification
model for detecting breast cancer using a pre-trained Resid-
ual feature extraction model in Invasive IDC datasets. Their
approach employed a fold-based training approach over the
entire dataset distribution, resulting in superior performance
compared to other works, achieving a reliable accuracy rate
of 91%. Another study by Jin and Xie [21] presented a
self-defined convolutional neural network (CNN) and com-
pared its performance with the ResNet-50 model in breast
cancer detection. Through parameter alterations and four sets
of experiments, they evaluated the training and validation
accuracy of the two models. The results indicated that the
ResNet-50 model outperformed the self-defined CNN with
an accuracy rate of 86.57%, highlighting its potential in breast
cancer detection.

Yu [22] developed a CNN model for automatically diag-
nosing Invasive Ductal Carcinoma (IDC). The model con-
sisted of multiple 2D-convolutional layers and max-pooling
layers, producing a dichotomous output of IDC or non-IDC.
The model achieved satisfactory performance on a dataset of
162 patients, with an accuracy of 88% and an Area Under
Curve (AUC) score of 95%, showcasing its potential in
automating IDC diagnosis.

Addressing the class imbalance challenge in breast can-
cer datasets, Reza and Ma [29] conducted experiments
on the breast cancer HPI dataset. They employed various
over-sampling and under-sampling techniques to mitigate the
impact of class imbalance on CNN classifier performance.
The results demonstrated that synthetic over-sampling was
a practical approach, improving the performance metrics of
the CNN-based classifiers. As a result, the CNN framework
achieved better sensitivity, specificity, F1 score, accuracy, and
balanced accuracy compared to the class-balanced dataset,
with F-measure and balanced accuracy values of 84.78% and
85.48%, respectively.

Cruz-Roa et al. [24] introduced a deep learning frame-
work based on convolutional neural networks (CNN) for the
automatic detection of IDC in whole slide images (WSI).
Their approach involved training the CNN on a large num-
ber of image patches from WSIs to learn a hierarchical
part-based representation. The method was evaluated on a
dataset of 162 IDC patients with expert-delineated ground
truth. The experimental results showcased the superiority
of their approach, achieving an F-measure of 71.80% and
a balanced accuracy of 84.23%, surpassing approaches that
utilized handcrafted image features and machine learning
classifiers. Furthermore, this study emphasized the potential
of their method for the automatic detection of IDC regions
in WSIs.

These studies emphasized the importance of utilizing
advanced techniques such as feature extraction, deep learn-
ing, and pre-trained models in breast cancer detection and
analysis, as summarized in Table 1. In addition, the existing
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TABLE 1. Comparison of state-of-the-art studies in breast cancer detection.

works operated on different methodologies, such as HOG
and Canny Edge detection and the use of custom CNN
architectures and pre-trained models like ResNet-50, etc. The
identified research gaps indicate that some past studies have
encountered performance issues when dealing with diverse
and independent datasets, including scalability concerns and
dependability analysis. However, further investigation and
advancements in breast cancer detection and analysis tech-
niques can potentially address these issues and lead to sig-
nificant improvements. By addressing these research gaps,
we can aim for more accurate diagnoses, better treatment out-
comes, and enhanced patient care in breast cancer detection.

III. METHODOLOGY
The methodology employed in this study aims to develop
a hybrid dependable deep feature extraction and machine
learning model for breast cancer detection. The proposed
approach capitalizes on the strengths of both DL and tradi-
tional ML techniques to improve the accuracy and reliability
of breast cancer detection, as illustrated in Figure 1. This
section thoroughly explains the step-by-step process we used
to create and test the hybrid model. The process encompasses
essential stages such as data preprocessing, feature extraction,
model training, and performance evaluation metrics, as out-
lined below:

• Dataset Acquisition: It encompasses capturing and
acquiring a histopathological image-based (HPI) dataset
in this model. This dataset serves as the basis for training
and evaluating the models in the experiment.

• Preprocessing: To prepare the dataset for DL model
training, we apply effective preprocessing techniques
such as resizing images, sharpening, normalizing pixel
values, and label encoding.

• Dataset Split: We evaluate the performance of the mod-
els using the k-fold cross-validation technique. This
technique divides the dataset into training and test sub-
sets, ensuring that the models are trained and tested on
distinct subsets of data. This technique also ensures a
reliable assessment of their capacity to generalize.

• Deep Feature Extraction:We use a pre-trained TLmodel
to extract deep features from breast cancer images,
ResNet50V2. This model has already been trained on

a large dataset and has learned valuable representations
that we can use to detect breast cancer.

• Machine Learning Models: We apply various ensemble-
based ML models, such as DT, RF, ET, AdB, HGBC,
GBC, XGB, and LGB classifiers, to analyze the deep
features obtained.We aim to train thesemodels using the
extracted features and accurately classify breast cancer
images.

• Performance Evaluation: We use various performance
metrics to analyze the experiments to evaluate how well
the suggested methodology works. Regarding detect-
ing breast cancer, accuracy, precision, recall, F1-score,
area under the receiver operating characteristic curve
(AUC-ROC), and dependability analysis are the stan-
dard evaluation metrics. These metrics show how well
the models can identify malignant and benign cases by
assessing their performance.

By integrating deep feature extraction with machine learn-
ing algorithms, our methodology seeks to improve the accu-
racy and robustness of breast cancer detection, ultimately
contributing to early diagnosis and effective treatment of this
critical health condition.

A. DATASET ACQUISITION
This phase encompasses identifying and selecting a suitable
dataset containing pertinent information on breast cancer
HPI. It also involves obtaining the necessary permissions
to access and utilize the data and ensuring strict adherence
to data privacy, confidentiality, and ethical guidelines and
regulations. This study employed the IDC dataset, represent-
ing the most prevalent subtype among all breast cancers.
The dataset consists of 162 whole-mount slide images of
Breast Cancer (BCa) specimens scanned at 40x magnifi-
cation. These whole mount slides contain regions focusing
on areas with Invasive Ductal Carcinoma (IDC). Therefore,
one crucial step in automatically grading aggressiveness is
to accurately identify the areas of invasive ductal carcinoma
(IDC) areas within the entire sample slides [30].

The IDC dataset is publicly available and accessible from
the original source [31]. It is a valuable resource for devel-
oping and evaluating automated methods for breast can-
cer detection. By accurately identifying and categorizing
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FIGURE 1. The proposed breast cancer detection architecture.

breast cancer subtypes, these automated methods can assist
pathologists in saving time and reducing errors in clinical
practice [32]. Our experiments specifically utilized the HPI
breast cancer image dataset, which consisted of 2000 images.
Among these images, 1200 were classified as positive for
Invasive Ductal Carcinoma (IDC), indicating the presence of
breast cancer. However, out of the total images, 800 were
classified as non-cancerous cases with no evidence of IDC.
The distribution of the IDC dataset utilized in our experiments
is illustrated in Table 2.

To further facilitate the breast cancer detection task,
277,524 patches, each measuring 50 × 50 pixels, were
extracted from the original dataset. These patches serve as the
input samples for the breast cancer detection task. Among the
extracted patches, 198,738 were classified as IDC negative,
while 78,786 instances were classified as IDC positive. Each
patch’s file name follows the format: u_xX_yY_classC .png,
where u represents the patient ID (e.g., 10253_idx5), X and
Y indicate the x and y coordinates from which the patch was
cropped, andC represents the class, with 0 denoting non-IDC
and 1 denoting IDC [30].

The choice of the IDC dataset was motivated by several
factors:

1) Relevance to Breast Cancer Detection: The dataset
focuses on Invasive Ductal Carcinoma (IDC), the most
common and aggressive type of breast cancer. As our

TABLE 2. Distribution of IDC dataset.

study aims to improve breast cancer detection, using
a dataset specifically targeting this subtype is highly
relevant.

2) Public Availability: The IDC dataset is publicly
available, ensuring our experiments’ transparency and
reproducibility. Researchers worldwide can access the
dataset and validate our findings.

3) Large and Diverse Sample Size: With 2000 images
and over 277,000 patches, the IDC dataset pro-
vides a substantial and diverse sample size, enabling
robust evaluation and generalization of our proposed
approach.

4) Evaluation Benchmark: As a widely used dataset in
the field, the IDC dataset serves as a benchmark for
breast cancer detectionmethods. Comparing our results
with existing literature on the same dataset allows for a
fair evaluation of our approach’s performance.

5) Potential Clinical Impact: Accurate breast cancer
detection can significantly impact patient outcomes and
clinical practice. Using the IDC dataset, our research
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aims to contribute to advancing automated methods
that can assist pathologists in making timely and accu-
rate diagnoses.

B. PREPROCESSING
In the context of our breast cancer detection methodology,
image preprocessing plays a crucial role in preparing the
input images for subsequent analysis. It involves a series
of operations applied to the raw images to enhance their
quality and extract meaningful information. Effective image
preprocessing can significantly improve the performance and
accuracy of the subsequent analysis.

The proposed approach employed several image prepro-
cessing techniques to prepare the HPI images for breast
cancer detection. The following techniques were applied:

• Image Resizing: We resized the images to a fixed size
of 224 × 224 pixels to ensure consistent input image
dimensions and reduce computational complexity. This
step is crucial when using pre-trained deep learning
models, as they often have specific size requirements.
Resizing the images to match the model’s input size
allows us to leverage its learned features effectively.
Additionally, resizing to a standardized size improves
computational efficiency during training and inference,
making the process more efficient overall.

• Convert BGR To RGB: The original HPI images were in
the BGR (Blue-Green-Red) color space. We converted
them to the more commonly used RGB (Red-Green-
Blue) color space, better suited for subsequent image
analysis tasks. This conversion step ensures consistent
color representation across the dataset.

• Image Sharpening Filter: We applied an image sharp-
ening filter to enhance the edges and fine details in
the images. This filter increases the contrast between
image features, making them more distinguishable and
facilitating the subsequent feature extraction process.

• Image Scaling: To normalize the pixel values and bring
them within a standardized range, we performed image
scaling by dividing the pixel values by 255. This nor-
malization step ensures that the pixel values are in a
consistent numerical range, which aids in the conver-
gence of subsequent machine learning algorithms.

• Image Labeling: The original HPI dataset had object
labels in textual form. To facilitate the subsequent anal-
ysis, we performed image labeling by converting the
object labels to numeric labels. This conversion enables
the use of various ML algorithms that require numeric
labels for classification tasks.

Overall, the preprocessing techniques used in our breast
cancer detection methodology offer several benefits. First,
image resizing ensures consistent image sizes, minimizing
biases from dimension variations. Second, converting from
BGR to RGB color space standardizes color representation
for reliable feature extraction. Third, the image sharpening
filter enhances fine details, improving the discrimination of
relevant features. Fourth, scaling normalizes pixel values,

FIGURE 2. Comparison of original and preprocessed images for breast
cancer detection.

aiding efficient model training. Finally, image labeling
enables the use of diverse classification algorithms. By apply-
ing these techniques, we enhance the accuracy and reliability
of our breast cancer detection system, preparing HPI images
for deep feature extraction and machine learning.

Visual comparisons in Figure 2 further illustrate the effec-
tiveness of these preprocessing techniques. The ‘‘Before’’
images show variations in dimensions, color representation,
and fine details, while the corresponding ‘‘After’’ images
demonstrate the consistent size, standardized color repre-
sentation, enhanced details, and normalized pixel values.
These comparisons emphasize the impact of preprocessing
in preparing HPI images for subsequent analysis in our breast
cancer detection methodology.

C. DEEP FEATURE EXTRACTION
This section represents the concept of deep feature extraction
and its application in breast cancer detection. Deep feature
extraction involves extracting meaningful and informative
features from raw data using deep neural networks. These
features capture high-level representations that are more
effective in addressing the task at hand [10].

We employed the ResNet50V2 architecture as a deep
feature extraction model for our breast cancer detection.
ResNet50V2 is a convolutional neural network (CNN) that
performs remarkably in various computer vision tasks. It is a
variant of the ResNet architecture that uses skip connections
to address the degradation problem in deep networks [33].
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ResNet50V2 comprises 50 layers and is pre-trained on a
large-scale image dataset, such as ImageNet. It utilizes resid-
ual blocks, enabling the network to learn residual mappings
and facilitating the training of deeper models. In addition, the
skip connections allow gradients to flow directly from early
layers to later layers, enhancing the training process.

The ResNet50V2 architecture is beneficial for feature
extraction in breast cancer detection because it can capture
complex and hierarchical patterns from breast cancer images.
With its deep layers, ResNet50V2 learns abstract representa-
tions of textures, shapes, and structures crucial in distinguish-
ing between benign and malignant breast tissues. Leveraging
the pre-trained ResNet50V2 model provides the advantage
of TL, as it has already learned generic features from a
large-scale image dataset like ImageNet. This pre-training
allows ResNet50V2 to capture general image representations
that can be fine-tuned for breast cancer detection. By utiliz-
ing the learned features from ResNet50V2, we can enhance
the accuracy and performance of the breast cancer detection
system [34].

The features extracted from ResNet50V2 serve as a
higher-level representation of the input breast cancer images,
capturing crucial information for classification and detec-
tion tasks. These features are inputs for various machine
learning models, enabling us to leverage the powerful rep-
resentations learned by ResNet50V2. By taking that action,
we aim to enhance the accuracy and performance of our breast
cancer detection system. The high-level features learned by
ResNet50V2 provide a more comprehensive and informa-
tive representation of the input data, improving our ability
to distinguish between benign and malignant breast tissues
and ultimately leading to more effective detection of breast
cancer.

D. MACHINE LEARNING MODELS
The breast cancer detection study used a mix of deep feature
extraction and traditional machine learning algorithms. This
approach provided several benefits, including dimension-
ality reduction, addressing the class imbalance, enhancing
out-of-distribution detection, performing exploratory data
analysis, and employing model compression techniques.
Various machine learning algorithms, specially ensembled-
based, were utilized in this study to achieve these objectives,
as summarized below:

• Decision Tree (DT): DT is a non-parametric supervised
learning algorithm that partitions the input space into
regions and assigns a class label to each region [35].

• Random Forest (RF): RF is an ensemble learning
method that combines multiple decision trees to improve
prediction accuracy [36].

• Extra Trees (ET): ET is an extension of the Random
Forest algorithm that further randomizes the tree con-
struction process [37].

• AdaBoost (AbB): AdB is an ensemble learning method
that combinesmultiple weak classifiers to create a strong
classifier [38].

• Histogram Gradient Boosting Classifier (HGBC):
HGBC is a gradient boosting classifier that utilizes
histogram-based techniques for efficient training and
prediction [39].

• Gradient Boosting Classifier (GBC): GBC is a boosting
algorithm that builds an ensemble of weak learners,
typically decision trees, by iteratively minimizing a loss
function [40].

• XGBoost (Extreme Gradient Boosting): XGBoost is
an optimized gradient boosting framework incorporat-
ing regularization techniques and parallel processing
capabilities [39].

IV. EXPERIMENTS AND RESULT ANALYSIS
In this section, we present experiments and the results of
our analysis for breast cancer detection using our proposed
approach. We designed the experimental setup and analyzed
metrics such as accuracy, sensitivity, specificity, and F1 score
to assess the effectiveness of our method. Accuracy measures
the overall correctness of the classification results, sensitivity
evaluates the ability to identify positive instances, specificity
measures the ability to identify negative instances, and the
F1 score provides a balanced assessment. These metrics
allowed us to gain valuable insights into the performance of
our approach, enabling us to make informed evaluations and
comparisons with other existing methods in the field of breast
cancer detection.

A. ENVIRONMENT SETUP
We experimented on a high-performance machine with eight
cores, 64 GB RAM, and a 100 GB disk. We also utilized Ten-
sorFlow andKeras frameworks to leverage their deep learning
capabilities for the research. The environment included nec-
essary dependencies and libraries, particularly those specific
to pre-trained models for TL. Utilizing this compressed envi-
ronment played a crucial role in conducting the experiments
efficiently, facilitating the analysis and validation of the pro-
posed approach for breast cancer diagnosis.

We trained our model using different parameters for
feature extraction and classification purposes. In feature
extraction, we configured the ResNet50V2 model using the
parameters of include_top = False, weights = ‘‘imagenet’’,
input_tensor=None, input_shape= (size, size, 3), pooling=

None; where size is set to 224, indicating that the input images
were resized to a square of 224 × 224 pixels. By setting
include_top to False, we excluded the fully-connected layers
at the end of the network, allowing us to use the ResNet50V2
model as a feature extractor. On the other hand, in ML
algorithms, we mainly focused on the number of estimators
and learning rate, which are essential for controlling the
models’ performances. We utilized different values of these
parameters and selected the best combinations, including the
estimator of 100 and the learning rate of 0.1.

B. PERFORMANCE EVALUATION METRICS
As mentioned in Section III, we assess how well our sug-
gested method works by measuring its performance using
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TABLE 3. Confusion matrix.

different metrics. These metrics serve to measure different
aspects of the approach’s performance. The formulation of
these metrics is as follows:

• Confusion Matrix: The confusion matrix provides a
breakdown of the predicted and actual positive/negative
classes, including true positives (TP), true negatives
(TN), false positives (FP), and false negatives (FN). The
confusion matrix is presented in Table 3.
In the table, TP represents the number of instances cor-
rectly predicted as positive, TN represents the number of
instances correctly predicted as negative, FP represents
the number of instances wrongly predicted as positive,
and FN represents the number of instances wrongly
predicted as negative. The confusion matrix allows for
a detailed examination of the model’s performance by
providing insights into the correct and incorrect predic-
tions made for positive and negative instances.

• Accuracy: To determine the model’s accuracy, we cal-
culate the ratio of correctly classified samples to the
total number of samples. We did it using the following
equation:

Accuracy =
TP+ TN

TP+ FP+ FN + TN
(1)

• Precision: To measure the accuracy of positive pre-
dictions, this metric calculates the ratio of correctly
identified positive results to the total number of posi-
tive results, including both true and false positives. The
formula is as follows:

Precision =
TP

TP+ FP
(2)

• Recall: This measures how well the model can correctly
identify positive instances. It’s calculated by dividing the
number of true positives by the total of true and false
negatives.

Recall =
TP

TP+ FN
(3)

• F1-score: The F1-score combines precision and recall
into a single metric, providing a balanced measure of the
model’s performance.

F1-score = 2 ×
(Precision × Recall)
(Precision + Recall)

(4)

• MAE: It measures the average magnitude of the errors
between the predicted and actual values.

MAE =

∑n
i=1 |predicted(i) − actual(i)|

n
(5)

• MSE: This calculation determines the average of the
squared variances between the predicted values and the
actual values.

MSE =

∑n
i=1(predicted(i) − actual(i))2

n
(6)

• RMSE: RMSE is the square root of the MSE, represent-
ing the standard deviation of the errors.

RMSE =

√∑n
i=1(predicted(i) − actual(i))2

n
(7)

where the variable n represents the total number of data
samples taken.

• ROCCurve andAUC:ROC curves are graphical repre-
sentations used to evaluate classifier performance, with
the area under the curve (AUC) indicating the separabil-
ity of class labels. A higher AUC value indicates better
predictive capability, while a lower value suggests a less
accurate model.

• Cross-validation: K-fold cross-validation (CV) is
widely used for evaluating machine learning models.
It divides the dataset into k folds, using each fold as a
validation set while the rest serve as the training set. This
process is repeated k times, allowing for a comprehen-
sive evaluation of the model’s performance. In addition,
by averaging the results, k-fold cross-validation pro-
vides a robust estimate of the model’s generalization
ability and helps identify issues like overfitting. In this
study, the value of k was selected as 10 for the k-fold
cross-validation. In other words, the dataset was divided
into ten subsets of approximately equal size. The train-
ing process was performed iteratively, with each subset
serving as the validation set once while the remaining
nine were used for training.

C. RESULT ANALYSIS
This section presents the performance analysis of different
ML algorithms for breast cancer detection. We conducted a
dependability analysis to evaluate the reliability and consis-
tency of the models. This analysis examined the performance
stability across iterations or datasets, ensuring that random
variations or dataset-specific characteristics did not influence
the results.We gained insights into themodels’ generalization
ability by assessing the performance robustness and identified
potential limitations or biases. The dependability analysis
allowed us to make informed decisions about the effective-
ness of the models in real-world scenarios.

The performance analysis of various algorithms for breast
cancer detection is presented in Table 4, which provides
a detailed overview of the accuracy, precision, recall, F1-
score,MAE,MSE, andRMSEmetrics. Additionally, Figure 3
exhibits the corresponding graphs to represent the perfor-
mance analysis visually. The results indicate that the DT
algorithm achieved an accuracy of 78%, a precision of
77.39%, a recall of 79.47%, and an F1-score of 77.42%.
Additionally, the DT algorithm exhibited an MAE of 22,
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TABLE 4. Performance analysis of eight algorithms for breast cancer detection.

MSE of 22, and RMSE of 46.9. On the other hand, both
the RF and ET algorithm demonstrated higher accuracy than
the DT, achieving an accuracy of 94.5%. The RF algorithm
exhibited a precision of 94.45%, recall of 93.63%, and F1-
score of 94.01%, while the ET algorithm achieved a precision
of 94.18%, recall of 93.92%, and F1-score of 94.05%. Fur-
thermore, the RF and ET algorithms had anMAE of 5.5,MSE
of 5.5, and RMSE of 23.45. The AdB, HGB, GBC, XGB, and
LGB algorithms also showcased competitive performance.
AdB achieved an accuracy of 90.5%, while HGB, GBC,
XGB, and LGB achieved accuracies of 94.5%, 94%, 94.5%,
and 95%, respectively.

From Table 4, it is evident that among the analyzed algo-
rithms, the LGB algorithm achieves the highest accuracy
rate of 95%. Additionally, LGB outperforms other algo-
rithms regarding precision, recall, and F1-score. These results
demonstrate the superior performance of LGB in accurately
classifying breast cancer cases. The remarkable accuracy rate
achieved by the LGB algorithm contributed to its capability
to handle complex datasets and effectively capture underlying
patterns in breast cancer images. Furthermore, by leverag-
ing gradient boosting techniques, LGB sequentially com-
bines weak learners to construct a robust ensemble model.
This mechanism enables LGB to learn intricate relationships
and extract informative features from the dataset, improving
classification performance significantly. Besides, the LGB
algorithm demonstrates excellent performance based on its
low MAE, MSE, and RMSE values. These metrics quan-
tify the error between predicted and actual values, and the
consistently low error rates indicate the model’s reliability
in making accurate predictions. Overall, the LGB algorithm
achieves the highest accuracy rate and exhibits exceptional
performance across various evaluation metrics, making it a
promising choice for breast cancer detection.

The confusion matrices presented in Figure 4 offer valu-
able insights into the performance of various algorithms,
revealing their accuracy and misclassification rates in breast
cancer detection. For example, the DT algorithm’s confusion
matrix shows 62 actual positive cases, 11 false positive cases,
33 false negative cases, and 94 true negative cases. Similarly,
the RF algorithm achieved 66 true positive cases, seven false
positive cases, four false negative cases, and 123 true negative
cases, as evident from its confusion matrix. The ET algorithm
yielded a confusion matrix with 67 true positive cases, six
false positive cases, five false negative cases, and 122 true

negative cases. Finally, AdB’s confusion matrix displayed
60 true positive cases, 13 false positive cases, 6 false negative
cases, and 121 true negative cases.

In contrast, the HGB algorithm’s confusion matrix exhib-
ited 67 true positive cases, 6 false positive cases, 5 false neg-
ative cases, and 122 true negative cases. The GBC algorithm
achieved 66 true positive cases, 7 false positive cases, 5 false
negative cases, and 122 true negative cases, as observed in
its confusion matrix. XGB demonstrated 68 true positive
cases, 5 false positive cases, 6 false negative cases, and
121 true negative cases in its confusion matrix. Lastly, the
LGB algorithm’s confusion matrix revealed 67 true positive
cases, 6 false positive cases, four false negative cases, and
123 true negative cases.

The confusion matrices reveal that the LGB algorithm
achieves higher numbers of TP and TN cases than FP and FN
cases, indicating better performance in breast cancer detec-
tion. Specifically, the LGB algorithm exhibits 67 TP cases,
6 FP cases, 4 FN cases, and 123 TN cases. These results
suggest that the LGB algorithm has higher sensitivity in
detecting TP cases and lower rates of misclassifying cases as
FP or FN. Overall, the LGB algorithm performs better breast
cancer detection with higher TP and TN counts and lower FP
and FN counts, leading tomore accurate classification results.

Table 5 presents a classification report for breast cancer
detection using multiple algorithms. It provides an overview
of the effectiveness of ML algorithms in accurately detecting
breast cancer. The LGB algorithm stands out with promising
results, as indicated by each class’s precision, recall, and
F1-score metrics.

For the N_IDC class, the LGB algorithm achieves a preci-
sion of 94.37, indicating a low rate of FP predictions. On the
other hand, the recall value of 91.78 indicates a high percent-
age of actual negative cases correctly identified. Therefore,
the F1-score, calculated at 93.06, provides a balanced perfor-
mance measure for this class.

Regarding the P_IDC class, the LGB algorithm achieves
a precision of 95.35, demonstrating a low rate of false nega-
tives. The recall value 96.85 indicates a high percentage of
actual positive cases correctly identified. The F1-score for
this class is calculated at 96.09, indicating an overall balanced
performance.

These results highlight the LGB algorithm’s effective-
ness in accurately detecting breast cancer cases, making
it a promising choice for breast cancer detection tasks.
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FIGURE 3. Visual analysis of performance for breast cancer detection.

In addition, the precision, recall, and F1-score metrics show-
case the algorithm’s ability to minimize false positives and
false negatives, ensuring a reliable and balanced classification
performance for both negative and positive breast cancer
cases.

In the context of dependability analysis, we compared
the ML algorithms’ performances using the AUC score
as an essential metric, as depicted in Figure 5. The AUC
score assesses each algorithm’s breast cancer detection
performance, with higher scores indicating a better abil-
ity to distinguish between positive and negative cases.

Based on our experiments, the AUC scores for the differ-
ent algorithms were as follows: DT (79.47), RF (97.91),
ET (97.94), AdB (97.58), HGB (99.08), GBC (98.81),
XGB (98.77), and LGB (99.09). These scores highlight the
strong performance of the algorithms in accurately classify-
ing breast cancer cases. The high AUC values achieved by
the HGB, GBC, XGB, and LGB algorithms are particularly
noteworthy.

Among these high-performing algorithms, the LGB
algorithm stands out with an exceptionally high AUC score
of 99.09. This score indicates its strong discriminatory power
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FIGURE 4. Confusion matrix for breast cancer detection.

TABLE 5. Classification report for breast cancer.

in distinguishing between positive and negative breast can-
cer cases. In addition, the high AUC score suggests that
the LGB algorithm has a higher probability of assign-
ing higher predicted probabilities to positive and negative
instances. The results show that the LGB algorithm has
the potential to perform better in detecting breast cancer,
making it a reliable and accurate option for predicting
outcomes.

Figure 5 also reveals that the LGB algorithm demonstrates
high precision and recall values for negative and positive
breast cancer cases, as the classification report indicates. Its
F1 scores show a good balance between precision and recall,
indicating a robust overall performance. Additionally, the
LGB algorithm stands out with an exceptional AUC score
of 99.09, reflecting its discriminatory solid power in distin-
guishing between positive and negative cases. This analysis
suggests a higher probability of assigning higher predicted
probabilities to positive instances. Based on the evaluation
metrics, the LGB algorithm is the top choice for breast

cancer detection, offering superior accuracy, precision, recall,
F1 score, and AUC score.

D. DISCUSSION
The comparison presented in Table 6 provides insights into
different breast cancer detection approaches and their corre-
sponding accuracy rates. For example, Anjum et al. [18] uti-
lized HOG and Canny Edge techniques with SVM, achieving
an accuracy rate of 94%, albeit with lower accuracy for non-
cancerous cases. Mridha et al. [19] employed a CNN-based
approach, achieving an accuracy rate 86.24% for invasive
ductal cancer detection. Kulkarni and Sundaray [23] utilized
a pre-trained ResNet152 model with FC layers, achieving
an accuracy rate of 91%. Jin and Xie [21] compared a
self-defined CNN model with ResNet-50, with the latter
achieving an accuracy rate of 86.57%. Other studies, such as
those by Yu [22], Reza andMa [29], and Cruz-Roa et al. [24],
also employed CNN-based approaches, achieving accuracy
rates ranging from 84.23% to 88%. Importantly, our proposed
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TABLE 6. Comparison of breast cancer detection approaches.

FIGURE 5. ROC Curve for evaluating classifiers.

model, which utilizes ResNet50V2 for feature extraction and
LGB for classification, achieved the highest accuracy rate
of 95% in breast cancer detection among the listed
approaches, as shown in Table 6.

Using LGB in our model provides several benefits for
breast cancer detection. Firstly, LGB is a gradient-boosting
framework renowned for its high efficiency and speed, mak-
ing it suitable for efficiently processing large datasets. This
efficiency allows for faster and more timely detection and
diagnosis of breast cancer, crucial for early intervention
and improved patient outcomes. Additionally, LGB can han-
dle complex and non-linear relationships within the data,
enabling the model to capture intricate patterns and subtle
variations that may indicate breast cancer. This ability to
capture complex relationships enhances the accuracy and
reliability of our model, ensuring more accurate predictions
and reducing the risk of false negatives or positives.

E. LIMITATIONS
While our hybrid model shows promising results, it is essen-
tial to acknowledge its limitations for a balanced interpreta-
tion of our findings. Firstly, our study focuses specifically
on Invasive Ductal Carcinoma (IDC), which may restrict
the generalizability of our approach to other breast cancer
subtypes. Further research is needed to assess its performance
across a broader range of cancer types.

Secondly, the performance of our model is impacted by
the quality and variety of the training dataset. Although we
utilized a comprehensive dataset, the availability of more
extensive and diverse datasets could further enhance the
model’s generalization capabilities.

Lastly, while our model demonstrates high accuracy, there
are still areas for improvement, particularly in scenarios with
challenging image conditions, such as noise and artifacts.
Further optimization and refinement of the model could
enhance performance in real-world clinical settings.

Despite these limitations, our hybrid breast cancer detec-
tionmodel significantly advances the field and offers valuable
insights for accurate IDC diagnosis. As with any new technol-
ogy, further research and validation on more extensive and
diverse datasets will be crucial to assess its potential clinical
impact and extend its applicability to a broader spectrum of
breast cancer cases.

V. DEPENDABILITY ANALYSIS
The dependability of our developed breast cancer detec-
tion model was evaluated based on the study conducted by
Talukder et al. [11]. Their reliability evaluation assessed the
availability, efficiency, and scalability aspects. Our model
employed deep learning for feature extraction and utilized the
LGB algorithm for reliable differentiation between positive
and negative IDC breast scenarios. This choice ensured high
efficiency without significant loss, enhancing the availability
of our proposed methodology. Furthermore, through compre-
hensive analysis and productivity assessments, we compared
our framework to existing techniques, and it outperformed
them with lower error rates and computational loss.

We obtained the accuracy of our model 95%, indicating
its ability to classify breast cancer cases accurately. Preci-
sion, recall, and F1-score measures were 94.86%, 94.32%,
and 94.57%, respectively, demonstrating the model’s effec-
tiveness in minimizing false positives and false negatives.
Additionally, the MAE, MSE, and RMSE values were 5, 5,
and 22.36, respectively, affirming our model’s overall accu-
racy and the small magnitude of errors. These results validate
the dependability of our breast cancer detection framework,
highlighting its potential for reliable and accurate diagnosis.

Table 7 demonstrates the scalability of our proposed LGB
model by evaluating its performance on different num-
bers of images. The results show that as the number of
images increases, the accuracy rate of our model improves.
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FIGURE 6. Scalability of our proposed model with respect to different sample sizes.

TABLE 7. Performance of proposed approach on different sampling sizes.

For example, with 500 images, the accuracy rate achieved
was 92%, which increased to 94% with 1000 images. Finally,
with 2000 images, the accuracy rate reached 95%. These
findings highlight the scalability of our model, indicating its
ability to handle larger datasets without compromising accu-
racy. In addition, the precision, recall, and F1-score measures
also show consistent improvements as the number of images
increases.

The scalability of our proposed LGB model is crucial in
real-world applications where the volume of data continues
to grow. Maintaining high accuracy rates with larger datasets
ensures the model’s reliability and effectiveness in handling
diverse and expanding datasets. Figure 6 visually represents
the performance variation of our model for the number of
images, further emphasizing its scalability. The increasing
trend of accuracy, precision, recall, and F1-score reinforces
the scalability of our model and validates its suitability for
practical deployment in breast cancer detection scenarios.

These findings highlight the scalability of our pro-
posed LGB model and reinforce the dependability of our
developed breast cancer detection model. The improved
performance, high accuracy rates, and consistent results
across different dataset sizes demonstrate the efficiency and
reliability of our model. Moreover, our model outperformed
several existing techniques, exhibiting lower error rates and
computational loss. This comprehensive evaluation and anal-

ysis contribute to the trustworthiness and robustness of our
proposed methodology, further establishing its dependability
in breast cancer detection.

VI. CONCLUSION
This paper presents a hybrid dependable model for breast
cancer detection that combines DL and ML techniques.
Our model leverages the strengths of the DL-based pred-
trained ResNet50V2TLmodel in extracting complex patterns
and representations from publicly available HPI-based IDC
images. Through extensive experimentation on a comprehen-
sive dataset of IDC, we demonstrated the effectiveness of our
approach by achieving high accuracy, precision, recall, and
F1 score.

Our study contributes significantly to breast cancer detec-
tion by addressing several limitations of existing works.
By integrating DL and ML techniques, our hybrid model
offers a reliable and accurate approach to IDC detection. The
incorporation of DL empowers the model to learn and extract
meaningful features from complex image data, while the
ML algorithms contribute interpretability and generalization
capabilities. Moreover, by utilizing publicly available breast
histopathology images, mainly targeting IDC, we ensure the
accessibility and reproducibility of our research findings.

By focusing on this dataset, we provide valuable insights
into the potential of our model for enabling early and accurate
detection of IDC. Furthermore, the results obtained from
our rigorous experiments serve as compelling evidence for
our hybrid model’s robustness and high performance. With
an improved accuracy rate of 95%, a precision of 94.86%,
recall of 94.32%, F1 score of 94.57%, and minimal error
rates including MAE of 5%, MSE of 5%, and RMSE of
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22.36%, our approach demonstrates its effectiveness in accu-
rately detecting IDC. Moreover, our study holds promise for
assisting medical professionals in making informed decisions
and ultimately contributing to improved patient care. Further-
more, based on our findings, we propose that LGB is the most
suitable ML algorithm for breast cancer classification after
performing feature extraction using a pre-trained Resnet502
model.

In future research, several areas can be explored to enhance
breast cancer detection and improve the impact of diagnosis.
Firstly, integrating additional data sources, such as genomic
or clinical data, can provide a more comprehensive under-
standing of breast cancer and contribute to the refinement
of our model. In addition, by incorporating these additional
data types, we can uncover critical insights into the genetic
and clinical factors that influence breast cancer development,
progression, and response to treatment.

Furthermore, our study provides a foundation for future
research endeavors in breast cancer detection. By exploring
these potential directions, we can continue to advance the
accuracy, accessibility, and impact of breast cancer diagnosis,
ultimately benefiting patients and healthcare systems world-
wide.
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