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ABSTRACT Polycystic Ovary Syndrome (PCOS) is a critical hormonal disorder of women that signif-
icantly impacts life. In this new generation, women are more prone to PCOS. It is the cause of various
problems, including infertility. Early detection of PCOS can reduce complexity. Therefore, an early and
proper PCOS detection system is essential to minimize complications. Among all the detection techniques
Machine Learning (ML) has an excellent performance in detection for its feature extraction capability.
Therefore, considerable research has been carried out to detect PCOS usingML. VariousML approaches like
Convolutional Neural Network, Support Vector Machine, K-Nearest-Neighbors, Random Forest, Logistic
Regression, Decision Tree, Naive Bayes, etc., are used in detecting PCOS. This research aims to call attention
to the researchers by presenting a descriptive and contextual overview of all the existing technologies on
PCOS detection by ML algorithms. A comprehensive analysis is carried out of how various ML approaches
have been used in PCOS detection over the last few decades, and the techniques are discussed thoroughly.
A complete examination was studied on different datasets used in PCOS detection. The performance of
several algorithms is compared in quantitative and qualitative approaches. Finally, the significant difficulties
and future research scopes are discussed to draw a conclusion.

INDEX TERMS Polycystic ovary syndrome, machine learning, convolutional neural network, women’s
health.

I. INTRODUCTION
Polycystic Ovary Syndrome (PCOS) is one of the most com-
mon hormonal disorders in women. It is an endocrine and
metabolic disorder in premenopausal women [1]. It is tough
to recognize and treat PCOS. The correct cause of PCOS
is not clear yet, but there is a close association with family
history and hereditary qualities, hormones that are expanded
during our advancement within the womb sometime recently
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birth, and way of life or environment [2]. It is commonly
related to raised levels of twomale hormones within the body.
This hormone causes their body to skip menstrual periods and
makes it harder for them to urge pregnant.Womenwith PCOS
create a higher-than-normal number of male hormones. The
side effects of PCOS are shown in numerous distinctive ways.
A few women will have minor or gentle side effects, while
others will have several serious side effects. Mood changes,
sadness, uneasiness, and low self-esteem is some of the side
effects of PCOS. Indications can, moreover, alter at distinc-
tive stages of a woman’s life. Some of the primary symptoms
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FIGURE 1. Symptoms and some basic effects that are found in women affected with PCOS. The left elements of PCOS are symptoms, and the
right ones are effects of PCOS.

of PCOS are no period or delayed period, immature ovarian
eggs that do not ovulate, different ‘cysts’ on the ovaries, trou-
ble in getting pregnant, excessive hair development often on
the upper lip, chest, back, or buttocks, weight gain, thinning
hair and hair misfortune from the head, oily skin or acne
are some of the symptoms [1]. Obesity, skin darkening, and
skin pigmentation are more symptoms of PCOS. The effect of
PCOS includes type-2 diabetes, cardiovascular disease, sleep
apnea, mellitus, and trimester miscarriage. Fig. 1 visually
represents the symptoms and effects of PCOS. By focusing
on this figure, researchers can easily identify the symptoms
and the effects caused by PCOS.

The primary need is to distinguish between PCOS and
non-PCOS and treat- PCOS as early as possible. It requires a
few tests and imaging methods as conceivable since the cir-
cumstance caused ovary disorder, which increases the chance
of pregnancy complications, obstetric tumors, and mental
trouble. Although much research was conducted to analyze
PCOS utilizing different ML calculations, there is still a need
for change in terms of exactness and precision based on
medical information [3]. Most women are unaware of their
regenerative organs and the issues related to them. It causes
infertility, uterus tumors, and closes with cancer. Parcels of
therapeutic tests and time can discourage a PCOS-influenced
woman from curing herself legitimately [4]. Fig. 2 represents
the rate of PCOS affecting people around the world. It is seen
that Asian women are infected most with PCOS, the rate is
almost 31.3%, and White Americans are less infected with
4.8%. African Americans are infected at 6.8%, and Spanish
women at 6.8%. This figure identifies race and genetic as two
major elements behind PCOS in women.

The authors considered all the published papers from 2015
to 2022 related to using ML for detecting and predicting

FIGURE 2. PCOS detection rate among women from different ethnic
groups around the world.

PCOS. However, there are no such review articles regarding
PCOS detection using ML that uses statistical parameters for
comparing the performances of various kinds of literature.
To the best of the authors’ knowledge, there are a few num-
bers of review papers on PCOS detection. Some directly use
ML, some use computer-assisted technology, and some use
Artificial Intelligence (AI) and image processing. Gotte and
Jyothi [5] surveyed the topic of PCOS detection segmentation
and classifications utilizing divergent ML executions. But the
survey does not include any potential comparison of the exist-
ing literature. Vaswani et al. [6] reviewed papers that were
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published between 2020 to 2021. The research provides a
review of the papers that use ML techniques for the diagnosis
of PCOS. They considered the papers that use Deep Learning
(DL) and ML for PCOS detection. They initiated the idea
of using object detection in the field of detecting PCOS.
Pulluparambil and Bhat [7] evaluated research works that are
related to image processing. They thoroughly analyzed the
existing detection techniques, phases of image processing,
and existing algorithms. They found some research gaps and
proposed an architecture for PCOS detection.

Rabiu et al. [8] analyzed the research articles that used
computer-assisted techniques for the detection of follicles
and PCOS diagnoses in the ultrasound images of the ovary.
They considered papers ranging from the year 1997 to 2014.
They completed their research by overviewing the existing
techniques. They made five subsections of the techniques
and discussed the process. They focused on the detection
rate of follicles but did not show any performance matri-
ces. Agrawal et al. [9] revised the methods of AI for the
detection of PCOS. They showed the performances but did
not show any comparison between the performances. The
existing review papers have significant shortcomings. Firstly,
they reviewed a handful of papers and only discussed those
works but did not discuss any systematic information, like
the shortcomings and comparison of performances. Secondly,
they did not show any quantitative or qualitative analysis of
the techniques. Thirdly, they did neither provide a detailed
discussion about the dataset nor a proper outline for future
research scope.

This research chose a total of 34 papers to review, pub-
lished in the time range between 2003 to 2023. Use of ML,
for PCOS detection is increasing day by day. Fig. 3 visualizes
the chronological representation of articles that are selected
for review. It is seen that from the years 2021 and 2023,
a maximum of 8 papers are chosen followed by 2020. For
this work, journal and conference papers related to the appli-
cation of ML in PCOS detection were searched in renowned
search engines like Google Scholar, IEEE Explorer, and
Science Direct, and 60 research articles were collected.
After removing duplicates, 56 articles were there for review.
After reviewing the abstract, 17 articles were excluded as
they were not related to PCOS detection using ML. Then
39 research articles were assessed, and five articles were
found as review articles. After completing all the selection
procedures, 34 research articles were finally selected for
review. We thoroughly examined the 25 papers and found
the research gaps. The whole selection process is described
in fig. 4. This figure gives a clear idea how researchers can
find related works and further select their final related works
for their research. The first two selection processes are the
identification phase, followed by the screening phase, and at
last, the final selection phase.

After selecting the 34 papers, the next step was to find the
research gaps. Then the papers were categorized based on the
used algorithms like Convolutional Neural Network (CNN)
or Artificial Neural Network (ANN) based articles. Then the

FIGURE 3. Chronological diagram of articles that are considered for this
research from 2003 to 2023.

papers that used the same type of technologies were merged.
They were placed in the same paragraphs and linked based
on the technologies. Next, we evaluated the algorithms used
by using charts and tables. We conducted both quantitative
and qualitative analyses. Then the research challenges were
identified, and possible solutions were suggested.

Fig. 5 presents the detailed research process of this work.
Readers will get a vivid concept of how this work has been
completed.

This study concentrates on works regarding PCOS detec-
tion and offers a descriptive method. One can comprehend
the algorithm for detecting PCOS as well as the benefits and
drawbacks of the current approaches. Depending on their
application, researchers can select the optimal algorithm from
the available PCOS detection methods. This research also
offers an accurate description of the datasets relevant to the
topic and illustrates the range and unrecognized problems
in the area. This study incorporates all the work on PCOS
detection algorithms conducted previously. The major con-
tributions of the study are discussed below:

• Aprecise concept of PCOS detection techniques that use
traditional methods is analyzed.

• Existing algorithms in the context of ML are explored.
• A description of different types of datasets is given.
• The performance of the dataset in various ML algo-
rithms is found.

• A comparison of performances of the existing PCOS
detection techniques has been highlighted.

• Challenges related to PCOS detection using ML are
focused, and research ideas are provided for future work.

The rest of the paper has been organized as follows.
Section II reports on the existing approaches to PCOS detec-
tion. Section III presents an elaborate discussion regarding
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FIGURE 4. Visual representation of the paper selection process for this research work.

FIGURE 5. A flowchart of the research procedure of this work. The arrow identifies the continuity of
the work.

PCOS detection techniques. Section IV is organized by men-
tioning effective datasets, and their descriptions. Section V
summarizes the performance analysis of different approaches
that are discussed in section II. Section VI identifies the
challenges and probable solutions in implementing these
algorithms and future directions are given for researchers.
Finally, section VII concludes the study.

II. LITERATURE REVIEW
In this section, the existing literature is discussed along
with the used approaches and algorithms. Also, descriptive
comparison and table are included to give a brief analy-
sis of literature. This section includes a table that summa-
rizes all the existing works and gives remarks about the
work.
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Sumathi et al. [10] proposed CNN-based image processing
feature extraction for PCOS. Here, the model is based on
image processing features extraction to determine a cyst or
not. For feature extraction watershed algorithm is used, and
for measuring parameters, OpenCV is used. The model can
only detect cysts but cannot classify whether PCOS is or
not. The model shows 85% accuracy. Cahyono et al. [11]
suggested an approach in which the characteristic extraction
is executed mechanically using CNN having an f1-rating
of 100% and a regular of 76.36% on a 5-overlap cross-
validation. The dataset is composed of a total of 40 non-PCO
information and 14 polycystic ovaries (PCO) information.
Dewi et al. [12] outlined a system to classify PCO by includ-
ing the Gabor Wavelet strategy (GWS) for feature extraction
and CNN. Firstly, the images are preprocessed by using
various techniques that include data cleaning, image bina-
rization, morphology, inverted image, grayscaling, etc. Sec-
ondly, segmentation is performed. Thirdly, GWS is optimized
for feature extraction, and lastly, CNN is applied. CNN
obtains the highest accuracy, 80.84%, and the time handle
is 60.64 seconds. Hossain et al. [13] created a CNN-based
model called PCONet to detect PCO from ovarian ultrasound
pictures. Additionally, they improved InceptionV3, a 45-layer
pre-trained CNN, by classifying ultrasound images of poly-
cystic ovarian tissue using the transfer learning approach.
In the comparison of these two models based on quantitative
performance evaluation metrics, they found that PCONet
outperformed them both with an accuracy of 98.12% on test
images, while InceptionV3 underwent fine-tuning to achieve
an accuracy of 96.56%. Bhosale et al. [14] suggested PCOS
detection using an LR classifier. This method is proposed for
the automated quality evaluation of PCOS data using a Deep
Convolutional Neural Network (DCCN). They recommended
a deep learning model that, when used with the Inception
model, could identify the PCOM from the ultrasound image
with an accuracy of 84.81%. Alamoudi et al. [15] suggested
a fusionmodel that combines the ultrasound image with clini-
cal information to determine whether the patient has PCOS or
not. The best model created, which combined clinical features
with picture feature extraction using MobileNet architecture,
obtained 82.46% accuracy. Chitra et al. [16] implemented
transfer learning methods such as Alexnet, Inception V3,
Resnet50, VGG16, and Hybrid Models to offer a method
of PCOS prediction. Here, an attempt is made to present
an approach that incorporates hybrid models in order to
train models and increase accuracy. The feature extraction
technique’s outcomes are found by utilizing the performance
coefficients. The accuracy of the test data set is 93%.

Krishnaveni et al. [17] worked for a PCOS Screener based
on the ANN, a classification model with the support of a
questionnaire-based diagnostic tool. The performance of the
model was compared with the Bayesian classifier, where
the ANN model performed better. Thara [18] proposed a
system for classifying PCOS using feature extraction by
Structural Normalized Square Similarity Detection Approach

(SNSSDA) and ANN. Firstly, image preprocessing, like scal-
ing and noise reduction, is performed. Following that, the
segmentation approach is used. Adaptive k-means clustering
techniques were used to find follicles in ultrasound pictures.
Following segmentation, SNSSDA-based feature extraction
and an ANN-based classifier are utilized to detect follicles in
the ovary picture.

Maheshwari et al. [19] showed the Naïve Bayes (NB) clas-
sifier and ANN in PCOS detection. However, utilizing this,
we can determine the inspiration and negativity of the PCOS
in earlier arrangements based on the measurement. Precision
is about 98.63%, accuracy and specificity are 100%, F- mea-
sure is 68.76%, and review is 55%. Hassan and Mirza [20]
suggested an unused method, such as XGBRF and CatBoost
model, for early identification of PCOS. HereML approaches
for example Support Vector Machine (SVM), Classification
and Regression Trees (CART), NB classification, Random
Forest (RF), and Logistic Regression (LR) to diagnose PCOS
based on the clinical information of patients. RF shows a
maximum of 96% accuracy. Satish et al. [21] reported the
PCOS detection process by using seven classification algo-
rithms, such as KNN, SVM, RF, Gaussian NB, and Neural
Network (NN) and five feature selection methods. Rapid
Miner and Python (Spyder as IDE) - Scikit Learn package
were used as the tool. The first one was the most accurate,
with 93.12% accuracy on the entire dataset.

A technique that can help in the early identification and
forecasting of PCOS therapy using an ideal and minimal
set of criteria is proposed by Thakre et al. [22]. They pro-
posed a technique that can help in the early identification
and forecasting of PCOS using an ideal and minimal set of
criteria. Five distinct ML classifiers, including RF, SVM, LR,
Gaussian NB, and K-Nearest-Neighbor (KNN), have been
used to determine whether a woman has PCOS. Using the
Chi-Square technique, the top 30 features from the dataset’s
41 features were determined. Among four others, the RF
classifier was judged to be the most trustworthy and accurate,
with an accuracy rate of 90.9%. Purnama et al. [23] recom-
mended PCOS detection by using ultrasound images based on
follicle detection. Here several classification methods, such
as SVM and KNN, have been applied. Among them, the
best accuracy gained from SVM - RBF kernel - approxi-
mately 82.55%. Dutta et al. [24] planned to employ Synthetic
Minority Oversampling Technique (SMOTE) and five ML
techniques, namely LR, RF, Decision Tree (DT), SVM, and
KNN, to automate PCOS detection. It can be noticed that
the proposed LR beat other algorithms in terms of critically
classifying datasets.

Prapty and Shitu [25] offered a method that includes a
few ML algorithms, such as SVM, KNN, RF, and NB clas-
sifiers. NB and RF gave similarly and the best accuracy.
Mehrotra et al. [26] suggested a modern approach to PCOS
screening. Two classifiers, namely Bayesian and LR clas-
sifiers, are used to image processing features extraction to
determine a cyst or not. For feature extraction watershed
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algorithm is used, and for measuring parameters, OpenCV is
used. The model can

give consistent results. Denny et al. [27] proposed a sys-
tem for the early discovery and forecast of PCOS from an
optimal and negligible but promising scientific and metabolic
parameter. Classification of PCOS with the feature set trans-
formed with Principal Component Analysis (PCA) is con-
ducted using various ML techniques such as the NB classifier
method, LR, KNN, CART, RF, and SVM. Bharati et al. [28]
showed that several classifiers such as gradient boosting,
LR, RF, and hybrid Random Forest and Logistic Regression
(RFLR) are applied to the dataset to detect PCOS. In the
beginning, a single attribute selection method is used to
identify the essential traits for predicting PCOS. Following
that, the dataset is split using holdout and cross-validation
procedures. At last, the dataset is tested with a variety of
classifiers. RFLR has the highest testing accuracy of 91.01%
and the highest recall rate of 90% when 40-fold cross-
validation is performed to the ten most essential character-
istics. Deshpande and Wakankar [29] proposed an automated
detection of PCOS by calculating the number of follicles in
an ovarian ultrasound picture and then consolidating clinical,
biochemical, and imaging parameters to classify patients in
two bunches, i.e., normal and PCOS-influenced. The model
consists of preprocessing, feature selection, segmentation,
and classification. For classification, the SVM approach
is applied. Alagarsamy et al. [30], proposed an approach to
detect PCOS that uses a heat map preprocessing step. After
preprocessing, the data is used for training and testing. The
authors used SVM, NB, KNN, and ensemble methods for
training and classification. Ensemble methods include SVM
and KNN. The Ensemble method outperformed with an
f1-score of 98.06452%.

Nsugbe [31] offered a method of detecting PCOS that uses
SMOTE to make the imbalanced dataset into a balanced one.
Ten different ML classification algorithms like DT, Linear
Decision Analysis (LDA), LR, KNN, Liner SVM (LSVM),
Quadratic SVM (QSVM), Cubic SVM (CSVM), Fine Gaus-
sian SVM (FGSVM), Medium Gaussian (MGSVM), Coarse
Gaussian SVM (CGSVM) have been used for analyzing
the performance. SVM gave the best result among all the
classifiers. Hari et al. [32] suggested a multi-disease detec-
tion model by using six ML models namely LR, RF, KNN,
SVM, NB, and voting classifier (Boosting). They detected
thyroid, PCOS, and liver disease by using this model. The
suggested model has four parts data acquisition, data clean-
ing, attribute subset selection, and feature scaling. Data is
acquired from the Kaggle dataset. After acquisition, data
is cleaned to fill in the missing values, smooth the noisy
data, etc. Then the dataset subset is selected. For dataset
subset selection Recursive Feature Elimination (REF) and
Analysis of Variance (ANOVA) are used. To standardize the
independent variables of a dataset feature scaling is used.
Khanna et al. [33] evaluated a method where 12 distinct
machine learning models—LR, DT, RF, SVM, NB, KNN,

AdaBoost, XGBoost, and Extratrees—were evaluated and
examined. To develop a model to test for PCOS, they used
an ensemble learning strategy. Three stacks were created.
The LR, SVM (with linear, polynomial, gaussian, and sig-
moidal kernels), NB, and KNN models were among the
seven classifiers that STACK-1 combined. STACK-2 stood
in for an ensemble of tree-based classifiers that included
DT, RF, AdaBoost, XGBoost, and Extratrees. STACK-3 was
constructed by stacking STACK-1 and STACK-2 multiple
levels high. With accuracy, precision, recall, and F1-score
of 98%, 97%, 98%, and 98%, the final multi-stack of ML
models performed best.

Vasavi et al. [34] developed a model that detects PCOS
using classification algorithms. They also developed an
app for PCOS victims and finally established a hardware
requirement. For detecting PCOS, they used DT, KNN, LR,
NB, SVM, and RF. Before using the algorithms, the data
was preprocessed, and the feature was selected. Aggarwal
and Pandey [35] aggregated obesity, diabetes, high blood
pressure, and heart disease for identifying PCOS using super-
vised, and unsupervised ML techniques. For supervised tech-
niques, they used RF, DT, Gradient Boosting (GB), KNN,
LR, SVM, and Hybrid RF and Logistic Regression (HRFLR).
For supervised techniques, they used the k-means clustering
algorithm.

Hdaib et al. [36], using MATLAB, created a high-
performing diagnostic model. They used seven classifiers to
implement several machine algorithms. Results showed that
the KNN classifier performed best in terms of sensitivity,
whereas the linear discriminant classifier performed best in
terms of accuracy. Additionally, a comparison with four other
research publications that used the same PCOS dataset and
used the same implementation platforms, evaluation meth-
ods, classifiers, and classes, as well as a comparison of each
classifier’s accuracy and precision, was made. Mehr and
Polat [37] used ensemble, traditional and applied classifiers to
diagnose PCOS using the Kaggle PCOS dataset. The dataset
with all features and reduced subsets of features was created
using the filter, embedding, and wrapper feature selection
methods. It was used to investigate several classifiers, includ-
ing Ensemble RF, Extra Tree, Adaptive Boosting (AdaBoost),
and Multilayer Perception (MLP). Kyrou et al. [38] showed
that women with PCOS regarding the potential risks from
COVID-19 and how this may affect their management is
also essential. It raises the likelihood of COVID-19-related
complications. Maintaining a high quality of care for com-
plicated patients, as with many other women with PCOS, and
providing relevant practical suggestions should be prioritized.

Extreme Boosting and RF were coupled by Bhat and
Gupta [39]. For early detection of PCOS, they proposed a new
technique incorporating the XGBRF and CatBoost models.
To fully support this successful categorize performance, data
were re-sampled using SMOTE to eliminate outliers and data
imbalance. To compare the findings, different classifiers such
as Gradient Boosting, RF, logistic regression, HRFLR, SVM,
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DT, and MLP were used as baseline techniques. CatBoost
and XGBRF outscored all other models, with accuracy scores
of 95% and 89% on the top ten parameters, respectively.
Inan et al. [40] planned a system to classify PCOS by using
Extreme Gradient Boosting (XGBoost). It is a DT-based
ensemble ML algorithm. At first, two feature selection algo-
rithms are used, namely the Chi-Square Test and the Analysis
of variance (ANOVA) test. Then SMOTE and Edited Nearest
Neighbors (ENN) are induced to sample data, and at last,
XGBoost is used to detect. Alshakrani et al. [41] suggested
a mechanism for detecting PCOS that uses HRFLR, com-
bined Extreme Boosting with RF, Linear SVM (LSVM),
Light Gradient Boosting Model (LGB), and CatBoost model.
Accuracy, precision, recall, f1-score, ROC curve plot, Area
Under the Curve Score, and K-fold Cross Validation (CV)
evaluation metrics were used to test each model. Finally,
results from discussions and comparisons show that CatBoost
performs better than competing models, with a 92% accuracy
rating.

Gupta et al. [42] presented discriminant investigation in
different measurements with Linear and Quadratic shapes
for binary classification along with measurements. Training
accuracy came to 97.37%, and testing exactness of 95.92%
using Quadratic Discriminant Analysis. More improvements
can be made in the analysis area. In order to identify PCOS
using patient symptom data, a modified ensemble machine
learning (ML) classification approach that uses five con-
ventional ML models as base learners and one bagging or
boosting ensemble ML model as the meta-learner of the
stacked model is proposed. Suha and Islam [43] suggested
an approach to choose various sets of features with different
numbers and combinations of attributes. Three basic types of
feature selection procedures are used. Table 1 summarizes
the existing works based on objectives, applied algorithms
for fulfilling the objectives, loopholes in that work, and the
remarks of the authors of this work. As a summary of all
works is described in this table, researchers will be able to get
all the information briefly. Moreover, the remarks will help
researchers to conduct their research effectively.

From the above discussion, some major points can be
found. The existing works did not provide a detailed concept
of traditional PCOS detection methods. They discussed par-
tially the techniques. The researchers did not give a proper
discussion about existing datasets other than their used ones.
They did not find how the datasets are performing in various
ML models. Moreover, they did not compare the perfor-
mances of other literatures with theirs. The challenges and
future direction for detecting PCOS using ML are not pre-
cisely elaborated.

III. EXISTING PCOS DETECTION TECHNIQUES
Various types of PCOS detection techniques, their parame-
ters, and their structures are described in this section. PCOS
detection has two major groups of parent detection tech-
niques. One is the traditional detection process, and the
other is ML-based detection techniques. In the traditional

detection techniques, the normal and PCOS hormonal range
are very important. In this section, a detailed description of
this hormonal range is given inside a table for easy under-
standing. The structures of ML algorithms are given for clear
understanding of the researchers. A figure is included that
clearly points out all the detection techniques of PCOS. Also,
a detailed figure is given regarding the traditional detection
process of PCOS, how doctors utilize traditional methods for
PCOS detection.

A. TRADITIONAL METHODS
1) HORMONAL TEST AND SYMPTOM AGGREGATION
For PCOS detection, some hormone levels are considered that
are:

i. Luteinizing Hormone (LH) and Follicle Stimulat-
ing Hormone (FSH): These two are important hor-
mones for the female body. LH concentrations rise to
around 25-40 mlU/ml before 24 hours of ovulation.
Often women experiencing PCOS have LH levels of
around 18mlU/ml and FSH levels of approximately six
mlU/ml. This was once thought to be an essential factor
in PCOS diagnosis.

ii. Testosterone: Overall, testosterone consists of the sum
of all testosterones in the human body, including free
testosterone. This ranges from 6.0 to 86 ng/dl. The
quantity of testosterone in your body that is unbound
and active is referred to as free testosterone, and the
quantity is normally between 0.7 and 3.6 pg/ml. Both
total and free testosterone levels are frequently elevated
in women with PCOS.

iii. DHEA-S: These levels in most PCOS women are
greater than 200 ug/dl.

iv. Prolactin: Women with PCOS have an increased rate of
prolactin, often between 25 and 40 ng/ml.

v. Estrogen: Many women having PCOS have normal
estrogen levels about 25-75 pg/ml).

vi. Thyroid Stimulating Hormone (TSH): The level of
TSH in PCOS women is normally (0.4-3.8 uIU/ml)
[44].

Table 2 describes the range of normal and PCOS affected
hormones. This table is useful for researchers to understand
traditional PCOS detection methods.

Along with the hormone levels, various symptoms are
considered for PCOS detection. Some symptoms of PCOS
detection are obesity, irregular menstrual, excessive hair fall,
an increase in male hormones, etc. Physicians check the hor-
mone level and consider the symptoms for detecting PCOS
manually. The hormonal test is the most expensive and is
a lengthy process to detect PCOS. A set of questionnaires
is used to detect the symptoms of PCOS, traditionally per-
formed. Questionnaires could be used to detect clinically
obvious PCOS within relatives of PCOS patients. Though
interviewing with a written questionnaire can find a high
majority of afflicted mothers, approximately 50% of sisters
with PCOS remain unreported [45].
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TABLE 1. The following table summarizes the objectives, used algorithms, loopholes, and significant remarks of existing PCOS detection works.
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TABLE 1. (Continued.) The following table summarizes the objectives, used algorithms, loopholes, and significant remarks of existing PCOS detection
works.
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TABLE 2. Normal range and the change of hormones in PCOS, along with
the detected method.

2) MANUAL ULTRASOUND IMAGE
Doctors manually detect PCOS based on the number of
cysts from the ultrasound image. The presence of more than
12 follicles measuring 29 mm in each ovary may indicate
PCOS [46]. Doctors manually count the cysts and detect
PCOS. It is time-consuming. Moreover, errors can occur, for
example, a mistake during counting, not considering any cyst
by mistake, considering any lump as a cyst, etc. Except for
the abdomen ultrasound, another ultrasound is available. It is
transvaginal ultrasound. In this process, a lubricated probe is
inserted inside the vagina of the female, and the doctor sees
the inside situation of the organs through a monitor. They
analyze the situation of the uterus and cervix and manually
count follicles on the ovaries. They also measure the volume
of ovaries to detect PCOS. But this process is not error-free.
Doctors can make mistakes while counting follicles in the
ovaries inmeasuring the volume of ovaries.Most importantly,
this is not a painless method, and many people do not prefer
this to social and cultural barriers.

B. MACHINE LEARNING (ML)
ML is a growing field increasing area of processing tech-
niques that targets to mimic human intelligence by learning
from their surroundings [47]. ML can be divided into two
basic parts classification and clustering.

1) CLASSIFICATION
A supervised data mining technique is classification. This
technique is used to classify a fresh observation based on its
structure into existing categories or classes. A classification
model is used to identify these categories, which lets us
estimate the group IDs or class labels of unseen data classes
with unknown labels [48]. The classification algorithms are
given below:

i. Support Vector Machine (SVM): It is a classifica-
tion and regression prediction algorithm that employs
ML theory to enhance predictive accuracy while auto-
matically avoiding over-fitting to the data. SVM is a

FIGURE 6. Visual representation of the working approach of SVM. Margin
separates the two different classes generated by SVM.

valuable data classification technique. SVM creates a
hyper line that separates data into different classes.
It can solve linear as well as non-linear problems. It is
also applicable for real life problems. SVM’s main
advantage is that training is reasonably simple. Unlike
neural networks, there is no local ideal. One weakness
is the requirement for a good kernel function [49].
Fig. 6 represents the activity of the SVM algorithm.
This figure shows how SVM algorithm classifies data
by putting a margin line. About 15 works used SVM
for PCOS classification. Sometimes this algorithm is
used for ensemble with other algorithms. SVM per-
formed very well compared to other literatures. From
Satish et al. [21], it can be seen that SMOTE based
SVM performed well in case of average precision,
recall and f1-score. Nsugbe [31] used higher varia-
tions of SVM like LSVM, QSVM, CSVM, FGSVM,
MGSVM, CGSVM.

ii. Naïve Bayes (NB): It is a supervised learning algorithm
based on Bayes theorem. This classifier substantially
improves learning by presuming that attributes are
irrespective of class. In this algorithm, each pair of
features being categorized is independent of each other.
In practice, NB usually beats more complicated classi-
fiers, even though independence is a weak condition in
general [50].
Despite having demerits, this classification algorithm
is used by approximately 9 research works to detect
PCOS. NB is used with NN and with other classifi-
cation algorithms. Prapty and Shitu [25] used it and
achieved 93% accuracy which was the second highest
accuracy after RF.

iii. K-Nearest Neighbors (KNN): This approach is a basic
but effective classification method. It is a supervised
learning method that uses proximity to classify data.
It works on the basis of finding distance between a fixed
point and other existing points.
The KNN classification method is a non-parametric
classification technique that is basic but beneficial in
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FIGURE 7. Representation of KNN. The red point is the origin. The blue
points are classified when k=3, and when k=6, both the green and blue
points are classified.

several circumstances. For a data record ‘‘t’’ to be
categorized, its ‘‘k’’ nearest neighbors must be found.
Neighbors are obtained, resulting in a neighborhood
of ‘‘t’’. The majority vote among the data records in
the neighborhood is typically used to determine t’s
classification with or without considering distance-
based weighting. However, to use KNN, an acceptable
value for k must be selected. In certain ways, the KNN
approach is influenced by k [51]. Fig 7 shows the work-
ing algorithm ofKNN. This gives a vivid understanding
of how different classification is comprised in KNN.
In this work, various literatures are identified that uses
KNN for PCOS identification. Satish et al. [21] used the
value of k=10 to optimize KNN. Denny et al. [27] also
usedKNNwith other classifiers whereKNNperformed
relativelywell. KNNwas utilized by almost 11 research
works.

iv. Decision Tree (DT): This is a straightforward yet
powerful categorization method. One of its significant
benefits is that they give understandable classification
criteria to humans. One downside of the DT is that
to decide where to separate a node, all quantitative
attributes must be sorted. This is time-consuming and
memory-intensive, especially when DTs are trained on
massive volumes of data [52]. Fig. 8 describes the
working mechanism of the DT. This figure shows how
decision node makes classification. Though DT has
some demerits, still many researchers use it for its pow-
erful capabilities. A total in 7 PCOS detection works
DT has been used. Aggarwal and Pandey [35] used DT
with other classification algorithms. Most of the recent
works optimized DT in their work.

v. Random Forest (RB): This technique was established
by L. Breiman in 2001, and it has been a massive
success as an overall classification and regression tool.
Themethod, which averages the predictions ofmultiple
randomized DT’s, has shown excellent performance in
circumstances when the number of variables is signif-
icantly more than the set of observations. It is flexible
to a range of ad hoc learning exercises and provides

FIGURE 8. Working principle of a decision tree. The process starts at the
root node. Decision nodes make leaf nodes and make various classes.

FIGURE 9. Visual presentation of random forest. Various decision trees
are generated, and through majority voting, the final output is found.

measurements of changing relevance, making it suit-
able for large-scale challenges [53]. Fig. 9 represents
the working module of RF. From this figure researchers
can visualize how RF works. Almost in 12 PCOS
detection works, RF is used a classification tool.
Bharati et al. [28] achieved a high accuracy of detec-
tion using RF. They also used RF in a hybrid model
with LR. This model performed the best result in their
work.

vi. Logistic regression (LR): It is a technique for estimat-
ing the likelihood of a binary outcome. The often-used
logistic regression models produce a binary with two
possible values, such as true/false, yes/no, and so
on [54]. LR has a high utilization rate in case of
PCOS detection. It is also used with RF to build hybrid
models. This hybrid model outperforms the other clas-
sification in case of PCOS detection.

2) CLUSTERING
Clustering is an ML approach that deals with data point
grouping. A set of data points can be clustered based on
some shared characteristics. This approach is beneficial for
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FIGURE 10. Visualization of the clusters generated by k-means algorithm.

FIGURE 11. The architecture of CNN algorithm having various layers.

detecting anomalies. It is a method of unsupervised data
mining [48].

i. K-means: This clustering method separates an unla-
beled dataset into clusters. K defines the set of
pre-clusters that must be formed during work; like,
if K=2, two clusters will be produced; if K=3, three
clusters will be produced, and so on [55]. It is the
only clustering algorithm that has been used for PCOS
detection. It has been only used for two times. S. Aggar-
wal and Pandey [35] used basic k-means algorithm
whereas, Thara [18] used adaptive k- means for PCOS
detection. Fig. 10 describes K-means. Readers can eas-
ily visualize the different clusters from this figure.

3) ARTIFICIAL NEURAL NETWORK (ANN)
ANN analyzes the human mind’s neural network from the
perspective of information processing, produces a simple
model, and assembles many networks based on various con-
nection A network is an information processing model that
consists of several interconnected nodes (or neurons).

Each node represents an activation function, which is a
specific output function. The weight of the signal traveling
along the connection is indicated by the link between every
two nodes and is equivalent to the memory of an ANN. The
output of the network is different depending on how it is
linked, the weight quantity, and the reward function [56].

i. Convolutional Neural Network (CNN): A basic deep
neural network is CNN. It is a linear mathemati-
cal procedure between two integers. CNN has many
layers, including the layers that are convolutional,
nonlinear, pooling, and fully connected layers that
are convolutional and totally coupled; pooling and

FIGURE 12. Vivid visualization of MLP architecture. The input layer is
connected with multiple hidden layers.

FIGURE 13. The working approach of traditional PCOS detection method.

non-linearity layers do not have parameters. Pooling
and non-linearity layers do not have parameters. CNN
performs exceptionally well inML because of its diver-
sity [57]. It is a very efficient algorithm in case of cyst
detection from ultrasound images. The CNN trained
models can easily predict whether an ovary is normal
or PCOS infected. In total 6 works have been discussed
in this work that uses CNN for detecting PCOS. These
models use different datasets and hidden structures.
Most of the models produce good results. Cahyono et
al. [11] used CNN architecture to detect PCOS. This
model achieved the perfect performance rate 0f 100%.
Fig 11 represents the architecture of CNN. The figure
clearly represents various layers and their working
principle of CNN.

ii. Multilayer Perception: It is a neural network that has
a nonlinear input-output alignment. Input and output
layers, and one or many hidden layers with many neu-
rons stacked on top of one another, make up an MLP.
Despite neurons in a perceptron, which must use a
threshold-enforcing activation function like ReLU or
sigmoid, neurons in an MLP can use any random acti-
vation function [58]. It a very least usedANN technique
for PCOS detection. Fig. 12 depicts the architecture
of MLP. This figure makes easy for researcherchers to
understand the architecture and various layers of MLP.
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TABLE 3. Dataset details, description, and performance analysis of the used datasets in the existing works.

86534 VOLUME 11, 2023



S. Ahmed et al.: Review on the Detection Techniques of Polycystic Ovary Syndrome Using ML

TABLE 3. (Continued.) Dataset details, description, and performance analysis of the used datasets in the existing works.
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TABLE 3. (Continued.) Dataset details, description, and performance analysis of the used datasets in the existing works.

Mehr and Polat [37] and Bhat and Gupta [39] have
implemented MLP for PCOS detection.

Fig. 13 shows the architecture of traditional PCOS detection
approaches. From this figure researchers will easily under-
stand the method of traditional detection. They will be able
to compare this process with the other processes. The process
starts with taking symptoms from patients. Their subsequent
methods are briefly described. It can be seen at first the
symptoms are analyzed. Then, hormone tests or ultrasound
tests are accomplished based on the symptoms. Based on the
result, PCOS is detected. Fig. 14 provides the hierarchical
representation of PCOS detection techniques based on tradi-
tional andMLmethods. The following figure gives an overall
overview of all PCOS detection methods. It has summarized

the whole PCOS detection process and makes it easier for
researchers to do further research.

IV. DATASET
This section gives a detailed overview of the datasets uti-
lized in PCOS detection techniques discussed in section II.
It focuses on the dataset’s properties, components, and vol-
umes. One of the major aspects of running detection algo-
rithms is the dataset that is used for training and testing.

Although PCOS is a crucial disease for women worldwide,
the dataset available for PCOS is minimal. For analyzing
the datasets, a table is included in this section. This table
summarizes the datasets and compares them on the basis
of performance. Table 3 summarizes the dataset used in
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TABLE 4. Performance analysis of existing literature based on various performance matrices.

various works published. It describes the dataset along with
the source of the dataset. It will help researchers to choose the
best dataset for future research work.

V. PERFORMANCE ANALYSIS
In this section, major performance parameters and the perfor-
mance of various works are discussed comparatively.

Different authors choose different performance indica-
tors to assess performance. The frequently used parameters

areaccuracy, recall, precision, f1-score, specificity, AUC, and
process time. This section includes tables and figures to
analyze the performance of various works. From the tables
researchers will be able to compare quantitative performance
as well as qualitative performance at a glance. From the
figure they will be able to compare the classification algo-
rithms that use the same parameters. Fig. 15 analyses the
accuracy, recall, precision, specificity, and f1-score in various
literatures using the same classification algorithms. This will
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TABLE 5. Qualitative performance evaluation of our studied articles using the Delphi technique.

help the further researchers to compare which model works
better on that specific classification algorithm andwhich does
not. Table 4 describes the accuracy, precision, recall speci-
ficity, and f1-score of various algorithms in various papers.
Researchers will be able to compare the existing works on
the basis of performance parameters. It will help in the future
research works. Not only quantitative but also qualitative
analysis is important. Quantitative analysis gives a numerical
value, but qualitative analysis finds the effectiveness that
cannot be described in numerical values. Qualitative analysis
helps researchers to understand the depth of the research.
Table 5 describes the qualitative performance analysis of the
existing literature based on Delphi technique. The analysis is
based on three round questions. The first question is about
the detection type. It means whether the ovary is affected by
PCOS or not. The second question is, if the model has any
preprocessing step, and the last one is if the model has any
language dependency. Based on these questions and the found
analysis, the comment is made.

VI. CHALLENGES AND FUTURE DIRECTIONS
This section discusses some of the primary obstacles and
difficulties associated with PCOS detection in previous stud-
ies to give a roadmap for researchers to examine where the
emphasis should be put. Also, future directions are also

discussed. With a figure the related difficulties for this work
and their probable solutions are discussed. Fig. 16 demon-
strates the challenges and their possible solutions. The clear
representation of this figure will help the researchers in find-
ing research gaps and conducting future works.

A. INFERIORITY OF STANDARD DATASET
Although a few effective data sets are available, there are
some limitations. For example, the dataset available for
PCOS detection is exceedingly small, and the datasets are not
diverse. Most of the datasets are custom made. The custom
datasets are very small. On the other hand, the number of
datasets available on Kaggle are very few.

ML works best when the trained and tested dataset is huge,
as the model can learn and extract the features well. A large
dataset that is broad in perspective and neutral to a particular
geography is required. Moreover, a dataset should include
women of various ages so that variety is included. If the
dataset is not significant and standard, the tested result will
not be accurate.

B. IMBALANCED DATASET
A balanced dataset has even types of observations for all
classes. The existing datasets are effective, but they are not
balanced. One class has a high number of observations, and
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FIGURE 14. A hierarchical representation of PCOS detection techniques of existing pieces of literature is discussed in section II.

the other class has a low number of observations. Due to this
characteristic, the result is much affected. For this reason,
no absolute effect is found. Various preprocessing techniques
like PCA and SMOTE can be used to make the dataset
balanced.

C. NOISE IN ULTRASOUND IMAGE
To run CNN model, the images must be clear enough, but
ultrasound images are prone to speckle noise, salt and pepper
noise, and many other noises. These noises must be removed
to get the perfect result. As noise is not removed, then the
accuracy rate for some CNN models are low.As a result,
identification of cysts is not perfect. But in the maximum
existing literature, the noise from images is not removed.
Therefore, for noise reduction dilation, grayscale, etc., these
types of methods need to be used.

D. DETECTION RATE
If researchers want to make PCOS detection automatic and
include ML-based techniques in the medical sector, then
the detection rate must be 100% so that people can trust
machine-based detection instead of manual detection. But

in the previous works, detection rate is not perfect. Most of
the detection rate is below 98%. This 2% accuracy must be
increased by training the model more and more.

E. NOT INCLUDING OBJECT DETECTION
Object detection algorithms have brought a revolutionary
change in the field of computer vision. This algorithm has
the capability to object localization and object classification
at the same time. As a result, object detection algorithms are
faster than traditional approaches.

Therefore, using object detection algorithms in detect-
ing PCOS will be very beneficial. The existing literature
basically focuses on classifier-based algorithms. But in this
sector, YOLO, Fast RCNN, or this type of object detection
algorithms can be used for detecting cysts from ultrasound
images.

F. LESS USE OF CLUSTERING APPROACHES
For detecting PCOS, only one clustering approach is used,
which is the k-means algorithm. There are so many clus-
tering algorithms like DBSCAN, Gaussian mixture model,
BIRCH, OPTICS, etc., available. But these algorithms are not
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FIGURE 15. Comparison of various performance parameters (a) accuracy, (b) recall, (c) specificity, (d) f1-score, and (e) precision of existing kinds of
literature for different classification algorithms.
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FIGURE 16. Challenges faced in previous literature and their possible solution.

used. These algorithms must be used to find how clustering
basedmodels work in detecting PCOS. Therefore, using other
clustering approaches rather than K-means can bring more
success.

VII. CONCLUSION
This research provided a descriptive and conceptual assess-
ment of all known PCOS detection techniques, focusing on
ML. The method of existing algorithms was provided, as well
as their aspects, effectiveness, analysis methodology, and
outputs. Additionally, the datasets used in such algorithms
were shortly described. The flaws of existing algorithms were
discussed, as well as potential problems. Though a signifi-
cant amount of research has been conducted to establish an
efficient PCOS detection model, some problems remained
unsolved. This paper detected the shortcomings, namely the
small number of datasets, imbalance dataset, detection rate,
not including more clustering approaches and so on. In future
work, we wish to work on a larger dataset having balanced
data. Also, much CNN-based optimization needs to be con-
ducted. We would like to use other clustering approaches like
DBSCAN, OPTICS rather than K-means. This article will
open a newwindow for the research community to understand
the existingML-based PCOS detection algorithms. By under-
standing and analyzing the lackings and future scopes in this
field, researchers will be able to develop new approaches to
solve this problem.

In future work, we would like to study the new PCOS
detection algorithms and apply these algorithms to a standard
dataset to analyze the performance. We would like to use
other clustering algorithms and understand the success rate.

This approach will make it easier to understand the major
differences between the new and the old algorithms of ML
for PCOS detection.
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