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ABSTRACT Recent developments in engineering and computer sciences have heightened the need for digital
image enhancement. Most of the previously reported works, however, focused on image enhancement using
classical methods like mathematical transformations and spatial and frequency-domain methods. Hence,
recently, there has been an increasing interest in using nature-inspired optimization techniques for image
processing purposes. The water cycle algorithm (WCA) is one of the nature-inspired algorithms (NIAs) that
have gotten much attention in optimizing real-world engineering problems due to its appealing performance.
However, to the best of the author’s knowledge, little research has been undertaken on the WCA’s image-
enhancing capacity. Thus, this work is intended to offer a modified histogram equalization (HE) approach
using WCA to enhance the contrast of an image and maintain its brightness. Besides, the proposed
WCA-based image enhancement technique was compared to linear contrast stretching (LCS), HE and
its modified versions, particle swarm optimization (PSO), and accelerated particle swarm optimization
(APSO). In addition to the objective function fitness, 11 full reference (FR) image quality assessment
(IQA) metrics were employed to evaluate image quality and compare performance. Experimental results
showed that the suggested image enhancement technique exhibited better performance than others in
enhancing dark grayscale images in terms of objective function fitness and perceptual visual IQA metrics
like multi-scale structural similarity (MS-SSIM), information-weighted structural similarity (IW-SSIM),
information-weighted mean squared error (IW-MSE), and information-weighted peak signal-to-noise ratio
(IW-PSNR). The proposed method also demonstrated a faster convergence time to an optimum solution.

INDEX TERMS Grayscale image, histogram equalization, image edge detection, image enhancement, image
quality assessment metrics, nature-inspired algorithms, water cycle algorithm.

I. INTRODUCTION
Image enhancement is one of the critical image-processing
operations that have received considerable attention due to
its usefulness in many applications [1], [2]. It is applied
when a high-quality image needs to be extracted from a
low-quality image input and is ready for further analysis [3],
[4], [5]. It improves an image’s qualities in terms of contrast,
brightness characteristics, reduction of noise contents [6],
etc. This can be accomplished by enlarging the intensity
difference between the image part that needs to be enhanced
and the background of an image. The enhancement process
itself does not increase the inherent information contained
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in the data. It simply emphasizes certain specified image
characteristics [7].

These days, the need to have enhanced images are highly
required in several disciplines, such as autonomous driv-
ing [8], [9], [10], computer vision, pattern recognition [11],
face recognition [6], [12], [13], [14], [15], [16], remote sens-
ing [17], [18], medical image analysis [19], [20], [21], [22],
[23], [24], [25], animal and plant disease detection [26],
[27], [28], geographical information systems (GIS), smart
transportation [29], [30], and autonomous navigation [8].
Furthermore, recent developments in engineering and com-
puter sciences have heightened the need for digital image
processing.

Researchers have been implementing different mathemat-
ical algorithms and techniques to get visually appealing and
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enhanced images [5], [31]. Although there have been dozens
of techniques proposed in the field of image enhancement,
many of them depend on histogram equalization (HE) [31].
Most of the research works concerning image enhancement
have used classical methods like mathematical transforma-
tions, spatial domain and frequency domain methods, HE,
and HE-based techniques [2], [21], [32]. In recent years, there
has been a rising interest in using optimization algorithms
for image processing purposes including image enhance-
ment [3], [33], [34], [35], [36]. Among these algorithms,
many researchers use fuzzy logic, neural networks [8], and
nature-inspired algorithms (NIA) [3] like particle swarm
optimization (PSO), accelerated particle swarm optimization
(APSO), and water cycle algorithms (WCA) [32].
Bi-Histogram Fuzzy Contrast Stretching (BHFCS), a tech-

nique developed by Dhal and Das [38], has been used to
improve the contrast of both grayscale and color images. The
parameters of this method were optimized using a modified
Chaotic Differential Evolution (CDE) with the help of Fractal
Dimension (FD). Based on the intuition that image structure
information is extracted from local variance distribution, the
image quality index based on Local Variance (QILV) was
utilized as the objective function. The augmented image’s
structural information is maintained when QILV rises. There-
fore, the combination of FD and QILV is used as an objective
function to carry out the proper enhancement. Using log
transformation, Samanta et al. [39] created a technique to
improve aerial photography taken by small unmanned aerial
vehicles (MUAVs). Contrast and edge information make up
the objective function used to assess the suggested method’s
image enhancement. The metaheuristic technique known as
the Firefly algorithm is used to optimize the parameter that is
used in the objective function. Another log transform-based
technique used for improving medical images was suggested
byAshour et al. [40]. The Cuckoo Search (CS) algorithmwas
used in [40] to find the ideal log transformation function
parameter settings.

Though WCA has been employed to optimize different
constrained engineering problems, it has not been extensively
utilized in image enhancement applications. To the best of
the author’s knowledge, there has not been much investiga-
tion conducted on the image-enhancing ability of the WCA.
Of course, there are a handful of research projects that exploit
the WCA for image-processing applications. This is one of
the motivations for carrying out this investigation. In [41],
WCA coupled with Masi Entropy (ME-WCA) is used to
conduct color image segmentation. Kaushal et al. [32] use a
novel HEmethod inspired by the principles of theWCA. This
proposed method first smooths the Y channel of YCbCr color
space and divides the input frame into two components using
Otsu’s 2D thresholding. A set of weighing constraints has
been formulated and applied to both components individually
in a controlled manner. The WCA has been employed to
exploit an optimal value of weighing factors for the enforce-
ment of constraints on individual components. A 3D objective

function has been designed to suitably perform an equaliza-
tion and control enhancement process.

In this research work, WCA, a nature-inspired optimiza-
tion algorithm, is employed along with HE to enhance
grayscale images. Additionally, the performance of WCA
has been compared to HE and its modified techniques,
such as linear contrast stretching (LCS), contrast-limited
adaptive histogram equalization (CLAHE), local contrast
modification-contrast-limited adaptive histogram equaliza-
tion (LCM-CLAHE), and NIAs like PSO, APSO.

The remainder of this paper is structured as follows.
Section II first introduces the different image enhancement
methods. A detailed discussion of the WCA follows. In this
section, the proposedWCA algorithm, proposedmethod flow
chart, and image quality assessment (IQA) metrics are exten-
sively discussed. Section III presents the result and discussion
parts of the paper. In this section, a comparative analysis of
WCA-based image enhancement is made with the aforemen-
tioned techniques. Finally, Section IV concludes the research
work.

The main contributions of this research work are summa-
rized below:

• Investigate the capabilities of the WCA in image
enhancement operation.

• Comparative study of this proposed algorithm (WCA)
with HE and its variant image enhancement operations,
PSO, and APSO.

II. METHODOLOGY
In the vast majority of image enhancement research, it is
revealed that the cause of a low-quality image is low illumi-
nation at the moment of image capture [3]. Another critical
cause of image quality degradation occurs when an image
is converted or exported from one format to another [7].
To circumvent this problem, several researchers employ con-
trast enhancement as an image enhancement technique [3].
A discussion of the different traditional and optimization
algorithm-based image enhancement techniques is presented
in the following subsections.

A. IMAGE ENHANCEMENT TECHNIQUES
Several image enhancement techniques are available that
reduce image noise, highlight edges, or show digital-
ized images [1]. Image enhancement algorithms are gen-
erally interactive and application-dependent [42]. The idea
behind enhancement techniques is to bring out obscure
details or highlight certain features of interest in an image.
The most challenging task in image enhancement is mea-
suring the criteria for enhancement. Therefore, the vast
majority of image enhancement operations are empirical
and required an interactive procedure to obtain a satis-
factory result [37]. However, image enhancement remains
a key area due to its usefulness in all image-processing
applications.
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1) HE AND ITS MODIFIED VERSIONS
Due to its simplicity of implementation and ease of use,
HE is the most regarded and widely employed spatial gray
level contrast enhancement technique [5], [7], [32], [43], [44].
It can be done by normalizing the cumulative density function
(CDF) of the image, thus resulting in a uniform distribution
of intensity in the image [21]. HE smooths and enlarges the
dynamic range of the image histogram thereby improving the
contrast of the image and giving an overall contrast enhance-
ment. As a result, obscured details in dark areas can be made
to reveal themselves, and the input image can be considerably
enhanced visually [33]. On the other hand, uniform areas like
smooth backgrounds lead to large peaks in the histogram,
resulting in over-enhancement in the image [44]. Further-
more, HE gives priority to global enhancement over local
contrast and thus ignores the local details of the image. Addi-
tional drawbacks of HE include brightness migration and
artifacts [2]. HE automatically determines a transformation
function that strives to equalize the histogram distribution in
the output image.When an automatic enhancement is desired,
this is a good method because of its predictability and ease of
implementation [45], [46].

A broad discussion of the different HE-based image
enhancement techniques has been found in [1], [33],
and [47]. Of the available nonlinear HE transformations,
CLAHE is a widely applied image enhancement technique
that is best suited for dealing with 2D images. CLAHE
and a modification of it have been utilized for several
image enhancement applications like medical image anal-
ysis [24], underwater image enhancement [48], [49], and
so on.

Contrast stretching is an image enhancement operation that
makes an image look better to human perception. Its major
goal is to modify the local contrast in different sections of the
image so that features in dark or bright regions are brought
out and displayed to human viewers [50].
CLAHE was first introduced by Ali M. Reza [33]. This

algorithm successfully alleviates the block effect that arises
in the enhancement process and limits local contrast enhance-
ment by setting a threshold. This algorithm overcomes the
over-enhancement problem of HE by minimizing noise-like
artifacts in homogeneous regions. In CLAHE, the image is
partitioned into equally-sized rectangular blocks while HE
is performed in each block [51]. Based on CLAHE, many
studies have been done on image contrast enhancement [24],
[46], [52], [53].

LCM-CLAHE was proposed by S. Mohan and M. Rav-
ishankar to detect breast cancer. The main reason the
LCM-CLAHE came into existence was the need to over-
come the over-enhancement of CLAHE, which resulted in
the loss of some local information. To improve the capability
of local contrast enhancement and preserve the local details
in the images LCM-CLAHE utilizes two stages of image
processing operations. The primary operation is local con-
trast enhancement and then CLAHE is applied to the local
contrast-modified (LCM) image [51].

B. NIA-BASED IMAGE ENHANCEMENT
These days, due to their optimization efficiency, NIAs
are applied to optimize image processing operations [54],
[55] including image enhancement [56], [57]. Among these
NIEs, cuckoo search is employed for gray level [58], [59]
and low contrast image enhancement [60]. In [61] bat
algorithm, chaotic lévy [59], and PSO combined with chaotic
sequence [62] are utilized to enhance an image. Since it
has offered better solutions than several optimizers [63], the
WCA image enhancement efficiency was examined in this
study. In addition, image enhancement utilizing PSO, APSO
was performed in this study for comparison purposes.

1) PARTICLE SWARM OPTIMIZATION (PSO)
This meta-heuristic technique was developed nearly three
decades ago, in 1995. It was the result of inspiration from
the choreography of a bird flock and was developed by
Kennedy and Eberhart [45]. The method can be thought of
as a distributed behavioral algorithm that conducts a mul-
tidimensional search. Though PSO is recommended as a
very efficient optimization algorithm inwidespread literature,
it may sometimes suffer from premature convergence for
highly multimodal problems [64].

2) ACCELERATED PARTICLE SWARM OPTIMIZATION (APSO)
The particle swarm optimization uses the current global best,
gbest t and the individual best, pbest ti . The objective for
utilizing the individual best is to improve the diversity of
quality answers; however, this diversity can be approximated
by introducing some randomness into the equation. Conse-
quently, unless there are severe non-linearity and multimodal
characteristics in the problem to be solved, there is no need
to utilize the individual best. A simplified version that could
increase the convergence of the algorithm is to use the global
best only [65]. APSO was developed by Yang in 2008 [64],
[66] and then advanced further in recent studies.

3) WATER CYCLE ALGORITHM (WCA)
The WCA was developed by Hadi Eskandar, Ali Sadollah,
Ardeshir Bahreininejad, and Mohd Hamdi almost a decade
ago. It is the result of natural inspiration that mimics the flow
of rivers and streams toward the sea and is derived from the
observation of the water cycle process [63], [67].

C. WCA
1) BASIC CONCEPTS
WCA is inspired by nature, which imitates the flow of
streams, and rivers down to the sea and is derived from the
observation of the hydrological cycle process [64], [68].

Streams and rivers always move toward the most stable
locations downhill, ending up in seas and oceans. This implies
that most rivers are formed at the top of mountains and
plateaus, where water is collected from rain, snow, and glacier
melt. Fig.1 depicts the water cycle (hydrological cycle).
In this cycle, water evaporates from water bodies, and plants
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FIGURE 1. Simplified diagram of the hydrologic cycle (water cycle).

release water during photosynthesis through a process called
transpiration. The evaporated and transpired water goes to the
upper atmosphere, where it forms a cloud. When the atmo-
sphere becomes colder, the cloud condenses and is poured
back into the earth as rain and precipitation.

In addition to flowing to the surface, streams, rivers, snow
melts, and rainfall penetrates the earth’s surface and flow sim-
ilarly, downhill, beneath the earth’s surface. The aquifer that
is found under the earth’s surface is sometimes called ground-
water. The groundwater may join the stream, river, or lake
that is found downhill (see the percolation part of Fig. 1).
Besides, a considerable amount of groundwater is sucked up
by greenery. This groundwater, in turn, evaporates from the
lake and river and transpires from the greenery that sucked it
in. This contributes to more clouds and, hence, more rain and
precipitation.

2) THE PROPOSED WCA
Like other meta-heuristic algorithms, the proposed method
begins with an initial population called raindrops. It is
assumed that there will be rain or precipitation at the very
beginning. Among the raindrops of this rain, the best individ-
ual ( the best raindrop) is chosen as a sea. Then, several good
raindrops are selected a river, and the rest of the raindrops
are considered as streams that flow to the rivers and sea.
Based on the amount of flow, each river takes water from the
streams, and the amount of water entering rivers and/or the
sea is different from stream to stream. Finally, rivers flow to
the sea, which is the greatest downhill scene [63].

a: CREATE THE INITIAL POPULATION
It is customary practice to form an array of values for problem
variables so as to solve an optimization problem employing
population-basedmeta-heuristic methods. InWCA, a particle
position is called a ‘‘Raindrop’’ for a single solution. When
the optimization problem in question is multidimensional,
then the raindrop is an array of 1 × Nvar . This array is given
in (1)

Raindrop = [x1, x2, x3, . . . , xN−1, xN ] (1)

The optimization algorithms will embark on once a candidate
representing a matrix of raindrops of size Npop × Nvar is
generated (i.e., a population of raindrops), where Nvar is its
dimension. Thus, this matrix, which is randomly generated,
is given as (rows and columns are the number of population
and the number of design variables, respectively).

Population of rain drops

=



Raindrop1
Raindrop2
Raindrop3

.

.

.

RaindropNpop−1
RaindropNpop



=



x11 x12 . . . x1Nvar−1
x1Nvar

x21 x22 . . . x2Nvar−1
x2Nvar

x31 x32 . . . x3Nvar−1
x3Nvar

. . . . . . .

. . . . . . .

. . . . . . .

xNpop−1
1 xNpop−1

2 . . . x
Npop−1
Nvar−1

xNpop−1
Nvar

x
Npop
1 x

Npop
2 . . . x

Npop
Nvar−1

x
Npop
Nvar


(2)

Each of the decision variable values (x1, x2, x3, . . . , xNvar )
can be represented as floating-point numbers (real values)
or as a predefined set for continuous and discrete problems,
respectively. The cost of a raindrop is obtained by the evalu-
ation of the fitness function F(IE ) given as:

F(IE )i = Fitnessi = (x i1, x
i
2, . . . , xNvar−1 . . . , xNvar )

i = 1, 2, 3, . . . ,Npop (3)

where Npop and Nvar are the number of raindrops (initial
population) and the number of design variables, respectively.
In the first step,Npop raindrops or streams are created. Several
Nsr from the best individuals (minimum values) are selected
as sea and rivers. The raindrop, which has the minimum
value among others, is considered a sea. In fact, Nsr is the
summation of the Number of Rivers (a user parameter) and a
single sea as given in (4). The rest of the population (raindrops
form the streams that flow to the rivers or may directly flow
to the sea) is calculated using (5).

Nsr = Number of Rivers + 1,where ’1’ stands for sea

(4)

NRaindrops = Npop − Nsr (5)

Equation (6) gives the flow intensity based on which rain-
drops are elected/assigned to rivers and sea.

NSn = round

[∣∣∣∣∣ Fitnessn∑Nsr
i=1 Fitnessi

∣∣∣∣∣ × NRaindrops

]
(6)
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FIGURE 2. Schematic diagram of how streams flow to the rivers and also
rivers flow to the sea.

FIGURE 3. Schematic diagram of a stream flowing into river.

where NSn is the number of streams that flow to the specific
rivers or sea.

b: HOW DOES THE STREAM FLOW TO THE RIVERS OR SEA?
In this section, a mathematical description explaining how
streams flow directly to the sea or to the river is presented.
Fig. 3 depicts the graphical representation of the stream’s
flow towards a specific river. In this figure, a stream flows
to the river along the linking path between them using a
randomly chosen distance given as follows:

X ∈ (0,C × d), C > 1 (7)

Fig. 2 is a schematic diagram of how streams flow to the
rivers and rivers flow to the sea. It resembles a tree or the roots
of a tree.

where C is a value between 1 and 2 (near 2). C = 2 can
be selected. The instantaneous distance between stream and
river is denoted as d . In (7), X is the value that is a randomly
distributed number (uniformly or maybe any appropriate dis-
tribution) between 0 and the value returned by C × d . If the
value of C > 1, it implies that streams flow in different
directions toward the rivers.

This concept may also be used in describing rivers to the
sea. Therefore, the new position for streams and rivers may

FIGURE 4. Exchanging the positions of the stream and the river where
star represents river and black circle shows the best stream among other
streams.

be given as

X (i+1)
Stream = X iStream + rand × C × (X iRiver − X iStream) (8)

X (i+1)
Stream = X iStream + rand × C × (X iSea − X iStream) (9)

X (i+1)
River = X iRiver + rand × C × (X iSea − X iRiver ) (10)

where i is an iteration index and rand is a random number in
(0, 1) that is uniformly distributed. Equations (8) and (9) are
means of updating the new positions of streams which flow
to rivers and the sea, respectively. Likewise, Equation (10) is
the updated equation for the rivers that flow to the sea. If the
solution given by a stream is better than that of its connecting
river, there will be a swapping of positions between river and
stream (i.e., stream replacing the position of river and river
replacing the position of stream). Similarly, the swapping of
positions can take place among rivers and seas. Fig.4 depicts
the exchange of a stream, which is the best solution among
other streams and the river.

c: EVAPORATION CONDITION
In this algorithm, evaporation is among the major features
that can prevent early convergence. In the proposed method,
the evaporation process causes the seawater to evaporate
as rivers/streams flow to the sea. This assumption is pro-
posed to avoid getting stuck in local optima. The following
pseudo-code shows how to determine whether or not a river
flows to the sea.

if |X iSea − X iRiver | < dmax i = 1, 2, 3, . . . ,Nsr − 1

Evaporation and raining process

end (11)

where dmax is a small number (close to zero). As a result,
if the distance between a river and the sea is smaller than
dmax , it implied that the river has reached/joined the sea.
In this situation, the evaporation process is employed, and as
witnessed in the real world, always adequate evaporation is
the precondition for the rain (precipitation) to start. A large
value for dmax minimizes the search, whereas a small value
improves the search intensity close to the sea. Therefore,
dmax is the parameter that controls the search intensity near
the sea (the optimum solution). An adaptive minimization of
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dmax value is achieved by employing (12) [70]:

d i+1
max = d imax −

d imax
Max. Iteration

(12)

where i = 1, 2, . . . ,Max. Iteration

RAINING PROCESS
Once the evaporation process has sufficiently occurred, the
next process to be utilized is the raining process. In this
process, streams are formed at different sites due to the newly
arriving raindrops. Equation (13) specifies the new locations
of the newly formed streams;

XnewStream = LB + rand × (UB − LB) (13)

where LB and UB are the lower and upper bounds defined by
the given problem, respectively. Again, the best newly formed
raindrop is considered a river flowing to the sea. The remain-
ing new raindrops are assumed to form new streams that flow
to the rivers or may directly flow to the sea. To advance
the convergence rate and computational performance of the
algorithm for constrained problems, (14) is employed solely
for the streams that move straight to the sea. Equation (14)
main objective is to boost the formation of streams that flow
right to the optimal position (sea) to advance the exploration
close to the sea, which is the ideal solution in the feasible area
for constrained problems.

XnewStream = Xsea +
√

µ × randn(1,Nvar ) (14)

where µ is a coefficient that shows the range of the searching
region near the sea. The variable randn is the normally dis-
tributed random number. The larger value for µ increases the
possibility of exiting the feasible region. On the contrary, the
smaller value for µ leads the algorithm to search in a smaller
region near the sea. A suitable value for µ is set to 0.1.
From a mathematical perspective, the square root of µ

in (14) represents the standard deviation, and accordingly,
µ defines the concept of variance. Based on these thoughts,
the newly created entities with variance µ are distributed
around the best-obtained optimum point (sea).

d: CONVERGENCE CRITERIA
In this proposed technique, the stopping conditions are the
maximum number of iterations, a small non-negative value
ϵ, which is set as a permitted tolerance between the very
last two iteration results, or the period of time since the
algorithm began running. Even if the convergence require-
ment is achieved before the maximum iteration, the WCA
continues until the maximum number of iterations is reached.

To summarize, rivers (several best-chosen points excluding
the sea, which is the best one) serve as ‘‘guidance points’’
in the WCA, minimizing or preventing searching in inappro-
priate areas in close proximity to optimal solutions (see (8)),
as well as directing other members of the population towards
better positions. Moreover, rivers are not stagnant in the
system and are constantly flowing toward the best solution
(the sea). This process (moving streams to rivers, then rivers

to the sea) results in an indirect motion in the direction of the
ideal solution. In PSO, however, only individuals (particles)
are able to determine the best approach to searching and
the best solution based on their own unique experiences.
Evaporation and raining conditions, which make up WCA’s
two essential conditions, serve as a safeguards against the
algorithm’s premature convergence. However, it appears that
PSO lacks such standards or mechanisms.

Algorithm 1WCA

Set parameters of WCA: Npop, Nsr and Maximum_
Iteration.
Determine the number of streams that flow to the rivers and
sea using (4) and (5)
Randomly create an initial population of streams.
Define the intensity of the flow using (6)
While (t < Maximum_Iteration) or (any stopping condi-
tion)
for i = 1 : population size (Npop)
stream flows to its corresponding rivers and sea using (8)
and (9) calculate the objective function of the generated
stream

if F_New_Stream < F_river
River=New_stream;
if F_New_Stream < F_Sea

Sea=New_Stream;
end if

end if
River flows to the sea using (10)
Calculate the objective function of the generated river

if F_New_River < F_Sea
Sea = New_River;

end if
end for
for i = 1 : number of rivers (Nsr )

if (norm(Sea− River) < dmax) or (rand < 0.1))
New streams are created using (11)

end if
end for
Reduce the dmax using (12)

end while

D. FUNCTIONS USED
To carry out an enhancement operation, a transformation
function and a fitness function are utilized. The transforma-
tion function is employed to produce a new intensity value for
the original image and generate an enhanced image. To eval-
uate the quality of the enhanced image, a fitness function is
used.

1) TRANSFORMATION FUNCTION
Here I have applied the local enhancement method to a
pixel, considering the intensity distribution among its neigh-
boring pixels. Extraction of local information is done from
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a user-defined window of size n × n. The transformation
function is given by (15)

g(i, j) = Z (i, j)[f (i, j) − c× m(i, j)] + m(i, j)a (15)

In (15) a and c are two parameters, m(i, j) is the local mean
of the (i, j)th pixel of the input image over an n × n window
and Z (i, j) is enhancement function which takes both local
and global information into account. An expression for local
mean and enhancement function is defined as

m(i, j) =
1

n× n

n∑
x=1

n∑
y=1

f (x, y) (16)

Z (i, j) = k
(

G
σ (i, j) + b

)
(17)

where k and b are two parameters, G is the global mean, and
σ (i, j) is the local standard deviation of (i, j)th pixel of the
input image over an n× n window, which are defined as:

G =
1

N ×M

M∑
x=1

N∑
y=1

f (x, y) (18)

where N and M are the numbers of pixels in the horizontal
and vertical portions of an image, respectively.

σ (i, j) =

 1
n× n

n∑
x=1

n∑
y=1

(f (x, y) − m(i, j))2

1/2

(19)

Thus, the transformation function is

g(i, j) =

(
k.G

σ (i, j) + b

)
[f (i, j) − c× m(i, j)] + m(i, j)a

(20)

Using (20), I stretched the contrast of the image, considering
the local mean as the middle of the stretch. Parameters a, b,
c, and k are introduced in the transformation function to get
large variations in the processed image.

2) FITNESS CRITERION
One of the requirements of image enhancement is to choose
a criterion that is related to a fitness function. This proposed
method requires that the enhanced image must have a rela-
tively high intensity of the edges. Consequently, the fitness
criterion is proportional to the number and intensities of the
pixels at the edges, might give an oversized credit to an image
that does not have a natural contrast. In fact, we need a fitness
criterion to evaluate the quality of the processed image with
a uniform intensity distribution. The fitness function shown
in (21), is used as an enhancement criterion:

F(IEnhanced ) = log(log(E(ISobel)))
n_edge_ISobel

M × N
× (H (IEnhanced )) (21)

where IEnhanced is the enhanced image of the original image
produced by the transformation function defined in (20),
(E(ISobel)) is the sum ofM ×N pixel intensities of the Sobel

FIGURE 5. Extracting image information.

edge image ISobel , and n_edge_ISobel is the number of edge
pixels as detected with the Sobel edge detector. Thresholding
offers a suitable way to execute segmentation of images based
on differences in intensities or colors in the background and
foreground of an image. In this study, the Sobel detector
employs an automatic thresholding detector that performs the
separation of edge pixels from non-edge pixels based on their
intensity variation. Lastly, H (IEnhanced ) measures the entropy
of the image.

E. EDGE DETECTION
Edges in an image are points where the gray value changes
considerably from one pixel to another. They represent
regions in the image with high-intensity contrasts (sharp
changes in image brightness) [71], [72]. Representing an
image by its edges has the fundamental advantage that the
amount of data is reduced significantly while retaining most
of the image’s vital information with at high frequencies.
Edges comprise important characteristics and contain signifi-
cant information. Basically, images have a substantial amount
of redundancies that can sometimes get rid of when edges
are spotted and replaced, when they are reconstructed. When
image edges are detected, every kind of redundancy present
in the image is removed [73]. The process of locating an edge
of an image is therefore called edge detection. Though there
are several edge detection mechanisms, the Sobel operator’s
performance is better than others [72].

F. IMAGE ENHANCEMENT USING WCA
1) STEPS FOR IMPLEMENTATION
The steps of WCA are summarized as follows:

Step 1: Choose the initial parameters of the WCA:
Nsr , dmax ,Npop,Maximum_Iteration.
Step 2: Calculate the Mean (16), Global Mean (18), and

Standard Deviation (19).
Step 3: Generate a random initial population and form

the initial streams (raindrops), rivers, and sea using (1), (4),
and (5).

Step 4: Generate an enhanced image using (20).
Step 5: Calculate the fitness of each raindrop utilizing (21).
Step 6: Determine the intensity of flow for rivers and sea

using (6).
Step 7: The streams flow to the rivers by (8).
Step 8: The streams flow to the sea by (9).
Step 9: The rivers flow to the sea which is the most

downhill place employing (10).
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Step 10: Exchange positions of the river with a stream that
gives the best solution, as shown in Fig. 4.
Step 11: Similar to step 10, if a river finds a better solution

than the sea, the position of the river is exchanged with the
sea as illustrated in Fig. 4.

Step 12: Check the evaporation condition (11).
Step 13: If the evaporation condition is satisfied, the rain-

ing process will occur using (13) and (14).
Step 14: Reduce the value of dmax which is a user-defined

parameter using (12).
Step 15: Check the convergence criteria. If the stopping

criterion is satisfied, the algorithm will be stopped, otherwise
return to Step 7.

Algorithm 2 Algorithm Used

Set parameters of WCA: Npop, Nsr , Maximum_Iteration,
and window size (n).
Read the image: Convert it into a gray image.
Calculate the Mean (16), Global Mean (18), and Standard
Deviation (19).
for each particle i = 1 : population size (Npop) do

initialize parameters a, b, c and k (randomly
within their range) and corresponding random velocities.
end for
Generate enhanced image using (20)
Calculate fitness function value using (21).
Determine the number of streams which flow to the rivers
and sea using (4) and (5).
Define the intensity of the flow using (6)

While (t < Maximum_Iteration ) or (any stopping
condition)
for i = 1: population size (Npop)

stream flows to its corresponding rivers and sea
using (8) and (9).

calculate the objective function of the generated
stream

if F_New_Stream < F_river
River=New_stream;
if F_New_Stream < F_Sea

Sea=New_Stream;
end if

end if
River flows to the sea using (10)
Calculate the objective function of the generated river

if F_New_River < F_Sea
Sea = New_River;

end if
end for
for i = 1: number of rivers (Nsr )

if (norm(Sea− River) < dmax) or (rand < 0.1)
New streams are created using (11)

end if
end for
Reduce the dmax using (12)

end while

FIGURE 6. WCA Flow chart.

2) PARAMETER SETTINGS
For a better result of the WCA algorithm, Nsr = 10, dmax =

1e − 5 is used. In this study, there are four problem-specific
parameters a, b, c and k . The ranges of these parameters are
set as a ∈ [0.8, 1.5], b ∈ [1, 22], c ∈ [0.01, 0.6], and
k ∈ [0.5, 2]. The proposed technique’s experimental setup
parameters, along with their values and range of values, are
presented in Table 1.

The linear image transformation parameters a, b, c, and
k are used to modify an image’s brightness and con-
trast. How each parameter affects the image is presented
below:

• a: Adjusts the image’s contrast. The contrast is increased
if a > 1 whereas the contrast is reduced if a < 1.

• b: Adjusts the image’s brightness. The brightness is
raised if b is bigger than 0. When b is less than zero,
the brightness is reduced.
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TABLE 1. Experimental set up parameters.

• c: increase each image pixel’s value by a constant value.
This can be used to change the brightness of the image’s
dark parts.

• k: scales the image’s pixel values. This allows you to
modify the brightness of the bright portion of the image.

• Window size n×n: In Sobel operator detection, the win-
dow size is the size of the kernel used to determine the
gradient of the image. The kernel is a matrix that moves
across the image, performing a convolution process. The
more smoothing done to the image before computing the
gradient, the larger the window size. This can result in
reduced noise but also less detail in the output. Smaller
window sizes, on the other hand, can produce greater
detail but also more noise in the output.

• Population sizeNpop: is one of the adjustable parameters
in the suggested approach. The number of candidate
solutions created in each iteration is determined by the
population size. The larger the population size, the more
candidate solutions are generated, increasing the possi-
bility of finding a good solution but also increasing the
computing cost.

• dmax : is another customizable parameter that controls the
intensity of the search near the sea (the best solution).
A big dmax value reduces the search, whereas a small
value increases the search intensity near the sea.

G. IMAGE QUALITY ASSESSMENT (IQA) METRICS
Quantitative performance measurements are significant to
determine how well the image is enhanced. The enhanced
images are measured by defined IQA metrics to compare
which enhancement technique is better. A detailed review
of several image quality measurement metrics has been pre-
sented by Dhal et al. [56]. It is customary practice to use
multiple image quality metrics as it signifies the quality of the
image in terms of visual perception [15], [44], [49], [56], [74],
[75], [76]. A brief description of the IQA metrics incorpo-
rated in this study is presented below. The IQA metrics along
with their desirable values are depicted in Table 2.

1) NUMBER OF EDGE (Ng)
It is sometimes referred to as the sum of edge intensities.
The number of edge pixels, Ng, in the enhanced image is

obtained as:

Ng =

H∑
i=1

V∑
j=1

Eg(i, j) (22)

2) ENTROPY
This is a popular evaluation function in image processing
operations. Its value discloses the information contained in
the image [77]. If the distribution of the intensities is uni-
form, then we can say that the histogram is equalized and
the entropy of the image will be higher. H (IEnhanced ) is
the entropy value that is calculated on the enhanced image
IEnhanced as follows [77]:

E(IEnhanced ) = −

255∑
i=0

ei (23)

where ei =

{
hi log2(hi)while hi ̸= 0
0 otherwise

hi is the probability of occurrence ith gray value.

3) CONTRAST
Contrast quantifies the intensity level difference among the
pixels and their neighbors in the image. The higher the adja-
cent intensity level difference, the higher the contrast. The
contrast of the image is calculated as

C =

∑
i

∑
j

(i− j)2P(i, j) (24)

where i and j are the two different gray levels of the image,
P is the number of the co-appearance of the gray levels i
and j.

4) MEAN SQUARED ERROR (MSE)
MSE is one of the most popular metrics in the image pro-
cessing field due to its easy formulation and straightforward
interpretation [78], [79], [80]. It is used to find out the occur-
rence of unwanted noise in the image. Assuming a noise-free
M × N monochrome image where M and N are the height
and width of the image, with f the original image and its
enhanced version, which is a noisy approximation g, then
MSE is defined as in (25).

MSE =
1

M × N

M∑
i=1

N∑
j=1

|f (i, j) − g(i, j)|2 (25)

where f (i, j) and g(i, j) are the (i, j)th pixel value of the
original image f and the distorted image g, respectively.

5) PEAK SIGNAL-TO-NOISE RATIO (PSNR)
PSNR of the image is determined by dividing the maxi-
mum signal power by the noise power, which corrupts the
image and reduces its reliability. It is utilized to quantify the
quality of reconstruction (enhancement in this case). In the
image enhancement operation case, the signal is the original
data, and the noise is the error produced in the enhancement
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process. PSNR is considered an approximation to human
perception of reconstruction quality. Even though a higher
value of PSNR indicates that the enhancement process results
in a better-quality image, sometimes this may not be true [15].
PSNR is defined via the MSE and is given by

PSNR = 10 log10

[
(L − 1)2

MSE

]
(26)

where MSE is given by (25) and L represent the maximum
gray-scale image intensity level, which is 256.

6) ABSOLUTE MEAN-BRIGHTNESS ERROR (AMBE)
The image feature that is measured by AMBE is the degree
of brightness preservation. Let the input image be f and the
output image be g then the AMBE is given by (27):

AMBE = |mean(f ) − mean(g)| (27)

where, mean(f ) and mean(g) are the mean of the reference
and distorted (enhanced in this study) image, respectively.
For better image brightness preservation, the desired AMBE
value is low [81].

7) STRUCTURAL SIMILARITY (SSIM)
SSIM quantifies empirically the resemblance of two images:
the original image and the enhanced or recovered image [79].
This metric came into existence since the widely used image
quality assessment metrics such as PSNR and MSE do not
consider the human visual system (HVS), and they show poor
consistency with subjective evaluations [82]. The index eval-
uates the structural changes that have visual influences, such
as shifts in luminance, the difference in contrast, and other
remaining errors [78]. SSIM is mathematically expressed
using the equation (28)

SSIM(f , g) = [l(f , g)]α . [c(f , g)]β . [s(f , g)]γ (28)

where, f and g are the original image f (i, j) and the enhanced
image g(i, j) respectively, l is the luminance (used to compare
the brightness between the original image and its enhanced
version), c is the contrast (employed to differ the intensity
ranges between the brightest and darkest region of the original
and enhanced image), and s is the structure (used to compare
the local luminance pattern between two images to find the
similarity and dissimilarities of the images), and α, β, and γ

are the positive constants [78].
SSIM and its variants were developed based on the finding

that the HVS is strongly adapted to extracting structural
information from an image. Hence, these IQA metrics are
a good measurement of structural similarity and are thereby
considered a good estimate of perceived image quality.

8) MULTI-SCALE SSIM (MS-SSIM)
Wang et al. proposed the SSIM metric in 2004. According
to Wang et al., investigation yielding blocking artifacts is the
only drawback of SSIM [83]. To circumvent this problem,
Wang et al. advanced SSIM and proposed MS-SSIM, which

yields a better performance than SSIM [84]. The MS-SSIM
is defined as

MS-SSIM =

M∏
j=1

(SSIMj)βj (29)

where M is the number of scales and βj the weight given
to the jth scale, which is obtained through psychophysical
measurement.

9) INFORMATION CONTENT BASED IQA METRICS
These FR-IQA metrics were created with the concept that
while seeing natural images, the best perceptual weights
for pooling should be proportionate to the local information
content. The local quality or distortion is measured in this
scenario, and it is combined with the information content
as the weighting parameter. The fundamental function of
these metrics is to measure the local quality or distortion
of a picture in the same way that MSE, PSNR, or SSIM
do. Then, using the information content weighting, the new
quality measures such as IW-MSE (information-weighted
MSE), IW-PSNR, or IW-SSIM are computed [85].

Let f (i, j)j and g(i, j)j be the transform coefficients at the jth

scale, and wj,i be the information content weight computed at
the corresponding location, then we define IW-MSE as [86]

IW-MSE =

M∏
j=1

[∑
i wj,i(f (i, j)j − g(i, j)j)2∑

i wj,i

]βj

(30)

whereM is the number of scales, βj is the weight given to the
scale, and the weights are defined in similar ways as in the
MS-SSIM case.

In a similar way to the MSE-PSNR conversion, IW-PSNR
can be derived from IW-MSE as [86]

IW-PSNR = 10 log10

[
(L − 1)2

IW-MSE

]
(31)

We construct an information content weighted SSIM mea-
sure (IW-SSIM) by merging information content weighting
and multiscale SSIM [86]. Let wj,i be the information content
weight computed at the spatial location in the jth scale, then
the jth scale IW-SSIM measure is defined as

IW-SSIMj =
1
Nj

∑
j=1

[l(f , g)]α . [c(f , g)]β . [s(f , g)]γ (32)

forj = M . The final overall IW-SSIM measure is then
computed as

IW-SSIM =

M∏
j=1

(IW − SSIMj)βj (33)

using the same set of scale weights βj’s as in MS-SSIM.
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10) FEATURE SIMILARITY (FSIM)
The Feature Similarity (FSIM) index for FR-IQA was pro-
posed by Zhang et al. [84] depending on how a human visual
system (VHS) recognizes an image due to its low-level fea-
tures. The two main low-level features in FSIM are phase
congruency (PC), which is the primary feature, and gradient
magnitude (GM), which is the second feature [83]. PC is a
unitless measure of the importance of the local structure of
an image. PC and GM oppositely characterize the image’s
local quality. A single quality score is obtained by employ-
ing PC as a weighting function on a predetermined local
quality map. In terms of subjective evaluation, FSIM shows
much higher reliability than other metrics. In addition to
this, FSIM is devised for grayscale image quality assessment
purposes [83], [84]. A detailed discussion of FSIM is found
in [83].

11) INFORMATION FIDELITY CRITERIA (IFC)
This is a natural scene statistics (NSS) model-based IQA
metric that utilizes the amount of visual information that
exists in the image. There is a strong statistical relationship
between pixels in natural images. This relationship is believed
to be disturbed by distortions and to deviate from its original
form [87]. In these metrics, the combination of NSS and
distortion models is the basis for fidelity measurement. In the
wavelet domain, the reference image is modeled as an NSS,
and the distortion model is taken as an attenuation and addi-
tive Gaussian noise model. The fidelity criterion between the
source and distorted images is the mutual information shared
by them.

12) VISUAL INFORMATION FIDELITY (VIF)
Sheikh and Bovik developed an IQA metric that is an
extension of IFC and measures the information present in
the original reference image and to what extent this infor-
mation is extracted from the distorted image [88]. These
two information measurements were combined and a new
IQA metric for visual information fidelity was developed.
The VIF value lies in the interval [0,1] where 0 indicates
that all the information present in the reference image is
lost and not found in the distorted image whereas a VIF
value of 1 indicates that all the information present in the
reference image is found in the image that is assumed
distorted.

To test the effectiveness of the proposed image enhance-
ment techniques, several FR-IQA metrics were used. These
FR-IQA measurements are divided into two categories. The
first category includes signal fidelity measurement metrics
such as MSE, PSNR, and AMBE. The second category
includes perceptual visual quality measurements such as
SSIM, MS-SSIM, IW-SSIM, IW-MSE, IW-PSNR, IFC, VIF,
and FSIM. Despite the fact that physical differences in the
first group measures reflect a change in image quality, these
traditional and basic signal fidelitymetrics fail to predict HVS
perception. The latter group of measurements, on the other

TABLE 2. Image quality assessment (IQA) metrics.

hand, is more dependable in gauging image quality because
it is very good at predicting HVS.

Since the human visual system (HVS) is the ultimate user
of processed pictures, video, and graphics, using a perceptual
quality measure in image quality assessment would be more
convincing and reasonable. This is the primary criterion for
picking the previously mentioned FR-IQA measures.

III. RESULT AND DISCUSSION
This section presented the results (Tables 3, 4, 5, and 6 and
Fig. 7-17), obtained from the computational work of this
study. The MATLAB 2023a software was used to design
the enhancement method and carry out all the analyses. All
experiments were carried out on a computer system running
Windows 10 with the 64-bit operating system. The system
has 16 GB of random-access memory (RAM) and an Intel
Core i7-4790 CPU at 3.60 GHz.

The main objective of this investigation was to enhance the
given image using the WCA and extract image information
with proper image enhancement. In this study, the objective
function was formed by combining three performance mea-
sures, namely, entropy value, number of edges, and fitness of
the image. To further test the performance of the proposed
image enhancement method, 11 FR-IQA metrics were also
used.

Sub-figure (a) and (b) of Fig. 7-17 showed 11 different
reference and test images, respectively, that were used in this
study. These images had sizes ranging from 190 × 304 to
380 × 445.

A. SUBJECTIVE EVALUATION
In this subsection 11 different test images were enhanced
and obtained results were depicted in Fig. 7-17. In these
figures, reference image, test image, and images enhanced
by HE, LCS, CLAHE, LCM-CLAHE, PSO, APSO, and
proposed WCA were displayed side by side from left to
right.

Sub-figures (c)-(i) showed that all the applied tech-
niques improved the visual impression of the test image to
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TABLE 3. IQA metrics comparison of the proposed technique with PSO, APSO, HE, and its variants.

varying degrees. The hidden details in the test image were
revealed with the HE, CLAHE, LCM-CLAHE, PSO, APSO,
and WCA. However, the overall level of brightness was
fair in CLAHE, PSO, APSO, and WCA-enhanced images.
Whereas, HE resulted in an image with a high brightness
level. On the contrary, LCM-CLAHE and LCS resulted in
dark-enhanced images. The latter, LCS, even results in amore

darker enhanced image that did not give a chance for an
obscure detail to be distinguished significantly. This enhance-
ment phenomenon was found consistent almost with all test
images.

The CLAHE, PSO, APSO, and WCA demonstrated bet-
ter performance in detail enhancement and visual effect
improvement than the aforementioned techniques.
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TABLE 4. FR- IQA metrics comparison of the proposed technique with PSO, APSO, HE, and its variants.
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TABLE 5. FR-IQA metrics comparison of the proposed technique with PSO, APSO, HE, and its variants.

B. OBJECTIVE EVALUATION
The test images, depicted in sub-figure (b) of Fig. 7-17
were tested for objective quality evaluation using various
IQA metrics. Three different IQA metrics, namely, contrast,
entropy, the sum of edge intensities, and Fitness objective
evaluation employed in this objective evaluation experiment.
The obtained result was presented in Table 3 which indicated
the best scores in terms of each mentioned metric.

The experimental results obtained on ‘Bag’, ‘Fruits’,
‘Indoor’, ‘Car’,’Clock’, and ‘Hall’ are shown in Table 4.
Similarly, Table 5 showed the experimental result obtained
through processing the test images ‘Face’, ‘Pencil’, ‘Flower’,
‘Circuit’, and ‘Medical image’. The best scores in terms of
each metric are highlighted in both tables. These tabulated
data presented that the different evaluation metrics assign
different scores to the same image enhancement algorithm
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TABLE 6. Running time comparison.

FIGURE 7. Bag images (a) Reference image (b) Test Image (c) HE (d) LCS (e) CLAHE (f) LCM-CLAHE (g) PSO (h) APSO (i) WCA (j) Fitness plot.

FIGURE 8. Fruits images (a) Reference image (b) Test Image (c) HE (d) LCS (e) CLAHE (f) LCM-CLAHE (g) PSO (h) APSO (i) WCA (j) Fitness plot.

and that the interpretations of the evaluation results were
entirely opposite in some cases.

The comparison based on the metrics with fitness and its
constituents, sum of edge intensities, contrast and entropy,
is presented in Table 3. Accordingly, the proposed method
(WCA) attained the best score for all images with respect
to sum of the edge intensities metric and objective func-
tion fitness. This method also performed better than all the
remaining techniques in terms of entropy for all, except
‘Flower’ and ‘Pencil’, test images. However, in terms of the
metric contrast, the suggested method scored the second best
value for ‘Fruits’, ‘Indoor’, ‘Car’, ‘Face’, and ‘Pencil’, the
third for ‘Bag’, ‘Flower’, and ‘Medical image’ test images.

The obtained results (Tables 4 and 5) generally indicated
that none of the applied techniques provided the highest score
for all test images in terms of all 11 FR IQA metrics.

According to metrics MSE and its derivative (PSNR), the
proposed technique scored the best value in enhancing images
of ‘Bag’, ‘Fruits’, ‘Indoor’, ‘Clock’, and ‘Pencil’. Whereas it
scored the second best value for all, except ‘Circuit’, remain-
ing images. This also implied that the error and distortion
created in the process of enhancing the test images were
minimum and do not reflected in the enhanced images. On the
contrary, in the majority of the test images LCS showed high
MSE value and the least PSNR value.

The LCM-CLAHE technique achieved the highest score in
terms of PSNR for almost all images except for the test image
‘Car’. Besides the proposed method achieved the second
highest score (next to LCM-CLAHE) for all the remaining
test images using the same metric.

The proposed method was found with the best AMBE
value for ‘Indoor’, and ’Flower’; second best for ‘Bag’,
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FIGURE 9. Indoor images (a) Reference image (b) Test Image (c) HE (d) LCS (e) CLAHE (f) LCM-CLAHE (g) PSO (h) APSO (i) WCA (j) Fitness
plot.

FIGURE 10. Car images (a) Reference image (b) Test Image (c) HE (d) LCS (e) CLAHE (f) LCM-CLAHE (g) PSO (h) APSO (i) WCA (j) Fitness plot.

‘Fruit’, ‘Hall’, ‘Face’, and ’Pencil’; third best for ‘Clock’,
‘Circuit’, and ‘Medical images’. Hence, it can generally be
considered as the second-best technique. This asserts that the
proposed technique achieved one of its goals, which was to
preserve the brightness of the images.

This WCA-based method also showed the best perfor-
mance in enhancing the test images ‘Bag’, ‘Car’, ‘Clock’,
‘Face’, ‘Pencils’, ‘Circuit’, and ‘Medical image’ with respect
to the SSIM evaluation metric ( Tables 4 and 5). With this
metric the method scored the second and third best value in
enhancing the test images ‘Hall’, and ‘Flower’, and ‘Fruits’,
and ‘Indoor’, respectively.

The suggested method demonstrated a remarkable and
consistent performance across all test images in terms of
MS-SSIM and IW-SSIM metrics. The method also achieved
the best IW-MSE and IW-PSNR values in enhancing all test
images except for ‘Flower’, which scored the second best
value.

The proposed method (WCA), with respect to the VIF IQA
metrics, also exhibited the best performance in enhancing
‘Car’ and ’Medical image’; whereas it scored the third best
value for ‘Bag’, ‘Fruits’, ‘Indoor’, ‘Clock’, ‘Hall’, ‘Face’,
‘Pencil’, and ‘Flower’ test images.

With reference to the IFC metric, the studied method
(WCA) was ranked first in its enhancing performance
for ‘Medical image’, third for ‘Car’, and fourth for
‘Hall’, ‘Clock’, ‘Face’, ‘Pencil’, and ‘Circuit’ test images.
Whereas it was found with below-average performance
for the remaining test images compared to the other six
techniques.

According to the obtained FSIM performance measure-
ment result, the proposed method (WCA) was found to pro-
duce a comparatively good-quality of image enhancement.
That is, it provided the highest FSIM score in enhancing
‘Car’, ‘Clock’, ‘Face’, ‘Circuit’, and ‘Medical image’ test
images. Whereas the method was found second for ‘Bag’,
‘Hall’, ‘Pencil’, and ’Flower’; and third for ‘Fruits’, and
‘Indoor’ test images.

C. IMAGE ENHANCEMENT COMPARISON BETWEEN WCA,
PSO AND APSO
All the test images were enhanced with a maximum number
iterations of 50 and a population size of 40 for the three
NIA-based image enhancement methods. As it was presented
in the previous subsection B, the proposed method showed a
performance better than PSO and APSO for all test images
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FIGURE 11. Clock images (a) Reference image (b) Test Image (c) HE (d) LCS (e) CLAHE (f) LCM-CLAHE (g) PSO (h) APSO (i) WCA (j) Fitness
plot.

FIGURE 12. Hall images (a) Reference image (b) Test Image (c) HE (d) LCS (e) CLAHE (f) LCM-CLAHE (g) PSO (h) APSO (i) WCA (j) Fitness
plot.

FIGURE 13. Face images (a) Reference image (b) Test Image (c) HE (d) LCS (e) CLAHE (f) LCM-CLAHE (g) PSO (h) APSO (i) WCA (j) Fitness
plot.

in terms of the metric sum of edge intensities and objective
function fitness. The method also performed better than the
above two techniques in enhancing all but ‘Indoor’, and

‘Pencil’ test images with respect to the entropy measurement.
On top of this, the proposed method was found with better
performance in terms ofMSE and PSNR than PSO andAPSO
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FIGURE 14. Pencil images (a) Reference image (b) Test Image (c) HE (d) LCS (e) CLAHE (f) LCM-CLAHE (g) PSO (h) APSO (i) WCA (j) Fitness
plot.

FIGURE 15. Flower images (a) Reference image (b) Test Image (c) HE (d) LCS (e) CLAHE (f) LCM-CLAHE (g) PSO (h) APSO (i) WCA (j) Fitness
plot.

FIGURE 16. Flower images (a) Reference image (b) Test Image (c) HE (d) LCS (e) CLAHE (f) LCM-CLAHE (g) PSO (h) APSO (i) WCA (j) Fitness
plot.

for all, except the ‘Car’, and ‘Circuit’ test images.With regard
to the AMBE evaluation metric, the method again presented

a better efficiency than PSO and APSO for all test images
except ‘Clock’, and ‘Circuit’.
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FIGURE 17. Medical images (a) Reference image (b) Test Image (c) HE (d) LCS (e) CLAHE (f) LCM-CLAHE (g) PSO (h) APSO (i) WCA (j) Fitness plot.

As it can also be seen in Tables (4) and (5), the proposed
method was found to be more effective in connection to
MS-SSIM, IW-SSIM, IW-MSE, IW-PSNR, and FSIM met-
rics compared to PSO and APSO for all test images except
for ‘Indoor’, which was found to be as good as the men-
tioned methods. The proposedWCA-based method generally
showed a performance better than PSO and APSO in all
metrics for almost all test images.

1) OPTIMIZATION PERFORMANCE COMPARISON
The various qualities obtained from the enhanced test
images performed by different methods are presented in
Tables 2, 3, and 4. As it can clearly be seen in the Tables, the
NIA-based method produced a better result compared to HE,
LCS, CLAHE, and LCM-CLAHE in terms of the objective
function fitness result. Whereas the proposed WCA-based
method enhanced all the test images with better quality
compared to the PSO and APSO methods. Besides, this
WCA-based method was found to have a relatively more
stability and faster convergence time to the optimal solution
than the PSO andAPSO techniques, as shown from the fitness
plot of corresponding Figures 7-17.

D. RUNNING TIME COMPARISON
The running time of each approach was shown in Table 6.
As shown in the Table, the proposed method had a consider-
able running time compared to the other six techniques. The
proposed method required an even longer running time than
the PSO andAPSO to enhance the images. Because of the two
converging criteria, the raining and evaporation processes, the

suggested method requires a longer computational time. PSO
and APSO, on the other hand, have only one convergence
criterion and so require less computational time than the
suggested WCA-based technique. The additional converging
criteria, and hence the computing time, are the cost of great
optimization ability.

E. LIMITATIONS OF THE STUDY
In this subsection, I wish to highlight several restrictions on
this research endeavor. The enhancement of dark gray-scale
images was the exclusive subject of this work. Other forms
of gray-scale imagery and color image enhancement were
excluded. This study also solely examined the traditional
WCA image-enhancing capabilities. Hence, the updated
WCAs, including the evaporation rate WCA (ErWCA) and
other altered variations of it, had not been part of the investi-
gation. The present study compared the image enhancement
efficacy of WCA-based methods with the capabilities of HE,
LCS, CLAHE, LCM-CLAH, PSO, and APSO. This study
was also not based on log and power image transforma-
tion, as it focused only on linear transformation due to its
simplicity and linearity characteristics. The aforementioned
points were identified as limitations of this study. Therefore,
herein, the conclusion drawn on the effectiveness of the pro-
posed method is based on the comparison of the dark image
enhancement efficiency with the aforementioned techniques.

IV. CONCLUSION
In this paper, the WCA-based image enhancement tech-
nique was proposed for a gray-scale dark image enhancement
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purposes and compared with other techniques. During the
course of this investigation, image enhancement was done in
a novel way by combining the intensity transformation and
fitness function with WCA.

The image improvement performance of one technique
and the quality of the produced image are primarily eval-
uated using perceptual quality metrics, as the HVS is the
ultimate user of the output. In line with this fact, the sug-
gested WCA-based technique outperformed others in terms
of FR-IQA metrics MS-SSIM, IW-SSIM, IW-MSE, and IW-
PSNR. The proposed technique was also found to have better
performance than all other techniques except the HE and
CLAHE methods with respect to SSIM and FSIM. The pro-
posed method even showed a performance that exceeded
those methods in most images in those metrics. However,
it performed less than HE and its variant methods in terms
of VIF and IFC. More interestingly, the proposed method
was found to be relatively more stable with a faster con-
vergence time than PSO and APSO techniques. Hence, the
better performance, in enhancing darker gray-scale images,
of the proposed method would make it more applicable to
gray-scale images such as medical images, CCTV security
images, car plate numbers, and night vision images. Finally,
this paper recommended further analysis of the proposed
WCA-based method to address the limitations, including the
long computational time requirement and those mentioned
above.
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