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ABSTRACT In numerous industries, especially in automation and industrial processes, the linear servo
mechanism is used. However, the parameters of the friction and backlash models are frequently unknown
for servomechanism systems, resulting in system uncertainty. High steady-state inaccuracy is caused by
friction, whereas undesired vibration is caused by blowback. In servomechanism systems, friction is an
issue that is still not sufficiently addressed by a realistic model. To address these challenges, this research
on the linear servo system is controlled by a proportional-integral (PI-Cascaded) controller, which enables
systems to respond more rapidly, reduce or reject disturbance, and arrive at a steady state more quickly.
Moreover, the controller’s parameters are crucial to getting the best performance from a particular controller.
As a result, the controller settings were adjusted using four different meta-heuristic optimization algorithms:
Surrogate Based Optimization (SBO), Hybrid Genetic Pattern Search Algorithm (HGSPA), Particle Swarm
Optimization (PSO), and Simulated Annealing (SA) with four objective functions: Integral Square Error
(ISE), Integral Absolute Error (IAE), Integral Time Square Error (ITSE), and Integral Time Absolute
Error (ITAE). Throughout the system’s experimental testing, 50 cm was employed as the reference input.
Negligible overshoot, quick rise and settling times, and excellent responsiveness are all characteristics of the
PSO algorithm with ITSE objective function. Moreover, to assess the system’s robustness. A 50 N force was
applied to the system, and a sine wave signal is input into the system. The system shows remarkable stability
and resilience throughout the 50 N load experimentation test.

INDEX TERMS Cascaded controller, genetic algorithm (GA), linear servo mechanism, optimization,
particle swarm optimization (PSO), simulated annealing (SA), surrogate based optimization (SBO).

I. INTRODUCTION
The linear servo mechanism is widely utilized in industries,
particularly in automation and manufacturing processes.
Pick-and-place systems, tool-feeding systems used in the
machining process, and indexing of operations like drilling,
stamping, and embossing are a few examples of applications.
It gained popularity as a linear-positioning tool due to the
combination of its actuator’s strengths and the simplicity of
servo units’ positioning control [1], [2], [3]. Moreover, the
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motion control system includes position servo control, which
is significant. It requires accurate coordinate position control
of moving parts, fast and precise motion, and a complete
duplicate of the input position quantity and its changing
trajectory in the output position quantity. In other words,
primary control objectives are optimum position control
precision, optimum position tracking accuracy, and sufficient
tracking speed [4], [5].

However, for servomechanism systems, the parameters of
the friction and backlash models are often not known, leading
to system uncertainty [6]. Friction results in high steady-
state inaccuracy, whereas blowback results in undesired
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vibration [7]. The friction problem in servomechanism
systems has not yet been well explained by a realistic
model [8].

As a result, several different types of controllers, including
the popular Proportional-Integral-Derivative (PID) controller
and its variations, have been proposed to enhance the
positional and speed control of servo systems. PID controllers
are frequently used in industrial process control to provide
good results with a basic algorithm. It is simple for operators
to understand and use in all industrial applications [9].
Conventional PID controllers are well-known for performing
poorlywhen influenced by disturbances, despite beingwidely
accepted in the industry [10]. Furthermore, servo control is
the process of adjusting a motor’s speed and position based
on a feedback signal. The most fundamental kind of servo
loop is the velocity loop. To reduce the error between the
velocity command and velocity feedback, the velocity loop
generates a torque command. Motor control is the process of
delivering real torque in response to servo control loop torque
orders. There has been a lot of work put into analyzing the
servo systems since it takes time to adjust PID controllers
for positional control systems. Servo systems often need
a controller in addition to speed control, which is again
usually done by cascading or connecting a position loop and
a speed loop in sequence. In the lack of an explicit velocity
loop, a single PID position loop is occasionally utilized to
provide position and speed control [11], [12]. To improve
performance, PID controllers are widely integrated into
advanced control systems.

Cascade control is a type of advanced control system,
which helps systems respond faster, decrease, or reject
disturbance, provide robustness, and reach a steady statemore
quickly. In industrial operations, cascade control is usually
applied. It resulted from its efficiency, robustness, and ease
of use [13]. The primary loop (outer) and the secondary
loop (inner) make up the cascade control system. It has two
feedback loops, where the set point in the secondary loop will
be represented by the output of the first loop controller. The
secondary loop controller’s signal output goes straight to the
actuator, such as a control valve or electric motor.

In conventional cascade control, main and secondary loop
controller parameters are tuned in sequence. The secondary
controller’s parameters are first tuned according to a set
of guidelines, while the primary loop is in an open loop
state. Moreover, the primary loop’s controller parameters are
adjusted by taking the controlled secondary loop’s impact
into account. There will be a recurrence if the outcomes
are unsatisfactory. Moreover, the primary loop’s controller
parameters are adjusted by taking the controlled secondary
loop’s impact into account. There will be a recurrence if
the outcomes are unsatisfactory. Therefore, PID-cascaded
control tuning is more challenging and time-consuming [14].
Moreover, the fact that the controller gains vary based on the
operational mode, the load applied to the system, and friction
drifts or mechanical component loosening provide one of
the obstacles in regulating and optimizing such systems.

Frequently, the controller settings are set to conservative
levels to prevent frequent re-tuning, which compromises the
system’s performance while preserving stability for a variety
of loads [15].

Numerous techniques, including trial-and-error,
D-partitioning, Ziegler-Nichols, and pole placement, have
been developed since the development of PID controllers for
the gain tuning of PID-controlled systems [16]. However,
to be used effectively, most of these direct approaches need
a thorough understanding of the system and its frequency
response because they were created for linear, time-invariant
systems.

The weighted tuning strategy was used by Meshram
and Kanojiya [17] to fine-tune the PID controller for DC
motor speed control. The Ziegler-Nichols tuning formula and
modified Ziegler-Nichol PID tuning formula were used to
adjust the PID parameters after creating the DC motor model
in MATLAB. Based on output responsiveness, minimal
settling time, and least overshoot, the two approaches
were contrasted. Fajuke and Raji [18] offer a method for
controlling the speed of a DC motor based on tweaking
the PID parameter using conventional ZN. The DC shunt
motor’s speed control study was done to reduce the transient
response parameters selected for the motor’s improved speed
response. The Simulink environment in MATLAB is used
for the development of mathematical models of the motor.
Additionally, Dursun and Durdu [19] investigated the sliding
mode control (SMC) technique for controlling the speed of
DC machines. The machine was put under different loading
conditions, and the response is contrasted with a PID control
method that is frequently employed. Reference [20] proposed
a proportional-integral (PI) and Petri nets-based series multi-
cell chopping controller for regulating a DC motor’s speed.
Themulti-cell converter’s capacitor voltagewas kept constant
while the armature current was controlled using the Petri Nets
controller. To calculate the motor’s switch reaction, binary
control switches were also produced using the Petri Nets
controller. MATLAB SimPower is used to model the system.
However, the speed response of many of these standard ways
hasn’t been able to successfully regulate the motor. This is
due to their inability to allow the diversity of restrictions
to the fundamental design parameters, including overshoot
and settling time [19]. The high computing time and high
mathematical complexity of many standard approaches are
another problem. Additionally, it should be highlighted that
the design of any classical PID transforms into a challenging
combinatorial issue that can only be resolved with the aid of
optimization techniques [21].

These findings have led to the employment of a variety
of meta-heuristic optimization techniques for PID controller
gain tuning in nonlinear systems like robotic systems [22].
To further analyze the issue, it is imperative to submit any
present solutions.

Many innovative approaches have been developed
by researchers to adjust PID parameters, such as the
Genetic Algorithm (GA) [23], Particle Swarm Optimization
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(PSO) [24], Harris Hawk Optimization [25], Simulated
Annealing [26], Surrogate Optimization [27], and Hybrid
Genetic Pattern Search Algorithm (HGPSA) [28]. Köse et al.
developed an optimal controller for the AVR system [29].
Moreover, Khosravi et al. developed a data-driven tun-
ning approach for cascaded control [15]. Furthermore,
Biyanto et al. introduced Simultaneous Optimization of
tuning PID cascade control system [13]. To adjust the
PID controller’s parameters, Habib et al. [30] applied an
improved whale optimization algorithm (IWOA). The
suggested approach was used to select the proper controller
parameter values to enhance the machine’s transient
responsiveness. To prove the viability of the suggested
strategy, a comparison with different meta-heuristic methods
was made. Suman and Giri [31] look at the speed control
of a DC motor based on the application of soft computing
techniques like fuzzy logic controller and PSO for PID
controller parameter tuning. An ideal fuzzy PID controller
architecture, based on traditional PID control and nonlinear
variables employing the GA, was put out by Sultan and
Jarjes [32]. Fuzzy logic controllers substantially increase the
effectiveness of the algorithm by acting as one individual in
the initial population of GA.

This paper provides a complete dynamic model for a
linear servo system. A cascaded controller is furthermore
implemented for the system. To assess the performance
of the system, a thorough comparative analysis of several
optimization approaches with various objective functions
is also conducted for PI-Cascaded controller parameters
tuning. These approaches have demonstrated exceptional
results when used to solve various optimization problems.
Additionally, the algorithm’s key advantages are its simplicity
and the harmony it creates between the exploitation and
exploration stages. To determine the system’s robustness,
it was both simulated and experimentally tested using a range
of loads and inputs.

This paper has the following structure. System Structure
and Model which includes the mathematical modeling of
the system, the control structure, and the dynamic model
of the linear servo mechanism are detailed in Section II.
Section III includes the optimal controller structure, and
different objective functions used, and briefly describes the
different optimization techniques. Section IV begins with the
simulation results of an optimum controller that was used
with various approaches and objective functions, is followed
by experimental results, and is concluded with a comparative
analysis of the outcomes of the experiments. The paper is
concluded in Section V with a review of the result and
possible future work.

II. SYSTEM STRUCTURE AND MODEL
Many industrial and scientific applications requiring precise
control over the position and speed of a moving item employ
linear servo mechanisms. Such systems frequently use linear
actuators based on ball screws or lead screws. These actuators

have certain drawbacks, including high cost, poor efficiency,
and a limited stroke length [33]. Belt-driven V-Slot linear
actuators have become an efficient means to get around these
restrictions [34]. Compared to conventional linear actuators,
V-Slot profiles provide several benefits, including cheap cost,
high efficiency, and limitless stroke length. In this research,
a control scheme is suggested for a belt-driven V-Slot 20 ×

40 linear actuator that allows for accurate control of the
carriage plate’s position and speed.

An electric DC motor, a timing belt, a carriage plate,
and a V-Slot 20 × 40 profile are the components of the
proposed control system. The carriage plate is guided along
the profile’s guideways by the timing belt, which is driven
by the DC motor. The carriage plate may move on it and
convey loads and the profile is fixed to a supporting frame.
Amicrocontroller manages the system to achieve the required
behavior and accuracy by controlling the motor’s set voltage.
The system has an incremental encoder that measures the
carriage and motor’s position and speed. Additionally, as a
safety measure, infrared (IR) sensors were utilized for the
movement restrictions. Figure 1. illustrates the linear servo
cart system in detail.

A. MATHEMATICAL MODEL OF THE LINEAR SERVO CART
SYSTEM
Applying Newton’s second law of motion and D’Alembert’s
principle to the system, the relationship between the force
provided to the cart by the DCmotor and the resulting motion
of the cart can be established, as in (1) [1]:

Mv̇c (t) + Faj (t) = Fcart (t) − Bcvc(t) (1)

M is the cart mass, v̇c is the cart’s linear acceleration, Faj
is the inertial force on the motor, Bc is the cart damping
coefficient, and vc is the cart’s linear speed.

Faj =
ηgkgJmω̇m

r
(2)

ηg is the gearbox efficiency, kg is the gear ratio, Jm is the
rotor inertia, ω̇m is the rotor’s angular acceleration, and r is
the pulley radius.

vc = rkgωm (3)

Fcart is the force on the cart due to the motor’s armature
current.

Fcart =
Iakt
r

(4)

where Ia is the armature current, and kt is the motor torque
constant.

Substituting (2), (3), and (4) into (1) can be rewritten as:

rkgω̇m +
ηgkgJmω̇m

r
=
Iakt
r

− rBckgωm (5)

Rearranging (5):

ω̇m

(
Mr2kg + ηgkgJm

)
+ Bcr2kgωm − Iakt = 0 (6)
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FIGURE 1. Linear servo mechanism CAD model.

Direct current motor circuit equation of motion derived
using Kirchhoff’s First Law:

Lİa + RIa − Vin + kbωm = 0 (7)

The equivalent inertia term can be expressed as:

Jeq =

(
Mr2kg + ηgkgJm

)
(8)

The equivalent damping term can be expressed as:

Beq = Bcr2kg (9)

Finally, in a state space, the system can be described as:

˙
 Ia

ωm
θm

 =


−R
L

−kb
L 0

kt
Jeq

−Beq
Jeq

0
0 1 0


 Ia

ωm
θm

 +

 1
L
0
0

 [Vin] (10)

The state space equations, however, only describe the lin-
ear part of the system’s behavior. The linear servomechanism
provides considerable Coulomb friction to resist the motor’s
torque, measured to be up to half the operating range of the
motor as an upper limit. This is represented by a dead zone
block at the input to the state space equations, as the effective
torque acting on the linear system is a result of the dead zone’s
output, which filters the PWM command below a certain
threshold:

PWM effective

=



PWM command − deadzone,
PWM commAnd > deadzone

0 |PWM command | ≤ deadzone
deadzone− PWM command ,

PWM command < −deadzone

(11)

FIGURE 2. Configuration of cascade control [9].

This is then mapped appropriately to the corresponding
motor voltage through the gain block between the dead zone
block and the state space. Table 1 lists the parameters for the
linear servo cart model.

TABLE 1. Parameters of the linear mechanism used.

B. THE CONTROL SCHEME
In the industry, the cascade control system is frequently used.
Accelerating response times and enhancing dynamic perfor-
mance are the two goals of cascade control systems [35].
The controller is made up of two cascaded loops, illustrated
in Figure 2, each of which is in control of an individual
component of the system. The system’s linear position is
controlled by the outer loop, while the speed of the system
is controlled by the inner loop. The position controller is
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FIGURE 3. The entire dynamic model of the linear servo mechanism along with the cascaded controller.

FIGURE 4. Flowchart of HGPSA [19].

designated by (12), while the speed controller is designated
by (13) The controllers in both loops are PI controllers.

GC1(s) = Kp1 +
Ki1
s

(12)

GC2(s) = Kp2 +
Ki2
s

(13)

The motor-mounted encoder is used for feedback of both
loops; feedback for the outer loop is obtained from the
encoder’s detected position, while feedback for the inner loop

is differentiated in the meanwhile. The motor is controlled
by a motor driver, which converts the speed controller’s
output, a voltage set point, to the motor’s corresponding input
voltage.

C. DYNAMIC MODELING OF THE LINEAR SERVO
MECHANISM
Figure 3 illustrates the entire dynamic model of the linear
servo cart system along with the cascaded controller. More-
over, to accurately represent the system as closely as possible
and to ensure that any control approaches used in the model
encounter the same challenges and conditions as the real
model, the model’s specific construction was done to reduce
modeling errors [36]. The system’s state space, which is
explained in section II-A, is coupledwith a dead zone block to
approximate the dead zone, and this is known as the ‘‘Pulley-
Motor System,’’ which is the first component. To enhance
the accuracy of this model, the second component, the
encoder, models the encoder’s resolution and quantization
errors. Moreover, the encoder generates a square wave, the
oscillations of which are counted by the microcontroller.
Therefore, the pulse count must be an integer. The pulse count
may then be calculated by multiplying the modeled position
by the experimentally determined pulses per centimeter,
which is 100.7, and then flooring the resultant value:

Npulses,i = floor(100.7 × Xmodel,i) (14)

Microcontroller and control system: This simulates the
signal processing portion of the dynamics of the system,
introducing additional effects that may be present in real
life that are introduced by differences as well as the
computational time delay. The microcontroller can employ
equation 13 to determine the speed as:

Pulse Rate =
Npulses,i − Npulses,i−1

Tsamp
(15)
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FIGURE 5. Pseudo code of HGPSA.

The minimum measurable position would then be:

δx =
1

100.7
≈ 0.01cm (16)

with the minimum measurable speed being:

δẋ =
200
100.7

≈ 2 cm/s. (17)

This causes a quantization error that impacts the inner
loop more than the outer loop since 2/16 ∼ 12.5% of the
motor’s operating range is subject to incorrect measurement.
This can cause limit cycles in the system response, especially
in regions where precise speed control is needed, such as
during settling or an abrupt halt in the case of an aggressive
controller.

FIGURE 6. The flowchart of PSO [27].

FIGURE 7. Pseudo code of PSO.

III. OPTIMAL PI-CASCADED CONTROL
To perform a comparative analysis of the optimum parameter
tuning based on the linear servomechanismPI-Cascaded con-
troller, HGPSA, PSO, Simulated Annealing, and Surrogate
Optimization techniques are applied with various objective
functions.
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FIGURE 8. The flowchart of SA [28].

FIGURE 9. Pseudo code of SA.

A. HYBRID GENETIC PATTERN SEARCH
ALGORITHM (HGPSA)
To present Pattern Search, Direct Search, a technique for
addressing optimization issues without knowing the gradient
of the objective function, needs first to be introduced [37].
GA is used for both global search and avoiding local minima.
Because it converges too slowly, this is a drawback. PS,
on the other hand, is a characteristic of local search but is
sensitive to beginning values and is vulnerable to trap in local
optima [38].

FIGURE 10. A flowchart of the surrogate-based optimization [30].

FIGURE 11. Pseudo code of SBO.

The strong global search ability of GA and the excellent
local search ability of PS must be combined to develop the
hybrid genetic pattern search algorithm (HGPSA), which
divides the population into two sub-populations, one of
which executes the genetic algorithm and the other of which
executes the pattern search [39]. Top results from each stage
from the two subpopulations are gathered to update elite
individuals. The schematic diagram of the method is shown
in Figure 4.

Elite rate, crossover rate, and mutation rate are indicated
in Figure 4 by the letters E, C, and M, respectively. The
term ‘‘Elite’’ refers to the population’s top performers, who
are typically passed on directly to the following generation
to ensure that the GA converges to the global optima. The
HGPSA chooses the most competent individual to update the
elite subpopulation and the temporary point after comparing
the elite subpopulation by GA and the temporary point of PS.

The pseudocode of the HGPSA is shown in Figure 5.
Table 2 contains a list of the chosen parameters of the

HGPSA.
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FIGURE 12. The simulation transient responses of different algorithms with the ISE objective function.

TABLE 2. Parameters of the HGPSA.

B. PARTICLE SWARM OPTIMIZATION (PSO)
The PSO [40] algorithm is based on how birds interact with
one another. In this approach, a random population is first
generated. Everybody is given a velocity and a tiny social
network and is referred to as a particle. Fitness or objective
function values are assessed for each particle. The personal
ideal for each person, the global optimum for the whole
population, and the neighborhood optimal discovered by each
person’s neighbors are all kept updating velocity and position
for each person in PSO, which is based on fitness as opposed
to GA. Until maximum generations or convergence are
attained, this procedure is repeated. A flowchart illustrating
the flux of PSO is shown in Figure 6.

The pseudocode of standard PSO is shown in Figure 7.
Table 3 contains a list of the chosen parameters of the PSO.

C. SIMULATED ANNEALING (SA)
The basis of SA [41] is the thermodynamics theory of liquids
that crystallize when cooled. Populations are initialized,
much like in other heuristic approaches, and a starting

TABLE 3. Parameters of the PSO.

temperature is assigned to them. The population’s whole pop-
ulation is examined for fitness. Now, using the temperature
and a random number, a new population is created that is
comparable to the older one, and their fitness is assessed.
The best person is added to the existing population based
on a comparison of the fitness differences between the old
and new populations and the current temperature. Then the
temperature is updated using a cooling plan. Up until the
maximum number of generations or convergence is attained,
this procedure is repeated. A flowchart illustrating the SA
algorithm is shown in Figure 8, and the pseudocode of
standard SA is shown in Figure 9.

TABLE 4. Parameters of the SA.

Table 4 contains a list of the chosen parameters of the SA.

D. SURROGATE BASED OPTIMIZATION
The aim of surrogate-based optimization (SBO), a class
of optimization procedures that makes use of surrogate
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FIGURE 13. The simulation transient responses of different algorithms with the IAE objective function.

FIGURE 14. The simulation transient responses of different algorithms with the ITSE objective function.

modeling techniques, is to find the global minimum of an
objective function while requiring a minimum number of
possible evaluations of the objective function. The basic
idea is to use a surrogate model that is easier to assess
in place of the objective function to lower the computing
cost of evaluating it. To do this, the algorithm attempts to
find an appropriate equilibrium between two essential goals:
exploration and speed [42]. It has been demonstrated that the
technique, when applied to continuous objective functions on

limited domains, converges to a global solution [43], [44].
A flowchart illustrating the SBO algorithm is illustrated in
Figure 10, and the pseudocode of standard SBO is shown in
Figure 11.

Table 5 contains a list of the chosen parameters of the SBO.

E. OBJECTIVE FUNCTIONS
For the evaluation of the controller’s performance, choosing
a suitable objective function (OF) for the optimization
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FIGURE 15. The simulation transient responses of different algorithms with the ITAE objective function.

TABLE 5. Parameters of the SBO.

FIGURE 16. Block diagram of the experiment platform.

of the linear servo mechanism is essential. Where the
goal is to identify the parameters that will minimize the
chosen objective function. The many objective functions
that have been chosen and applied to assess the design
requirements and get the best possible control parameters
for the mechanism are thoroughly discussed in this section.
Integral square error (ISE) (18), integral absolute error (IAE)
(19), integrated time absolute error (ITAE) (20), and integral

TABLE 6. PID parameters for different algorithms and different objective
functions.

time square error (ITSE) (21) are the four objective functions.
The objective functions in this research were selected based
on their relevance to the study’s goals and are often used
to assess the effectiveness of PID controller designs in the
literature [29], [45], [46], [47].

A robust comparison and evaluation of the optimization
approaches and algorithms used during this research are
made possible using numerous objective functions, and this
analysis will provide insight into the effectiveness of the
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FIGURE 17. The experimental transient responses of different algorithms with the ISE objective function without load.

tuning methods and their effects on system performance.

ISE =

∫ t

0
[e(t)]2dt (18)

IAE =

∫ t

0
|e (t)| dt (19)

ITAE =

∫ t

0
t |e (t)| dt (20)

ITSE =

∫ t

0
t[e(t)]2dt (21)

TABLE 7. Simulation transient response for different algorithms and
different objective functions.

IV. SIMULATION AND EXPERIMENTAL RESULTS
Table 6 lists the Kp and Ki parameters for the primary and
secondary loops of the PID controller that are optimized using

TABLE 8. Experimental transient response for different algorithms and
different objective functions without load.

TABLE 9. Experimental transient response for different algorithms and
different objective functions with 50 N force.

theHGPSA, PSO, SA, and SBOoptimization algorithmswith
the ISE, IAE, ITSE, and ITAE objective functions.
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FIGURE 18. The experimental transient responses of different algorithms with the IAE objective function without load.

FIGURE 19. The experimental transient responses of different algorithms with the ITSE objective function without load.

A. SIMULATION RESULTS
The ISE, IAE, ITSE, and ITAE objective functions were
used to obtain the HGPSA, PSO, SA, and SBO tran-
sient responses in Table 7 with 50 cm as a reference
input to the system. In addition, Figure 12 shows the

transient responses of different algorithms with the ISE
objective function, Figure 13 shows the transient responses
of different algorithms with the IAE objective function,
Figure 14 illustrates the transient responses of different
algorithms with the ITSE objective function, and Figure 15
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FIGURE 20. The experimental transient responses of different algorithms with the ITAE objective function without load.

FIGURE 21. The experimental transient responses of different algorithms with the ISE objective function with 50 N load.

represents the transient responses of different algorithms with
the ITAE.

The SA algorithm with IAE objective function generates
an excellent response with 0.08555 cm overshoot, as shown

by the system’s transient responses, but the rise time and
settling time are relatively long. This is primarily due
to low proportional gain values in the inner and outer
loops. The SBO with ITAE objective function, on the other
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FIGURE 22. The experimental transient responses of different algorithms with the IAE objective function with 50 N load.

FIGURE 23. The experimental transient responses of different algorithms with the ITSE objective function with 50 N load.

hand, produces an excellent response with 0.07170 cm
overshoot, 3.2606 s rise time, and 4.215 s settling time. The
improvements in rise time and settling time are due to the high
proportional gain value in the position controller loop.

B. EXPERIMENTAL RESULTS
The linear servo system proposed in this paper is verified by
experiments, the hardware structure diagram of the system is
shown in Figure 16.
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FIGURE 24. The experimental transient responses of different algorithms with the ITAE objective function with 50 N load.

FIGURE 25. Sine wave input signal.

The system was subjected to experimental testing using
the same simulation-based parameters. The HGPSA, PSO,
SA, and SBO transient responses without load were obtained
in Table 8 using the ISE, IAE, ITSE, and ITAE objective
functions, with 50 cm provided as the system’s reference
input. Figure 17 shows the transient responses of different
algorithms with the ISE objective function, Figure 18 shows
the transient responses of different algorithms with the

IAE objective function, Figure 19 illustrates the transient
responses of different algorithms with the ITSE objective
function, and Figure 20 represents the transient responses of
different algorithms with the ITAE.

The system’s simulation and experimental responses
are quite similar. There are certain variations nevertheless
because to signal noise, encoder resolution limitations,
microcontroller specification, disturbances, and PID sat-
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FIGURE 26. The experimental sine wave responses of different algorithms with the ISE objective function with 50 N load.

FIGURE 27. The experimental sine wave responses of different algorithms with the IAE objective function with 50 N load.

uration limits. For example, the good performance of
SBO with ITAE in simulation results was different from
the findings of the experiment due to high positive
correcting torque. Moreover, with negligible overshoot
and quick rise and settling times, the PSO algorithm
with ITSE objective function provides an exceptional
response.

To examine the system’s robustness. A 50 N force was
applied to the system. Using the ISE, IAE, ITSE, and ITAE
objective functions with 50 cm as the system’s reference
input, the HGPSA, PSO, SA, and SBO transient responses
with 50 N were obtained and are shown in Table 9. Figure 21
shows the transient responses of different algorithms with the
ISE objective function, The transient responses of various
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FIGURE 28. The experimental sine wave responses of different algorithms with the ITSE objective function with 50 N load.

FIGURE 29. The experimental sine wave responses of different algorithms with the ITAE objective function with 50 N load.

algorithms with the IAE objective function are shown in
Figure 22, those with the ITSE objective function are shown
in Figure 23, and those with the ITAE objective function are
shown in Figure 24.
The system exhibits outstanding stability and robustness

during the 50 N load experiment test; however, weight

addition causes a small increase in overshoot, rising time,
and settling time. In experimental testing of SA with ITSE
and ITAE objective functions as well as SBO with ITSE
objective function, it is noticeable that the system responds
very slowly. The primary cause of this is the low values of
proportional gains in the outer and inner loops. Moreover,

VOLUME 11, 2023 86393



M. Abdelbar et al.: Optimization of PI-Cascaded Controller’s Parameters for Linear Servo Mechanism

experimental SBO testing with various objective functions
results in a significant overshoot response.

In further tests to examine the system’s robustness, a sine
wave signal is input into the system with a 50 N load,
as illustrated in Figure 25. Figure 26 shows the experimental
sine wave responses of different algorithms with the ISE
objective function, The experimental sine wave responses
of various algorithms with the IAE objective function
are shown in Figure 27, those with the ITSE objective
function are shown in Figure 28, and those with the ITAE
objective function are shown in Figure 29. The system’s ITSE
and ISE objective functions with SBO, PSO, and HGSPA
algorithms produce outstanding results. A slow response with
different objective functions is also generated by the SA
algorithm.

V. CONCLUSION
In this paper, For the linear servo mechanism, a dynamic
model was used in this study. The dynamic model was
specifically built to minimize modeling errors and to ensure
that any control techniques employed in themodel experience
the same challenges and conditions as the real model.
Moreover, A PI-Cascaded control technique was used for the
linear servo system which consists of two cascaded loops,
each of which controls a different system component. The
outer loop controls the system’s linear position, whereas
the inner loop controls the system’s speed. Furthermore,
four different meta-heuristic optimization algorithms (SBO,
HGPSA, PSO, SA) with four different objective functions
(ISE, IAE, ITSE, ITAE) were used to fine-tune the controller
parameters. 50 cm was used as the system’s reference input
throughout the experimental testing of the system. The PSO
algorithm with ITSE objective function has outstanding
responsiveness with low overshoot (0 cm) and quick rising
and settling durations (3.2231 s and 4.280 s).

On the other hand, experimental SBO testing using
different objective functions causes an excessive overshoot
response. To evaluate the robustness of the system. The
system was subjected to a 50 N force. During the 50 N load
experiment test, the system shows exceptional stability and
robustness. The responses of the system in the simulation and
experiment are comparable. Signal noise, encoder resolution
restrictions, microcontroller specifications, disturbances, and
PI saturation limits all contribute to a few variations, though.
Moreover, a sine wave signal is input into the system with
a 50 N load to test the stability and robustness of the system.

Future research initiatives are encouraged by the positive
results that were found for this prototype. The system can
use additional optimization approaches, such as the dif-
ferential evolution algorithm. Additionally, several adaptive
and machine learning-based controllers are proposed for
use in future research to improve control responses under
various loads. Additionally, this prototype may integrate
more advanced functionalities like an inverted pendulum
application.
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