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ABSTRACT Skin cancer is a senior public health issue that could profit from computer-aided diagnosis
to decrease the encumbrance of this widespread disease. Researchers have been more motivated to develop
computer-aided diagnosis systems because visual examination wastes time. The initial stage in skin lesion
analysis is skin lesion segmentation, which might assist in the following categorization task. It is a difficult
task because sometimes the whole lesion might be the same colors, and the borders of pigment regions
can be foggy. Several studies have effectively handled skin lesion segmentation; nevertheless, developing
new methodologies to improve efficiency is necessary. This work thoroughly analyzes the most advanced
algorithms and methods for skin lesion segmentation. The review begins with traditional segmentation
techniques, followed by a brief review of skin lesion segmentation using deep learning and optimization
techniques. The main objective of this work is to highlight the strengths and weaknesses of a wide range of
algorithms. Additionally, it examines various commonly used datasets for skin lesions and the metrics used

to evaluate the performance of these techniques.

INDEX TERMS Skin melanoma, pre-processing, segmentation, deep learning, optimization.

I. INTRODUCTION

Dermatologists can now identify and classify skin lesions
more easily because of advancements in medical image
processing [1], [2]. Pigmented skin lesions, categorized as
benign or malignant, are mostly brought on by aberrant
cell production in some areas. Since benign skin lesions do
not spread to neighboring tissues, they behave more orderly
than malignant lesions. Nevi are benign lesions, including
melanocytic, halo, blue, spitz, and dysplastic nevi (Fig. 1(a))
and seborrheic keratosis (Fig. 1(b)). Malignant lesions have
cells that divide quickly and have the potential to spread to
other body regions. These cells do not often perish, as hap-
pens with regular cells.

The two primary categories for skin cancer are melanoma
(Fig. 1(c)) and non-melanoma (Fig.1 (d)). Melanoma is
an aggressive, rare, and lethal form of skin cancer. Exam-
ples of non-melanoma include basal cell carcinoma (BCC),
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squamous cell carcinoma (SCC), and sebaceous gland carci-
noma (SGC). They are the most prevalent type of skin can-
cer. Furthermore, because these cancers have fewer chances
of spreading (metastasizing) to a different body area than
melanoma, they have a greater chance of being cured.
Melanoma is the deadliest skin cancer, with the greatest
fatality rate due to its high metastasis rates [3]. Compared
to melanoma cancers, non-melanoma cancers are simpler to
cure.

Age plays a critical part in melanoma risk. The average age
of persons who receive a diagnosis is 65 years old. Men are
twice as likely as women to acquire melanoma skin cancer.
According to some recent estimates, the number of melanoma
skin cancer fatalities in the United States in 2023 will be
significantly higher for men than for women [4].

Lately, there has been a lot of attention on developing
computer-aided diagnostic (CAD) systems for identifying
and assessing pigmented skin lesions from images [5], [6],
[7], which may help dermatologists halt the growth of
malignant lesions. Furthermore, early detection of malignant
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FIGURE 1. Skin lesions examples: (a) dysplastic nevus, (b) seborrheic keratosis, (c) melanoma, and
(d) non-melanoma [1].

lesions might increase the likelihood of a patient’s recovery
and create better circumstances for effective treatment.

On the other hand, the image segmentation step of CAD
systems also attracts a lot of attention. The lesion under
examination may be more accurately represented, and its
features can be extracted. On this topic, a significant amount
of research has been done. As a result, collecting, analyzing,
classifying, and evaluating the existing research findings is
critical.

The structure of the review paper is as follows. Section II
discusses image acquisition and available datasets. Section III
outlines various pre-processing methods for skin lesions.
The methodology for effective analysis of deep learning
techniques and optimization methods for skin cancer (SC)
segmentation is presented in Section IV. Section V demon-
strates the widely used criteria for evaluating various image
segmentation techniques. Sections VI and VII contain the
discussion and conclusions, respectively.

Il. IMAGE ACQUISITION AND AVAILABLE DATASETS FOR
SKIN CANCER

Dermatologists have employed several non-invasive imag-
ing techniques to help in skin lesion diagnosis. Imaging
techniques include dermatoscopy, confocal scanning laser
microscopy (CSLM), photography, ultrasound, magnetic
resonance imaging (MRI), optical coherence tomography
(OCT), and spectroscopic imaging [8], [9]. Clinical images
are typically referred to as microscopic images [10], [11],
and images are obtained using Epiluminescence microscopy
(ELM), often known as dermoscopy or dermatoscopy images
[12], [13], [14], [15]. Fig. 2 provides illustrations of der-
moscopy and macroscopic images [1].
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Clinical images are typically captured using general image
cameras or digital video equipment. However, the imaging
conditions in clinical settings can be unpredictable, with
images taken from varying distances and lighting conditions.
Moreover, these images may suffer from poor resolution,
which makes it challenging to identify minor lesions or
abnormalities. These challenges can impact the accuracy
of clinical diagnoses and highlight the need for advanced
imaging techniques and equipment that can reliably capture
high-quality images in diverse conditions. The presence of
artifacts in clinical images, such as reflections, shadows, skin
lines, and hair, can make it difficult to analyze skin lesions
accurately. Usually, Epiluminescence microscopy (ELM) is a
non-invasive image acquisition technique in which the lesion
is immersed in oil. After that, the images are captured by
a dermatoscopy device (with a certain camera). This tech-
nique makes it easier to see the skin’s surface pigmentation
pattern. The non-polarized imaging modality can occasion-
ally be attributed to oil immersion. Transillumination and
Cross-polarization are two other ELM techniques that can
be used. These modalities use a nevoscope device to cap-
ture the images. The transillumination modality accentuates
the blood flow and beneath vascular, whereas both modali-
ties emphasize surface pigmentation. Air bubbles and hairs
must be removed from the images to recognize skin lesions
better.

The datasets that are most often used in this research
area are presented in this section. Several freely available,
unrestricted online datasets, including DermalS, DermQuest,
and the ISIC for 2016, 2017, 2018, 2019, 2020, PH2, and
Dermofit, were used. The method for recognizing skin can-
cer on microscopic images was developed and tested [16].
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FIGURE 3. Common nevi (1st row), Atypical nevi (2nd row), and Melanomas (3rd row) from the PH2.

An overview of the publicly available dermatological datasets
is presented in Table 1.

DermlS is called the “Dermatology Information System.”
Nevus and melanoma are the two categories into which
this dataset is separated. There were 69 images, 26 nevi,
and 43 melanomas [17]. DermQuest has 137 images, Con-
sisting of two groups, melanoma 76 and nevus 61 images,
respectively [18].

The PH2 dataset is called ‘“Pedro Hispano Hospital.”
Melanoma, normal nevus, and atypical nevus are the three
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images in this dataset, with 40, 80, and 80 images in each
group. The dataset includes ground truth images and a
medical explanation for each image based on the medical
segmentation of the tested region. A skilled dermatologist
was used to apply the manual partitions of the lesion’s area
and dermoscopic norm (ground truth) [19]. The skin colors
characterized in this dataset may range from white to creamy
white. The images were carefully selected, as seen in Fig. 3,
taking into account their resolution, quality, and dermoscopic
features.
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FIGURE 4. Examples of various skin lesions from the ISIC 2017.
TABLE 1. Summary of skin lesions datasets.
DER  DERM ISIC ISIC ISIC20 ISIC ISIC
MiIS  Quest TH2 5016 2017 2018 2019 2020  DERMOFIT  EDRA
Nevus or Atypical Nevus 26 61 80 726 1372 6705 12875 46 331 560
Common Nevus - - 80 - - - - 5193 - 55
Melanoma 43 76 40 173 374 1113 4522 584 76 196
Seborrheic Keratosis - - - - 254 1099 2624 135 257 45
Basal Cell Carcinoma - - - - 514 3323 7 239 42
Dermatofibroma - - - - 115 239 - 65 20
Actinic Keratosis - - - - 327 867 37 45 -
Vascular Lesion or Hemangioma - - - - 142 253 - 97 29
Squamous Cell Carcinoma - - - - - 628 - 88 -
Intraepithelial Carcinoma - - - - - - - 78 64
Pyogenic Granuloma - - - - - - 24 -
Other/Unknown - - - - - - - 27124 - -
Total number of images 69 137 200 899 2000 10015 25331 33126 1300 1011

The ISIC 2016 ““International Skin Imaging Collabora-
tion,” proposed for the ISBI challenge, contains 900 training
images and consists of two classes in the training dataset.
Melanoma and benign classes comprise 173 and 727 der-
moscopic images, respectively [20]. The ISIC 2017 dataset
proposed for the “ISBI 2017 Challenge” includes 2,000
training images divided into three classes, represented by
374, 254, and 1372, respectively. Also includes a validation
dataset that contains 150 unique images, and the test dataset
unthinkingly held out 600 images [21]. Examples of various
ISIC 2017 skin lesions are shown in Fig. 4.

The ISIC 2018 dataset, HAM10000 (Human Against
Machine with 10,000 Training Images), consists of 10,015
training and 1,512 testing images. Seven classes are repre-
sented in the training dataset: Actinic Keratosis (AKIEC),
BCC, Benign Keratosis (BKL), Melanoma (MEL), Der-
matofibroma (DF), Melanocytic Nevus (NV), and Vascular
Lesion (VASC). There are various numbers of images in each
of these classes. There are 1,113 in the MEL, 6,705 in the NV,
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514 in the BCC, 327 in the AKIEC, 1,099 in the BKL, 115 in
the DF, and 142 in the VASC. One of the most challenging
problems in this dataset is classifying different images into
seven groups [22], [23].

The ISIC 2019 dataset consists of eight classes plus a class
for outlier images since each class has an unequal number of
images. These classes include 25,331 images, 12,875 from
NV, 4,522 from MEL, 3,323 from BCC, 867 from AKIEC,
2,624 from BKL, 239 from DF, 628 from SCC, and 253 from
VASC [24]. Fig. 5 shows the many forms of skin cancer. The
ISIC 2020 Challenge dataset includes 33,126 dermoscopic
training images of distinct benign and malignant skin lesions
from more than 2,000 patients. Each image is connected with
one of these individuals using a unique patient identifier.
The dataset’s images were divided into nine classes and one
unknown data image class [25].

The Dermofit Image dataset comprises 1,300 high-quality
focal images captured under standardized conditions with
internal color standards. In this dataset, there are ten different
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FIGURE 5. Examples of various skin lesions from ISIC 2019.

types of lesions. These classes include images for nevus,
MEL, seborrheic keratosis, BCC, DF, AKIES, hemangioma,
SCC, intraepithelial carcinoma, and pyrogenic granuloma,
totaling 331, 76, 257, 239, 65, 45, 97, 88, 78, and 24 [26].

The EDRA “Interactive Atlas of Dermoscopy” dataset
has 20 labels with various kinds of melanoma, including
BCC, blue nevus, Clark’s nevus, congenital nevus, dermal
nevus, combined nevus, DF, lentigo, melanosis, Reed nevus,
recurrent nevus, VASC [27]

Ill. PRE-PROCESSING METHODS FOR SKIN LESIONS
SEGMENTATION

The pre-processing step is an optional but significant step
implemented to provide better visual information for the
human viewers or to get improved input for the auto-
mated image processing algorithms. Pre-processing elimi-
nates unwanted artifacts such as hair, blood vessels, color
charts, ruler lines, marker inks, vignettes, noise, uneven light-
ing, and specular highlights. Without this step, the exact seg-
mentation of the image may not be easy. Most currently used
segmentation methods rely heavily on several pre-processing
methods to avoid the consequences of undesirable artifacts
that could impair accurate skin lesion segmentation [28].
Artifact removal methods are based on thresholding [29],
[30], filtering [30], morphology [31], [32], and DullRazor
[28], [33], [34], [35].

Similarly, image enhancement pre-processing techniques
are frequently used to improve dermoscopic images’ low
contrast and non-uniform illumination. These enhancement
methods depend on filtering [29], [36], [37], [38], contrast
adjustment [30], [36], adaptive histogram equalization [32],
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SCC

VASC

TABLE 2. Image pre-processing methods utilized in the segmentation of

skin lesions.

Artifacts removal Image enhancement Ref.
Deep learning method - [28]
Thresholding Median filter [27]
Morphological operations Unsharp filtering [31]
Morphological operations Histogram equalization [32]
DullRazor Median filter [35]
Noise filtering with intensity
DullRazor adjustment [36]
Threshold decomposition Homomorphic filtering. [37]
Contrast-limited adaptive [41],
- . L [42]
histogram equalization

Averaging filter Contrast enhancement [43]
- Adaptive histogram equalization [39]
- Adaptive gamma correction [44]
DullRazor Global-local Contrast stretching [45]
A fast-line detector Gamma correction [46]

. Contrast-limited adaptive
Frangi Vesselness filter hi o [40]

istogram equalization.

Top-bottom filtering, Log

Enhanced DullRazor transformation, and Contrast [47]
stretching.
- Z-score transformation [48]
Multi-scale

decomposition B [49]
DullRazor - [50]

Standard deviation-based
normalization and Mean
subtraction

[51]

[39], and contrast-limited adaptive histogram equalization
(CLAHE) [38], [40], [41], [42]. Studies have shown that the
best method for pre-processing medical images is CLAHE
among general enhancement methods [38].
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FIGURE 6. Challenges in identifying skin lesions: (a) hair artifact, (b) ruler mark artifact, (c) low Contrast, (d) color illumination, (e) bubbles,

(f) irregular boundaries, (g) blood vessels, (h) frame artifact.

Segmentation of skin lesions

Low-level segmentation techniques

Edge based

Region based

Threshold based

High-level segmentation techniques

Intelligence based

Fusion based

Other techniques

FIGURE 7. Techniques for pigmented skin lesions image segmentation.

The artifact removal and image enhancement methods
are frequently carried out before the segmentation, and
post-processing methods are applied to remove the remain-
ing noise. Various pre-processing methods that the relevant
researchers utilized for skin lesion segmentation are dis-
cussed in Table 2.
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IV. SKIN LESIONS IMAGE SEGMENTATION

In medical image analysis, segmentation is crucial, obtaining
an image’s region of interest (ROI) under analysis. Generally,
the segmentation process alludes to dividing an image into
distinct regions containing each pixel with kindred attributes
[52]. Accurate skin lesion segmentation is difficult because
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TABLE 3. Comparison between conventional methods and intelligence-based methods for skin lesion segmentation.

Segmentation
Techniques

Description

Advantages

Disadvantages

Edge-based

Region-based
segmentation

Threshold-based
segmentation

Intelligence-
based
Segmentation
- ANN models
- Genetic
Algorithms
- Fuzzy C-means
(FCM).
Deep Learning:
Fully
Convolutional
Neural Network
(FCN) - U-Net
- Deep Residual
Network
- SegNet.

Fusion-based
segmentation

Depending on the magnitude of the gradient used to
find the edges of the ROI, it may be possible to
determine changes in the intensity of the pixels in a
segmentable image. There are several instances of
edge detectors, including the Prewitt, Sobel,
Roberts, Laplacian, and Canny operators [54].

Depending on their properties, images are divided
into regions or collections of related pixels.
Examples: region-growing [55], splitting and
merging [56], and the Mumford—Shah method [57].

Depending on the image, a histogram and known as
point- or pixel-based. Examples: Otsu's, Adaptive
thresholding, Renyi's entropy, etc. [58], [59].

Depending on the artificial intelligence approach is
the widest approach in the automated dermatology
field [60].

Deep learning can learn optimal hierarchical
features from the raw images directly rather than
hand-crafted features by the network designer.
[61].

Combining two or more techniques to create a
sophisticated segmentation [62].

Typically simpler. Edges are
crucial components in an
image to separate regions

combination of results may
often be a good idea.

More information is available
to characterize your region
since regions cover more
pixels than edges. You could
use texture to detect a region;
however, dealing with edges
makes this difficult.

Its low storage needs, speed,
accuracy, and ease of use.

Fault tolerance, Flexibility,
fast computational time
during the inference stage,
and Maximum performance.

Utilize end-to-end learning,
where raw data is
transformed into a network,
and then the network learns
for optimal task automation.

By combining several
thresholding techniques, you
may get the optimal
thresholding.

Detection of an edge
where no actual border
exists. Possible generation
of double edges.
Extremely sensitive to
image noise.

Noise levels might also
influence the results,
generating two edges

simultaneously and
inaccurate detection.

There is no significant
grayscale difference or a
large overlap of the
image's gray values.

This technique must be
trained on a sizable
amount of image data.
Due to the intricacy of skin
lesions, acquiring prior
information on the number
of clusters is challenging.
Requires more expensive
computation than other
methods and huge amounts
of memory storage.

More complex and needs
higher computational
resources.

of the various image types and sources that might influence
skin color appearance. These are illustrated in Fig. 6.

The following list includes some of the most typical dif-
ficulties encountered while segmenting skin lesions from

images:

o Unclear boundaries:
Sometimes, the skin lesion image and its boundaries
become unclear. Many techniques are difficult in such
situations to identify and define lesion boundaries.

o Illumination variations:
Light in every place is not the same. The appear-
ance of the same lesion can change depending on the
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type of light system used. In clinical imaging, ensur-
ing enough light of the right intensity, brightness, and

color.

Unwanted data and artifacts:

Undesirable features like hair, moles, skin burns, bub-
bles, blood vessels, or wrinkles might make it diffi-
cult to determine the lesion’s boundaries and result in
unwanted or unsuitable lesions that serve no useful

purpose.
Image size and shape:

The variability in the form and size of the lesion bound-

ary makes the segmentation more challenging.
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TABLE 4. Research related to skin lesions segmentation.

Methods Ref.
Broad categorization Specific categorization Dataset )
[54]
Edge-based Edge detectors 320 images from the skin lesion dataset [63]
[64]
ISIC2017 [55]
(50 images for training &500 for testing)
[56]
ISIC(60 images) [57]
(23 benign& 37 malignant)
Region-based Region growth, Statistical - [65]
region merging, Iterative
stochastic region merging ISIC2017 [66]
(1126 for training & 520 for testing)
ISIC2017&PH2 [67]
PH2& ISIC
(200 dermoscopy & 2000 Kaggle’s skin [68]
lesion images)

PH2& ISIC2018
(200 & 2594 dermoscopic images) [69]
ISIC2018 [70]

Thresholding-based

Intelligence-based
(Al-based)

Otsu's thresholding,
Adaptive thresholding,
Iterative thresholding

Neural networks,
Evolutionary
computation, Fuzzy logic

(15 dermoscopy of melanoma images)

IS1C2017

(600 high-quality color images)

PH2& ISIC2017
(RGB dermoscopic images)

Prof. Ganster kindly provided the skin
database at the Vienna Hospital.
1041 images(972 nevus &69 malignant)

ISIC2018

(2594 for training &1000 for testing

dermoscopic images)

ISIC2016 (900 for training, 379 for testing)
ISIC2017(2000 for training, 150 for

validation, 600 for testing)

ISIC2018(10015 for training)

[58], [59], [71]

[72]

(73]

[74]

[60]

[61],[75]

[76]

[77]
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TABLE 4. (Continued.) Research related to skin lesions segmentation.

ISIC(318# of images)
(21 Angioma, 46 Nevus,41 Lentigo NOS,68 [78]
Solar Lentigo,51 Melanoma,54 Seborrheic
Keratosis,37 Basal Cell Carcinoma)

[79]
. ISIC2016 (900 for training, 380 for testing) [80]
X K-means clustering, >
Active contour-based . ISIC2017(2000 for training, 150 for
Gradient vector flow, A ?
. . validation, 600 for testing)
Region-based active, PH2(200
Contour algorithm, (200)
Active contour without
d; . . .
ecees 206 images (supplied by Vision and Image [81]
Processing Lab, University of Waterloo)
119 melanoma, 87 non-melanoma
ISIC (2594+2000+900) images.
Different skin lesions (Melanoma, Benign, [82]
Malignant, and ISIC vascular lesions)
PH2(200 dermoscopic images) [83]
ISIC2016 [84]
ISCI2016 (1279 images (273 melanoma and [62]
Chan-Vese, Dictionary- 1006 benign), 900 1mag<?s for training &
Other methods . 350 for testing.
based method, Hill- .
.. . ISCI 2017 (2750 images (517 melanoma
climbing, Dynamic . .
. and 2233 benign) 2000 training&750
programming .
testing.
PH2 (200)
200 images (116 melanoma& 84 non- [85]
melanoma)
[86]
ISIC2017(2750 dermoscopic) [87]
2000 images (1372 benign, 254
SK (seborrhoeic keratosis), and 374
melanoma) for the training set, 150 images
(78 benign, 42 SK, and 30 melanoma) for
validation, and 600 images (393 benign, 90
SK, and 117 melanoma) for testing
ISIC2018 (10015 dermoscopic images) [88]
o Imaging conditions: e Background image:
Imaging conditions indicate the kind of camera used. Lesion segmentation and feature recognition benefit
Changing the camera and resolution can significantly greatly from clean backgrounds, whereas complex back-
affect the state of the image. grounds make the segmentation task difficult.
o Aging: e Race and community:
Age-related skin changes include wrinkles, stretch This factor has a bigger influence on skin color. Com-
marks, fading of skin color, and other physical traits, pared to persons who live in tropical climate regions
including skin texture and smoothness. and warmer temperature conditions, those who live in
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FIGURE 8. Different deep neural network architectures for image segmentation.

colder climates are more likely to have their melanoma
diagnosed earlier.

Nevertheless, as previously stated, pre-processing methods
may be applied to the original images to facilitate the segmen-
tation process and improve the resultant accuracy [53].

In this section, we show several methods that are often used
in literature for pigmented skin lesion segmentation, such
as edge-, region-, thresholding-based methods, and methods
dependent on artificial intelligence (AI) and active contours
as shown in Fig. 7. Table 3 compares several segmentation
techniques, highlighting their advantages and disadvantages.
Table 4 shows some of the research that has been accom-
plished relevant to skin lesion segmentation.

A. DEEP LEARNING TECHNIQUES FOR SKIN LESION
SEGMENTATION

Recently, several studies explored how deep learning models
may be used to segment skin lesions. Deep neural networks
play a crucial role in diagnosing skin lesions. They are com-
posed of several connected nodes which work cooperatively
to solve a specific issue. Their structure is identical to the
human brain in terms of neuronal interconnectedness. DL and
neural networks (NN) have gained momentum in present-day
scientific research since they can learn from the context.
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A deep learning technique builds an artificial neural network
using a variety of layers. An artificial neural network (ANN)
comprises the input, hidden, and output layers [89]. The net-
work’s input layer receives the signal. An output layer makes
decisions relating to the input. Between the input and output
layers, many hidden layers accomplish computations. Deep
Learning allows computational models of multiple process-
ing layers to learn and represent data with multiple levels of
abstraction. DL is a rich family of methods comprising neural
networks, hierarchical probabilistic models, and a variety
of unsupervised and supervised feature learning algorithms.
This section overviews several deep-learning methods for
image segmentation.

Researchers have proposed various deep-learning mod-
els that achieve excellent skin lesion segmentation perfor-
mance [90]. Many deep learning network architectures fre-
quently used for image segmentation may be classified as
demonstrated in Fig. 8. Each technique has strengths and
weaknesses. A concise comparison of various deep-learning
image segmentation algorithms is provided in Table 5. Here,
we have shown the methods used in research papers and
information about the datasets authors used in their papers.

The following papers have been gathered from dif-
ferent sources, such as Google Scholar, IEEE Xplore,
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TABLE 5. Deep learning algorithms used for image segmentation.

Deep Learning
Algorithms

Description

Advantages

Disadvantages

CNN

U-Net

V-Net

RCNN

Fast R-CNN

Faster RCNN

Mask RCNN

DeepLabvl

DeepLabv2

It consists of convolutional layers
pooling and fully connected layers
[110].

The fully convolutional layers substitute
all of CNN's fully connected layers
[111].

It predicts a segmentation map by
merging location information from the
down and contextual information from

the up-sampling path [112], [113].

Each stage is convolved by volumetric
kernels of size 5x5x5 [114].

It extracts 2,000 regions (region
proposals) from the image using a
selective search method [115].

It utilizes a selective search method that
takes all images as input and region
proposals for its CNN architecture in a
one-forward propagation [116].

It makes utilization of the regional
proposal network [117].

Three outputs are generated for each
object in the image: its class, bounding
box coordinates, and object mask. [118].

To separate the features from an image,
it uses atrous convolution. A conditional
random field (CRF) also collects tiny
details [119].

It uses atrous spatial pyramid pooling
(ASPP) to combine various atrous
convolutions applied to the input feature

Uncomplicated. It includes
supplying the network with an
image's segments as input to label
the pixels.

The model produces a spatial
segmentation map instead of
classification scores.

It can effectively segment images
by a limited number of labeled
image training.

It can be used to segment 3D
data.

It predicts whether an object will
be in the proposal's region.
Additionally, it expects four
offset values to improve the
bounding box's accuracy.

Compared to R-CNN, it increases
mean average precision (MAP).

It uses a novel region proposal
network (RPN) for generating
region proposals, which saves
time compared to traditional
algorithms like Selective Search.

Easy and adaptable technique.

The most advanced method is

currently available for image
segmentation.

High-speed results by atrous
convolution. Merging DCNNs
and probabilistic graphical
models enhances the localization
of object boundaries.

Adequately segments objects at
multiple scales.

It is unable to handle different
input sizes.
Having a fixed output layer size
makes segmentation tasks
difficult.

It requires a lot of training to
achieve good performance.

It can easily overfit on small
datasets, leading to poor
generalization performance.

The resolution of the data is
reduced.

Training the network to classify
2,000 region proposals per image
takes time. The Selective search
method is static. Real-time
implementation is not possible.

Because of the selective search
region proposal generation
method, there is a long
computation time.

It still uses the Selective Search
Algorithm, a slow and time-
consuming process.

It takes around 2 seconds per
image to detect objects, which
sometimes does not work
properly with large real-life
datasets.

A lot of time is spent on training.

CRF use slows the algorithm.

Fine object boundaries are
difficult to capture.
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TABLE 5. Deep learning algorithms used for image segmentation.

map at various sampling rates [120].

Sharper object boundaries are captured

DeepLabv3 via atrous separable convolution [121].

It expands DeepLabv3 by adding a
decoder module to improve
segmentation outcomes around the
objects' borders [122].

DeepLabv3+

The ability to pick up larger
context information due to atrous
convolutions and extract features

at different scales.

Compared to deepLabv3, there is
better segmentation performance.

For object boundaries, additional
work must be done.

It is a sizable model with many
parameters that need to be

trained. So, Large GPU memory
is required.
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Analysis Based in Publication Year

25

. /\

15

10 \

5 S
4

0 ; ; ; ; ; '

2017 2018 2019 2020 2021 2022
Publication Year

Number of research papers

FIGURE 10. The number of research papers in optimization for skin
lesion segmentation.

ScienceDirect, and SpringerLink. Occasionally, the finding
also suggests some authors have used more than one dataset,
which is also mentioned below. This survey also shows the
authors’ names and models or segmentation techniques.
Table 6 discusses various deep-learning methods the
related researchers used to segment skin lesion images.
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FIGURE 12. Analysis based on datasets.

B. OPTIMIZATION TECHNIQUES FOR SKIN LESION
SEGMENTATION

The optimization process identifies the best possible solu-
tion(s) to a certain issue. Optimization problem examples
involve determining the shortest path to a destination or plan-
ning tasks to decrease spent time or consumed. Optimization
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TABLE 6. Deep learning algorithms used for skin lesions segmentation.

No. of
Author Year Methods Dataset name tested
images
Lin BS,, et al. [122] 2017 U-Net and C-Means Clustering-based approach ISIC2017 2000
Bozorgtabar B. ct al. [123] 2017  Deep Convolutional Netwlorks gulded by local unsupervised ISBI 2016 1,279
earning
Izadi S. et al. [124] 2018 Generative adversarial networks DermoFit 1,300
GAN (FCNN+ CNN)
Mirikharaji Z, Hamarneh G. [125] 2018 Fully convolutional network (FCN) ISB12017 2,750
Nida N. etal. [31] 2019 RCNN and FCM clustering ISIC-2016 1,279
Unver HM. and Ayan E. [33] 2019  Combining the GrabCut algorithm with the You Only Look
. PH2, ISBI - 2,950
Once (YOLO) deep convolutional neural network. 2017
Fully automated deep learning ensemble methods depend on
Goyal M., et al. [126] 2019 Mask R-CNN and DeeplabV3+methods. ISIC-2017, PH2 2,950
Xie F. etal. [127] 2020 Proposed a novel CNN (high-resolution convolutional ISIC-2016, PH2 1,479
neural network)
Banerjee S, et al. [ 128] 2020 deep learning-based “You Only Look Once (YOLO)’ ISIC 2017, 20,250
algorithm ISIC 2019, PH2
Automatic semantics uses FCN-AlexNet, FCN-8s, FCN-
Kaymak R., et al. [129] 2020 165, and FCN-32s. ISIC 2017 2,750
Zafar K., Gilani S.0. [130] 2020 Combines two arphltectures, U-Net with ResNet, ISIC 2017, PH2 950
collectively called Res-Unet.
Oztiirk S, et al [131] 2020 Improved fully convolutional network(IFCN) ISIC 2017, PH2 2,950
Al-Masni MA, et al [132] 2020  Deep learning full resolution convolutional network (FRCN) IS1C
-Mas ,€ eep le: g full resolution convolutio: etwo 20162017.2018 11,720
Liu L., Tsui Y.Y., Mandal M. [133] 2021 A novel CNN architecture using auxiliary information ISBI1 2017 2,750
Mirikharaji Z., et al. [134] 2021 An ensemble of Bayesian fully convolutional networks ISIC, PH2, 3,500
(FCNs) DermoFit
Anand V., et al. [135] 2022 A modified U-Net architecture PH2 200
Akyel C., et al. [136] 2022 LinkNet-B7 ISIC2018, PH2 13,200
Alahmadi M.D. [137] 2022 Multi-Scale Attention U-Net (MSAU-Net) ISIC 2017, 4,794
. " ISIC2018, PH2 ™
Zhao C. etal. [138] 2022 An improved model based on U-Net++ ISIC2018 2,594
Mustapha A, et al.[139] 2023 Residual Full Convolutional Network (ResFCNET) ISBI 2016, ISBI 3,879

2017

VOLUME 11, 2023

85479



IEEE Access

K. M. Hosny et al.: Deep Learning and Optimization-Based Methods for Skin Lesions Segmentation

TABLE 7. Comparison of different optimization techniques for image segmentation.

Optimization Techniques Advantages Disadvantages Ref.
Particle Swarm Optimization Acceptable for multi-objective and constraint Unsuitable for non-coordinate systems [94]
(PSO) handling. Applicable to situations with a fuzzy and scattering problems. Suffers from
nature. partial optimism.
Cuckoo search (CS) Higher accuracy and convergence rate. Decreases Generates uncertainty in optimal [95]
errors and keeps an algorithm away from local values.
minima. Suitable for problems involving
unconstrained Optimization.
Ant Colony Optimization Suitable for problems that require fragile results. In Contrast to theory, research is [96]
(ACO) Prevents convergence to a local optimum experimental. Convergence time is
Inherent Parallelism. Associated with problems uncertain.
where the source and destination are specified
and predetermined.
Gray Wolf Optimization Fewer parameters, simple principles, and slow convergence speed,' lo“./ solution
. . accuracy, and easy falling into the [97]
(GWO) implemented easily. .
local optimum
Firefly optimization Deals with a combinatorial op Hmiz atl_on Setting parameters is directly tied to
problem. Fast convergence speed. High inner certain optimization problems [98]
parallelism. The ability to automatically sub- P p ’
division.
Artificial bee colony Solves optimization problems with constraints. Exclusively deals with problems of a [99]
optimization Ability to find the best solutions on a global small to medium size.
(ABC) scale.
‘Whale optimization algorithm Solving complex optimization problems. Simple Converging slowly. Stagnating at [106]

(WOA)

structure, less required operator. Has optimal

local minima and poor stability.

performance and efficiency.

typically seeks to determine the best and most appropriate
solution to a problem. Because Optimization appears in every
problem, its focus has significantly grown in recent decades
[91]. It is used in different fields, including computer science,
engineering, finance, data analysis, machine learning, bioin-
formatics, image segmentation problems, fuzzy control sys-
tems, and other areas [92]. Various optimization techniques
have been developed, where different solutions are evaluated
to select the optimal one for the current issue. The efficiency
of the best solution is determined by the algorithm employed
to deal with the problem. The appropriate algorithm must be
chosen to solve the current issue. The optimization process
may be initiated by a single or a set of random solutions using
an optimization technique. First, the optimization process
begins with an initial random solution, which is subsequently
iteratively improved. Second, optimization processes gener-
ate and enhance solutions [93].

Optimization techniques have been commonly used for
image segmentation since many imaging problems may be
formulated as minimization ones, with the recovered image
as the target minimizer. Meta-heuristic techniques are now
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considerably more popular with multilevel image threshold-
ing. These methods have garnered much interest because
conventional multilevel image thresholding approaches are
typically computationally costly. The most widespread
meta-heuristic algorithms used to solve the thresholding
problem include the particle swarm optimization (PSO)
algorithm [94], cuckoo search (CS) algorithm [95], ant colony
optimization algorithm (ACO) [96], gray wolf optimization
(GWO) algorithm [97], firefly optimization algorithm [98],
Artificial bee colony optimization [99], whale optimization
algorithm (WOA) [100], Harris hawks optimization (HHO)
[101], and equilibrium optimizer (EO) [102]. In addition
to these traditional techniques, several recently approved
meta-heuristic techniques include the chimp optimization
algorithm (ChOA) [103], manta ray foraging optimization
[104], slime mould algorithm [105], black widow optimiza-
tion [106], marine predators’ algorithms (MPA) [107], arti-
ficial gorilla troops optimizer (GTO) [108] and the golden
jackal optimization (GJO) [109].

Table 7 compares various optimization techniques for
image segmentation. The table lists the advantages and
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TABLE 8. Optimization methods used for skin lesions segmentation.

No. of

Author Year Methods Dataset name tested

images
Eltayef K. et al. [140] 2017 Combining Particle Swarm Op'tlmlzatlon with Markov PH2 200

Random Field
. . Artificial bee colony optimization PH2, ISBI 2016, ISBI 3,400
Aljanabi M. et al. [141] 2018 (ABC) 2017, Dermls
Dey N. et al. [142] 2018 Social group optimization (SGO) Dermis, Dermquest, 140
ISBI2016

Sayed G.I. et al. [143] 2020 Multi-swarm coyote optimization algorithm (MCOA) PH2 44

Masoud Abdulhamid New Auxiliary Function with properties in Nonsmooth
LA. etal. [144] 2020 Global Optimization PH2, ISBI2016, ISBI2017 3,100
Eight different suitable combinations of conventional From 74 patients collected
clustering (i.e., K-means and Fuzzy C-means (FCMs)) at Psoriasis Clinic and
Dash M. etal. [145] 2020 with four swarm intelligence (SI) techniques (i.e., seeker Research Centre, 780
optimization (SO), artificial bee colony (ABC), ant colony Psoriatreat, Pune,
optimization (ACO) and particle swarm optimization Mabharashtra, India.
(PSO))
Hawas A.R. et al. [146] 2020 Optimized clustering estimation for neutrosophic graph ISIC 2016 1,279
cut algorithm (OCE-NGC).
. K-mean with
Garg S, Jindal B. [147] 2021 optimized firefly algorithm (FFA) ISIC, PH2 1,200
HousseE?‘g.]I-I ~etal. 2022 Improved golden jackal optimization algorithm (GJO) ISIC ](2)‘;6(;0

disadvantages of several optimization techniques. Every tech-
nique has strengths and weaknesses, as shown in the table
below. So, the choice of Optimization is determined by the
user’s application level. Table 8 discusses the various Opti-
mization methods used by the related researchers to segment
skin lesion images.

C. OPTIMIZED DEEP LEARNING

There are various methods for optimizing the learning step
of neural networks, and there are few studies about deep
neural networks and their applications. Recently, novel opti-
mization ideas also entered the scene in combination with
deep learning techniques to improve the reconstruction of
images by optimally choosing different parameters/functions
of interest in the models. This section shows an overview of
the optimized deep-learning techniques. Table 9 discusses the
various Optimized Deep-learning methods related studies use
to segment skin lesion images.

V. POPULAR EVALUATION METRICS

Several metrics assess the segmentation results for measuring
image segmentation algorithms’ output quality. The follow-
ing metrics are frequently used to evaluate the performance:

VOLUME 11, 2023

Precision (P), Sensitivity (SEN), Specificity (SPE), Accuracy
(ACC), Jaccard index (JAC or IoU), and Dice coefficient
(DIC).

A. PRECISION
Precision provides information on the percentage of input
data cases assessed as true [159]. Precision is determined
according to equation (1).

TP

Precision = ——
TP + FP

(H
B. SENSITIVITY

Sensitivity is the proportion of positive outcomes (prediction)
among those who are positive, as shown in equation (2).

TP
Sensitivity = TP+—FN (2)

C. SPECIFICITY
Specificity is the proportion of negative outcomes (predic-
tion) among those who are negative according to equation (3).

s TN
Specificity = TN+ FP 3
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TABLE 9. Optimized deep learning methods used for skin lesions segmentation.

No. of
Author Year Methods Dataset name tested
images
Yuan Y. et al.[149] 2017 Deep, fully convolutional networks with Jaccard distance ISIC2016, PH2 1479
S. Vesal. et al. [150] 2018 A convol.ut.lonal neural nerork (CNN) call‘ed. SkinNet ISIC2017 2000
(Training network using the Adam optimizer)
. . PH2, ISIC 2017, Dermofit, 4,430
Tan T.Y. et al. [151] 2019 Ensemble deep networks and hybrlq clustering mf)d?ls are ALL-IDB2
subsequently constructed depending on the optimized
CNN and hybrid clustering.
Zhang L. et al. [152] 2020 The whale optimization algorithm optimizes the CNN DermlS, Dermquest 22,000
models' weight and biases.
Adegun A.A. etal. [153] 2020 A novel FCN-based DenseNet framework. HAM10000 l(g\(/)e()ro
Tan T.Y. et al. [154] 2020  Tlybrid learning Practical Swarm Optimization (HLPSO) s prp 1S1C 2017 1,034
Khan M.A. et al. [155] 2021 Deep learning feature and improved moth ISIC2016, ISIC 2017, ISIC 6,723
flame optimization (IMFO) 2018, PH2
Sahin N. et al. [156] 2021 Robust Optimization of SegNet hyperparameters. ISBI 2016, ISBI 2017 2,899
. Simple linear iterative clustering (SLIC) and ant colony
Singh L. et al. [157] 2021 optimization (ACO) algorithms, PH2 200
(SLICACO)
Backtracking Search Optimization Algorithm (BSA) with ISIC 318
Anupama C.S. et al. [78] 2022 Entropy-Based Thresholding (EBT), for example, the
BSA-EBT technique Shallow Convolutional Neural
Network (SCNN)
Salih O, Duffy KJ [158] 2023 optimized Convolutional Neural Network (CNN) using a HAM10000, ISIC2017, 47,346
genetic algorithm ISIC 2018, ISIC 2019
D. ACCURACY TABLE 10. The number of research papers per year.
Accuracy measures the proportion of true results (both true
p051t1yes and tnlle ne.gatlves)' among the total number of cases Year L Deep Optimization Optllmlzefl deep
examined, as given in equation (4) carning carning
2017 11 3 1
Correct Predicitions TP+ TN 2018 34 9 1
Accuracy = — = 2019 65 9 2
Total Predicitions TP+ TN + FP + FN 2020 59 20 5
@) 2021 103 11 9
2022 139 7 17
Total 411 59 35

E. JACCARD INDEX
Known as Intersection over union (IoU), also recognized
as the Jaccard similarity index, is a measure of similar-
ity for the two sets of data and can be described in the
equation (5) [160]:

2% TP

Jaccard Index = (@)
2% TP+ FP+ FN
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F. DICE COEFFICIENT
The dice coefficient (DIC) measures the similarity and over-
lap between the ground truth and the predicted output. It is
described in equation (6):

2% TP

DIC = (6)
FP+2xTP+ FN

VOLUME 11, 2023



K. M. Hosny et al.: Deep Learning and Optimization-Based Methods for Skin Lesions Segmentation

IEEE Access

TABLE 11. Analysis based on accuracy.

ACCURACY

o DermlS Dermofit  PH2 ISIC2016  ISIC2017  ISIC2018  ISIC2019  DermQuest
98.00- 100 [146], [155] [147], [78] [121]
R BRI g
95.00-97.99 4] [135-[137]  [146],[149] H;g} Hiﬁ [158]
4057 osskosel g e
[158]
(87111251,
[691,[126],
91.00-94.99 24 Lol prpag kUl QO TR [142]
[144] [1501,(156]
81.00- 90.99 (8] 132 132
71.00- 80.99 [132] [66]

The TP, TN, FP, and FN denote the true positive, true
negative, false positive, and false negative, respectively. It is
important to note that high Specificity and Sensitivity indicate
the great result of a given method.

VI. ANALYSIS AND DISCUSSION
This section of the paper analyzes skin lesion segmentation
methods based on the publication year and quality parameter,
i.e., accuracy and datasets utilized.

A. ANALYSIS BASED ON PUBLICATION YEAR
This subsection presents the analysis based on the publica-
tion years of the works related to skin lesion segmentation.
Table 10 presents the approximate number of papers pub-
lished in the last six years from the Web of Science Core-
Collection (Elsevier, Springer Nature, Hindawi Publishing
Group, IEEE, MDPI, et al.). The approximate number of
publications published between 2017 and 2022 has been
determined. As a result, we found a gradual increase in the
interest of researchers in this field with each passing year.
Fig. 9, 10, and 11 show the number of research papers pub-
lished in deep learning, Optimization, and optimized deep
learning for skin lesion segmentation, respectively. From
Fig. 10, we notice that in 2020, most optimization research
papers were published, and the number began to decrease.
On the contrary, in Fig.9 and 11, the number of research
papers increases yearly.

B. ANALYSIS BASED ON ACCURACY

In this subsection, we will discuss the accuracy we have
achieved according to our papers presented in Table 11.
According to each column, we have listed the accuracy
achieved by papers on that specific dataset and their corre-
sponding percentage accuracy. Even though we found papers
with multiple submissions with different accuracy levels,
we have continued to include them. The outcomes of our
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research involve five papers, i.e., [78], [121], [146], [147],
[155], which have achieved accuracy between 98—100% for
PH2, ISIC2017 Dermquest datasets. Two papers, i.e., [132]
[66], have alow level of accuracy for ISIC 2016 and 2017 data
sets, respectively.

C. ANALYSIS BASED ON DATASETS

In this subsection, we present the analysis based on the
datasets we have adapted in this research, and various datasets
play an important role in melanoma segmentation, feature
detection, etc. In Fig. 12, the most common datasets for
melanoma detection are displayed. Our research shows that
PH2 is now the most widely used dataset, followed by the
ISIC 2017 datasets.

VIl. CONCLUSION AND FUTURE DIRECTIONS

Melanoma, a dangerous type of disease, is causing increased
deaths yearly. In recent years, melanoma has become one of
the most common reasons for human death. In the case of
early detection, patients will have a better chance of surviv-
ing. So, the accuracy of computerized melanoma detection
becomes more and more important. Detection of melanoma
begins with skin image pre-processing, followed by segmen-
tation. The skin lesion classification may be erroneous if the
lesion segmentation is not carried out appropriately.

The chance of detecting melanoma is decreased if the
segmentation is performed poorly. Therefore, this paper
presents an analytical survey of the major pigmented skin
lesion segmentation techniques. The literature survey anal-
ysis shows that researchers developed and applied various
techniques. These techniques cover pre-processing and seg-
mentation techniques of skin lesion images. Deep learning,
Optimization-based, and Optimized Deep learning methods
were examined.

The literature survey analysis clearly shows that the
researchers developed and applied various computational
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approaches. However, among them, the rising of deep
learning-based and optimized deep learning image segmen-
tation techniques is noticeable since several public datasets
have ground truth images. Deep learning-based and opti-
mized techniques are frequently employed for lesion seg-
mentation, producing highly promising segmented outcomes.
The important advantage of using the optimization techniques
is that it reduces the time complexity and helps increase
efficiency without degrading the quality of the image. Nature-
inspired optimization algorithms have been used for mul-
tilevel thresholding or clustering skin lesion segmentation
and are effective and achieve high results compared to tradi-
tional algorithms. It is also noticed that traditional techniques
(edge-, region-, thresholding-based) approaches are also used
but not significantly in this domain.

Deep learning has common issues, including network
structure design, 3D data image segmentation model, and
loss function design. Designing 3D convolution models to
analyze 3D skin lesion image data is a researchable direction.
Loss function design has long been a challenge in deep learn-
ing research. Optimized Deep Learning models solve these
problems.

In addition to segmentation techniques, this research
looked at the dataset(s) that the authors utilized in their publi-
cation and when training their models. Based on the accuracy
achieved by their segmentation technique, we also did a com-
parison analysis of the utilized research publications. It has
also been noticed that the high usage of the PH2 dataset. In
addition to PH2, the ISIC 2016 and 2017 datasets have been
utilized significantly. However, ISIC 2019 and 2020 datasets
should be widely used in the future.

The following are some significant future directions:

« Enhancing image quality with advanced techniques can
also improve performance, in addition to the develop-
ment of CNN models. It will also be possible to segment
lesions using an embedding system automatically.

« Different combinations of layers and classifiers can be
explored to improve the accuracy of the image segmen-
tation model. An efficient solution is still required to
improve the image segmentation model’s performance.
So, the various new deep learning model designs can be
explored by future researchers.

« Mobile dermoscopic image analysis: With various
inexpensive dermoscopic designed for smartphones,
mobile dermoscopic image analysis is of great interest
worldwide, especially in regions with limited access
to dermatologists. Typical DL-based image segmenta-
tion algorithms have millions of weights. In addition,
classical CNN architectures are known to show dif-
ficulty in dealing with certain image errors, such as
noise and blur. Furthermore, it has been shown that DL-
based skin lesion diagnostic models are vulnerable to
similar artifacts: different kinds of noise and blur, bright-
ness and contrast changes, dark corners, bubbles, rulers,
ink markings, etc. Therefore, the current dermoscopic
image segmentation algorithms may not be ideal for
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execution on typically resource-constrained mobile and
edge devices needed for patient privacy so that upload-
ing skin images to remote servers is avoided.
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