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ABSTRACT Speaker recognition is an indispensable technology for biometrics. It distinguishes individuals
based on their vocal patterns. In this paper, a joint confirmation method based on the Akaike Information
Criterion (AIC) of reconstruction error (REE) and time complexity (AIC-Time joint confirmation method) is
proposed to select the optimal decomposition rank of NMF. Furthermore, non-negative matrix factorization
(NMF) is applied to the spectrogram to generate speaker features. The network for speaker recognition is
based on Convolutional Neural Networks combining Squeeze Excitation (SE) blocks with ResNeXt, and the
best combination is explored experimentally. The SE block conducts a channel-level adaptive adjustment of
the feature maps, reducing redundancy and noise interference while improving feature extraction efficiency
and accuracy. The ResNeXt convolutional neural network concurrently executes multiple convolutional
kernels, acquiring richer feature information. The experimental results demonstrate that compared to speaker
recognition based on Gaussian mixture models (GMM), Visual Geometry Group Network (VGGNet),
ResNet, and SE-ResNeXt using spectrograms, this method increases the accuracy by an average of 5.8% and
16.24% under the overlaid of babble and factoryl noise with different signal-to-noise ratios, respectively.
In the short speech test, the test set is short speech of 1s and 2s, and the noise is superimposed. Compared
with other methods, the recognition rate is increased by an average of 8.67% and 11.72%, respectively.

INDEX TERMS Speaker recognition, non-negative matrix factorization, ResNeXt, squeeze-excitation,
akaike information criterion.

I. INTRODUCTION

Speaker recognition is using information contained in speech
features to achieve speaker classification. These features
offer a vast range of data about the speaker, including
their gender, emotional state, dialect, etc. The fundamental
frequency of speech can distinguish between males and
females, with males typically having a lower pitch and
females having a higher pitch. The average speech rate,
pitch change and resonance peak are closely related to
the speaker’s emotion and dialect [1]. The sets of features
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fall into different categories: time, frequency, and combina-
tions [2]. Speaker recognition can be performed accurately
through these extensively researched features. The traditional
speaker identification method requires less training data and
computing resources during the training phase. During the
recognition phase, the extracted features are matched against
the model library for identification. The speaker with the
highest probability is selected and recognized as the target
speaker [3]. While conventional speaker recognition methods
perform well under ideal circumstances, real-world scenarios
have distracting factors such as speech duration, background
noise, and the speaker’s physical condition. Nonetheless,
using deep neural networks (DNN) [4], speaker recognition
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can overcome these difficulties and present superior
performance.

Speaker recognition technologies currently fall into two
categories: traditional statistical models and computer-based
deep learning models. Statistical modeling approaches
such as GMM [5], Hidden Markov models (HMM) [6],
i-vectors [7], and joint factor analysis (JFA) [8] are widely
utilized for speaker recognition. Statistical model-based
recognition requires pre-modeling speaker features and clas-
sification based on the existing model during recognition.
However, this approach must be improved in effectively han-
dling recognition tasks under complex conditions. Factors
such as background noise, shorter speech duration, and lower
speech volume impact recognition rates, making it challeng-
ing. With the emergence of deep networks and their excellent
performance in the ImageNet competition [9], these networks
have been successfully applied in speaker sentiment recogni-
tion and recognition with equally impressive performance.

Traditional statistical and computer-based deep learning
models share similarities in acquiring speech features. The
unique acoustic characteristics of the individual, whether in
the time domain or frequency domain, form the basis of
the features, which are then encoded in a series of contin-
uous speech signals. Feature acquisition for speaker recog-
nition is becoming more advanced, with the combination of
time-frequency domains leading to more distinct features.

Some commonly used speaker features, such as Mel-
frequency cepstral coefficients (MFCC) [10], linear frequency
cepstral coefficients (LPCC) [11], speech spectrograms, and
achieve excellent results. In [12], the method uses NMF to
decompose spectrograms, using the resulting feature matrix
as model input. The experimental results compared the per-
formance of this feature with other features, including in
noisy environments and short speech.

Speaker recognition technology research began in the late
1940s. However, due to limitations in technology during that
time, feature extraction and recognition accuracy were lim-
ited, and the conditions for recognition were also challenging.
With the advent of Dynamic Time Warping (DWT) [13] and
Vector Quantization (VQ) [14] technologies, speaker recog-
nition greatly improved. Later, GMM and Gaussian Mixture
Model-universal Background Model (GMM-UBM) [15], due
to their flexibility, simplicity, effectiveness, and robustness,
quickly became the mainstream methods and are still utilized
today. The artificial neural network approach that emerged
afterward has been utilized and improved up to the present
day. With the rapid development of computer technology in
the 21st century, the computational requirements for neural
networks have been satisfied, and an increasing number of
DNN models have been proposed and widely utilized in
speaker recognition, further enhancing speaker recognition
performance [16].

NMF is a widely used matrix factorization technique in
machine learning and data analysis designed for feature
extraction from non-negative matrices [17]. Its fundamental
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objective is to factorize a non-negative matrix V into two
non-negative matrices W and H, i.e., Viyxy & Wyrw,rHrxn.
In this decomposition, the matrix V represents the orig-
inal data, while matrices W and H represent the latent
feature matrices that capture the most important patterns
and structures in the data. Crucially, unlike Singular Value
Decomposition (SVD) [18] and Principal Component Anal-
ysis (PCA) [19], NMF only produces non-negative factors,
making it particularly useful for data with naturally occurring
non-negative values, such as spectrogram data. Lee et al. [20]
utilized NMF to decompose the spectrogram of indoor noise,
and the resulting feature matrix was identified utilizing a
convolutional neural network (CNN). In [21], NMF is used
for source separation of speech and music, also the most
widely used field of NMF. The goal of the NMF decompo-
sition process is to find matrices W and H that accurately
represent the original data V. This is typically achieved by
specifying the target rank of the W and H matrices, which
determines the number of features to be extracted. The main
objective of the NMF algorithm is to minimize the difference
between V and its approximation WH based on distance or
dissimilarity measures such as the Frobenius norm, Kullback-
Leibler divergence, or Euclidean distance [22]. Nonetheless,
the choice of the decomposition rank of NMF is usually
selected through empirical values and experimental results,
and there is no fixed method to set an optimal decomposition
rank.

AIC, as a statistical metric, considers both the goodness of
fit and computational complexity. Developed by the Japanese
statistician Hirotugu Akaike in 1974 [23], the principle
behind AIC is to identify the model that best conforms to
the observed data while minimizing the number of param-
eters. This principle aligns with intending to determine the
optimal decomposition rank, which minimizes the compu-
tational complexity in the decomposition and is the most
appropriate. Based on the maximum likelihood estimation
principle, AIC estimates probability distribution parameters
using observed data. In [24], Zhiwen Zhao et al. proposes
an empirical likelihood-based Akaike information criterion
(AIC) to select variables for the generalized random coeffi-
cient autoregressive model. In [25], AIC is used to select the
best decomposition rank of NMF, and AIC is directly based
on the sum of squares of the difference between the original
matrix and the reconstructed matrix.

DNN has shown outstanding performance in classifica-
tion and recognition, and many researchers have applied
it to speaker recognition. Variani et al. [7] utilized DNN
to extract feature vectors from spectrograms, which they
named d-vectors. The final output represents the speaker’s
d-vector. Snyder et al. [26] proposed an x-vector based on
Time Delay Neural Network (TDNN), which can cap-
ture long-term speaker features. Nguyen An et al. [27] used
Visual Geometry Group Network (VGGNet) and ResNet
networks that incorporated a self-attentive structure to handle
variable-length speech segments, enabling the learning of
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FIGURE 1. Speaker recognition framework. (The pink waveform in the test is the overlaid noise. The dotted line in the figure indicates the

first calculation.)

speaker characteristics from different aspects of the input
sequence. Previous studies have shown that including SE
blocks in a model effectively improves classification perfor-
mance. JAVIER NARANJO-ALCAZAR et al. [28] achieved
superior performance in acoustic scene classification by
incorporating SE blocks into their model, outperforming the
baseline model. Bingzhang Zou et al. [29] achieved impres-
sive classification results in radio signal recognition using a
residue fusion network combined with SE blocks.

This paper proposes a method for jointly determining the
optimal decomposition rank of NMF based on REE-based
AIC and time complexity. The speaker recognition model
is based on a network model combining SE blocks and
ResNeXt. The article overview is presented below. Section II
introduces the overall process and main contributions of
the speaker recognition framework proposed in this article.
Section III, part A introduces the preprocessing of speech
data and the extraction of the spectrogram in detail; part B
introduces the feature matrix obtained by the NMF decom-
position of the spectrogram and the selection of the opti-
mal rank of NMF by AIC-Time joint confirmation method.
Section IV describes the architecture of the neural network
model. Section V presents the experimental setup on the
AISHELL-1 [30] dataset and the performance comparison of
the proposed method with other methods. Finally, Section VI
gives the conclusion.

Our main contribution is to select the optimal decomposi-
tion rank of NMF using REE-based AIC and the joint time
complexity method and to experimentally select the optimal
position in the combination of SE block and ResNeXt for
speaker recognition.

Il. SPEAKER RECOGNITION FRAMEWORK

The proposed speaker recognition method in this article
mainly consists of two components. First, use the AIC-Time
joint confirmation method to confirm the optimal decom-
position rank of NMF in the preprocessing stage, and then
use NMF to decompose the spectrogram to obtain the fea-
ture matrix. This is a crucial step to eliminate redundant
and irrelevant information from the spectrogram and extract
only the requisite features required for speaker recognition.
Secondly, a deep neural network architecture consisting of
ResNeXt and SE blocks trains the speaker recognition model.
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The optimal form of the combination was also found in
follow-up experiments. Combining these two modules lets
the network capture deep time-frequency characteristics cru-
cial for speaker recognition. The ResNeXt module enables
more efficient and accurate feature extraction, while the SE
block adjusts channel-wise feature responses to enhance the
quality of extracted spectrogram features.

The proposed speaker recognition method is shown in
FIGURE 1. The speech signal is preprocessed in the training
phase, and the spectrogram is output. Then use the AIC-Time
joint confirmation method to select the optimal decomposi-
tion rank of NMF under the current data set. Apply NMF to
decompose the spectrogram and generate the feature matrix.
The ResNeXt network combined with SE blocks further
processes the feature matrix to extract deep time-frequency
features and train the speaker model. The proposed method
has been evaluated on datasets with different background
noise levels, showing good classification performance.

Remarkably, experimental results show that the proposed
method surpasses other state-of-the-art techniques in terms of
recognition accuracy, demonstrating its effectiveness in terms
of the robustness of speaker recognition systems in noisy
environments.

The main contribution of this article is the joint determi-
nation of the optimal NMF decomposition rank using AIC
based on matrix reconstruction error and time complexity
and applying NMF to extract speaker features from speech
spectrograms. The speaker recognition task is accomplished
by training the speaker model using the SE-ResNeXt model.
The reasons for using NMF to extract features are as follows:

1) To reduce the dimensionality of input features, decrease
the computational load of the network, and improve the model
efficiency.

2) To reduce feature redundancy and achieve the goal of
feature extraction.

3) Separate signal sources benefit the model recognition of
speech and noise signals.

On the other hand, residual networks have more layers and
computational complexity than other convolutional neural
networks, which can extract more profound speaker fea-
tures from the input. Group convolution in ResNeXt [31]
achieves lower error rates than other residual networks with
the exact computational cost. Adding SE blocks enhances
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FIGURE 2. Speech data pre-processing. Input data pre-processing output
to spectrogram.

valuable features in the network and weakens the weights
of less influential features. Therefore, the combination of
ResNeXt and SE blocks [32] has been chosen as the neural
network model for speaker recognition. The final experimen-
tal results confirm the effectiveness of this method in speaker
recognition.

Ill. SPEAKER FEATURE EXTRACTION

A. ACQUIRING SPECTROGRAMS

The preprocessing of speech data is carried out to acquire
the spectrogram information of the speaker. Preprocessing
involves pre-emphasis, framing, windowing, and short-time
Fourier transform (STFT) [33], amongst other steps. Pre-
emphasis, similar to a high-pass filter, enhances the speech’s
high-frequency components, improving the speech signal’s
intelligibility. The pre-emphasis formula is as follows: the
pre-emphasis coefficient « ranges from O to 1. In this study,
a is set to 0.97.

Hz)=1-—az"! (1.1)

The dataset’s sampling frequency is 16kHz, and the exper-
iment’s frame length is 25ms. This implies that each frame
comprises 400 samples, while the frameshift is at 10ms,
which equates to 160 samples. A Hamming window [33]
function is used to address signal continuity after framing,
while its formula is as shown below,

_ 2nn _
o) [0.54 0.46c0s (#24).0=n =N —1 02

0, n = otherwise

where n is the frame signal after framing and N is the size of
the frame signal. The process of obtaining a spectrogram for
speech data preprocessing is shown in FIGURE 2.

The resulting spectrogram FIGURE 3 contains a wealth
of information, including time and spectral data. It assumes
a two-dimensional shape, where it possesses three dimen-
sions of information. The x-axis corresponds to the temporal
dimension, whereas the y-axis denotes the frequency domain.
The bright and dark hues depicted on the chart convey the
amplitude dimension’s information. The brighter colorations
represent stronger intensities, whereas the darker hues portray
weaker intensities.

Despite this, there still exists redundant information in the
spectrogram. Moreover, that irrelevant information might sig-
nificantly impact the recognition performance of the model.
In the presence of noise, speaker recognition accuracy would
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FIGURE 3. Spectrogram of speech. The depth of the color indicates the
intensity magnitude of a given frequency component.

be seriously affected, which calls for using NMF to eliminate
redundant information in spectrograms and extract relevant
features for separation noise and speaker signals. The exper-
imental results show that the feature matrix obtained by
NMF decomposing the spectrogram is better than using the
spectrogram directly as a speaker feature, especially in the
environment of noise and short speech.

B. AIC-TIME JOINT CONFIRMATION METHOD FOR
OPTIMAL NMF RANK

In NMEF, the feature matrix and coefficient matrix contain
different aspects of the original matrix information. The fea-
ture matrix represents the original matrix’s characteristics
and contains the data’s original mode and structure. Each
column of the feature matrix corresponds to a basic feature
of the original matrix, and these basic features can represent
all the data points of the original matrix. The coefficient
matrix represents the weighted combination of each data
point of the original matrix on the feature matrix, including
the importance and contribution of the data points in the
original matrix [34]. Therefore, the feature matrix and coefti-
cient matrix contains different information about the original
matrix, with the feature matrix describing the structural char-
acteristics of the data and the coefficient matrix describing
the contribution of the data points to different structures [35].

Usually, W is called a “‘basic matrix’’ or ‘““feature matrix”,
and H is called a “coefficient matrix’’ or ‘““‘activation matrix”’,
where all elements of W = {fi,fo---,fu} and H =
{c1,c2 -+, cny} are non-negative numbers.

By applying NMF to the feature extraction and data
dimensionality reduction of the speaker’s spectrogram, the
proposed approach in this paper effectively eliminates the
redundant information contained in the spectrogram, signifi-
cantly reducing the data volume of the model. This is a crucial
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step for speaker recognition, as it reduces computational com-
plexity and enhances the discriminative power of the model.
Moreover, NMF can also be used for unsupervised learning
tasks such as clustering, which can be helpful in applications
such as image segmentation and document clustering [36].
In summary, NMF is a powerful technique that can be applied
in various data-driven applications to extract relevant fea-
tures, reduce dimensionality, and enhance the discriminative
power of models.
Table 1 gives the basic decomposition steps of NMF.

TABLE 1. Procedure of NMF.

Input: Spectrogram (Non-negative matrix 77, ), M and N are the
dimensions of the input spectrogram.

Output: The feature matrix # and the coefficient matrix H.
1. Determine the dimension and number of the feature matrix.
2. Initialize feature matrix # and coefficient matrix H.

3. According to the objective function, iterative optimization is performed
by alternately updating the feature matrix # and the coefficient matrix H.
4. Stop iterating until the objective function converges or reaches the
preset number of iterations.

5. The feature matrix W and the coefficient matrix H are output from the

decomposition.

VA‘,; ,v in the table is the matrix representation of speech
signal Y(n). M represents the frequency resolution of Y(n),
and N represents the number of speech frame samples of
Y(n).

In the preprocessing section of this paper, the speech signal
is subjected to non-negative matrix decomposition on the
spectrogram. The feature matrix consists of columns rep-
resenting the basic spectral composition of local spectral
structures in the spectrogram, encompassing critical charac-
teristics specific to the speaker. The decomposition rank R
of the feature matrix plays a crucial role in signal analysis
by determining the number of basic spectral components into
which the spectrogram is decomposed. On the other hand, the
coefficient matrix comprises the sound intensity of distinct
segments in the spectrogram, with each element representing
the weight corresponding to a basic spectral composition. The
present paper utilizes the feature matrix as the input of the
model network to gain insight into the speaker’s essential
voice features.

There are four standard methods for initializing non-negative
matrix factorization. These methods include random initial-
ization, random NMF initialization, SVD initialization, and
random initialization with additive noise [37]. However, since
the data in this experiment consists of continuous signal data,
it is recommended to utilize the SVD initialization method.
This method involves decomposing the spectrogram data
matrix using SVD, which allows the initial value to accurately
reflect the primary components of the spectrogram [38].

The Wy, feature matrix and the H, .y coefficient matrix
are updated through alternate iterations, and the iterative
update rule is shown in formula (1.3), and (1.4). The objective
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function adopts Euclidean distance, which is more suitable
for dealing with continuous signal data. The objective func-
tion is shown in the formula (1.5). where V is the original
matrix and V' is the reconstructed matrix.

T
w o WV WVEDIH ) o
1K><NHT
T
H<—H[V/(WH)]H (1.4)
WTlgxn
2
min [V -V =¥, (vi—vi) (1.5)

The feature matrix and coefficient matrix obtained from
the speaker’s spectrogram by NMF are shown in FIGURE 4,
FIGURE 5. The choice of decomposition rank depends on the
original matrix’s specific structure and data characteristics.
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Choosing an appropriate decomposition rank is crucial to the
decomposition results, but there is currently no fixed rule to
confirm the best decomposition rank.

The REE [39] be a metric for evaluating the decomposi-
tion quality. It measures the difference between the original
matrix V and the reconstructed matrix V'. Evaluated by the
reconstruction error, the decomposition quality is effectively
measured with lower values indicating accurate representa-
tions of the original data by the reconstruction matrix. The
formula for reconstruction error is represented below.

;
REE = ||V — WH||r = \/Zij(vi,- — >, WiHy)?
(1.6)

In the formula, the error value is measured by the Frobenius
norm, which defines the square root of the sum of the square
differences between the corresponding elements of the origi-
nal matrix V and WH.

.
RSS = Z,»,- Vi — >, WaHy) (1.7)

It is important to note that the reconstruction error is a
crucial indicator to measure the decomposition quality in
practice. However, the decomposition rank corresponding to
the lowest reconstruction error value sometimes does not
translate to the best choice. Other factors need to be con-
sidered when choosing the ideal decomposition rank. In this
experiment, AIC is used based on the reconstruction error
sum of squares (RSS) to find the ideal decomposition level.

The formula for AIC in this experiment is presented below.

AIC =2k —2In(L) (1.8)

where k is the number of parameters in the model and L is the
likelihood function. In the decomposition experiment, k is the
penalty term of matrix decomposition. Likelihood functions
are useful for measuring the goodness of fit of a given model
and data. In NMF, the observed data matrix V can be fitted by
the product of non-negative matrices W and H,i.e.,V ~ WH.
The problem of non-negative matrix factorization can thus
be expressed as a maximum likelihood estimation problem.
By maximizing the likelihood function, the optimal W and H
matrix values of the reconstruction matrix V' can be finally
found. The likelihood function is obtained by assuming that
the observed data are independent and identically distributed,
and the assumed distribution must be consistent with the real
distribution.

By assuming that the RSS of the NMF obeys a normal
distribution with a mean of 0 and a variance of o2, the
value of o2 can be estimated using the maximum likelihood
method. The variance o2 represents the noise or variation in
the original data that cannot be explained after NMF. In the
case where the NMF parameter and the estimated value of o2
are known, the calculation of the likelihood function is the
joint probability density function of the observed data and
adopts the standard distribution form with a mean of 0 and
a variance of o2, so the joint probability density function of
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the multivariate normal distribution is used in the calculation
of the likelihood function. The calculation deduction of the
likelihood function L of the non-negative matrix factorization
is as follows.

L= W exp[—%(x —w'E @ —wl 1.9

In the above Gaussian probability density function [39],
the d-dimensional column vector of X = [x], x2, ..., x4]7,
w=1[ur, 2, ..., ud]T is the d-dimensional mean vector; >
is the d x d dimension Covariance matrix, ¥ ! is the inverse
matrix of >, | X] is the determinant of >_. In NMF, set V ~
WH, and add Gaussian noise &, then each data point in V
can be represented by

,
Vi=_ WiH+ej (1.10)

where ¢;; is Gaussian noise with mean 0 and variance o2.

Substitute into formula (1.9) to get
—n =1 1 _
L =Qm)7 2|7 expl—5(x = w2 — w1 11

where Y is the n x n -dimensional covariance matrix, and the
covariance matrix is a symmetric matrix. On the premise that
all variables are independent, the off-diagonal elements of the

covariance matrix are 0, so |X| = 012022032 .. .a,% = o2 and
the inverse matrix for 21 = diag(crlz, 022, 032, el U,f)’l.

Simplified formula (1.11).

L= (27102)7 exp[—%(V —WHY' SNV — WH)]
(1.12)

Computes the maximum likelihood estimate of the vari-

ance o2 using the RSS and the number of observations m x n.

, RSS

o =

(1.13)
mXn

AIC = 2(mr 4+ rn) — 21In(L) (1.14)

Finally, the calculated likelihood function is substituted
into formula (1.8), yielding the AIC values at different
decomposition ranks. The penalty term of AIC, which is
2(mr + rn), punishes decomposition ranks with more param-
eters, and the penalty term increases as the decomposition
rank increases. The penalty term’s purpose is to balance the
decomposition rank and computational complexity. The AIC
value is a relative measure of the decomposition quality,
and a lower AIC value indicates a better fit between the
decomposed matrix and the original data [40].

The AIC values of NMF at different decomposition ranks
are shown in FIGURE 6. However, it is crucial to select the
optimal decomposition rank by considering both the quality
of the decomposition and the computational complexity.

It is crucial to note that a single choice cannot determine
the optimal decomposition rank of NMF. The choice depends
not only on the AIC value (lower is better) but also on
the experimental analysis’s specific research questions and
data requirements. More considerable decomposition ranks
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provide better outcomes in some cases, but this significantly
increases the computational cost and even overfitting. There-
fore, it is necessary to select a balance point between the
goodness of the decomposition and computational complex-
ity. The current goal of the experiment is to achieve excellent
decomposition performance at a low computational time.
Furthermore, the experiment presents the NMF computa-
tion time for different decomposition ranks, as displayed in
FIGURE 7. The orange dots represent the original compu-
tation time, and the green line is the smooth curve of the
entire computation time. The smooth curve visually presents
the variation of computation time as the decomposition level
increases. As seen in the figure, the decomposition time
significantly increases as the decomposition rank increases.
Finally, The experiment seeks a balance between com-
putational complexity and decomposition excellence. The
minimum-maximum normalization is applied to linearly map
the AIC value and the computation time to a value range
from O to 1, which helps preserve the relative relationship of
the original data and simplifies the selection of the optimal
decomposition rank. FIGURE 8 illustrates the normalized
AIC curve and the smooth computation time curve.
FIGURE 8 exhibits the curves of AIC and computation
time normalized to the same scale, and the red circles on
the graph represent the intersection points of the curves. The
significance of the intersection point is that it indicates the
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balance point between model complexity (measured by AIC)
and computation time. The current optimal decomposition
rank is the intersection point corresponding to the decompo-
sition rank (rank=30). In the subsequent NMF calculations,
the experiment will apply a factorization rank of 30.

IV. NEURAL NETWORK MODEL

A. RESNEXT MODEL STRUCTURE

ResNeXt is an aggregated residual network that builds on
the residual network (ResNet) initially proposed by Saining
Xie et al. [41]. ResNeXt offers higher accuracy than ResNet
without increasing the network’s computational cost. It can
be seen as a combination of ResNet and Inception [42],
with a more straightforward design and lower computa-
tional requirements than Inception. ResNeXt also adopts
the ‘splitting-transforming-aggregating’ strategy [41], intro-
ducing cardinality to control the group size. The ‘splitting’
step divides the input high-dimensional features into low-
dimensional features, the ‘transforming’ step performs a
linear transformation of low-dimensional features, and the
‘aggregating’ step combines the low-dimensional features
from all groups.

Compared to ResNet, the essence of ResNeXt lies in block
convolution, which is a method between ordinary convolu-
tion and separable convolution. Initially, AlexNet [43] used
separate convolution. However, it had to split the convolution
operation into two GPUs for training due to GPU limitations,
and the training parameters were not shared. The individual
branch structure and parameter settings of group convolution
are the same, and fewer parameters are required than with
ordinary convolution.

The structure of the ResNeXt group convolution is shown
in FIGURE 9, where N represents the total number of
convolution kernels and C represents the number of group
convolutions.

B. SQUEEZE EXCITATION STRUCTURE

The SE block was introduced by Jie Hu et al. [44] in 2017.
It is a method for modeling the correlation between fea-
ture channels in CNN by selectively amplifying important
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FIGURE 9. Aggregated residual transformations.

features and suppressing less relevant features, thereby
enhancing the accuracy of the network [28].

FIGURE 11 shows the combination of the SE block and
CNN, with the SE block running in parallel with the output
of the network structure. The working principle of the module
can be summarized as follows: First, a global average pooling
operation is performed on network’s output, referred to as the
squeeze process, and is shown in the formula (1.15).

The output 1 x 1 x C data then undergoes two fully
connected layers to learn the correlation between channels,
referred to as the excitation process. The first fully connected
layer performs dimensionality reduction and is activated by
ReLU. The second fully connected layer restores the original
dimension, and the sigmoid function is applied to limit the
datato O to 1. The resulting value is multiplied by the network
output to generate the input for the next level.

1 H w o
20 = Fyue) = gm0 D i) (L13)

The original feature map is H x W x C, where H is the
height, W is the width, and C is the number of channels. The
Squeeze step uses global mean pooling to average the fea-
tures inside the channel, thus obtaining the global description
features.

X = scue (1.16)

X¢ is the product of the SE block acting on the network,
completing the recalibration of the original feature in the
channel dimension. Here, u, is the original output of the
network structure, s, and is the scalar output of the SE block.

C. ESTABLISHING THE SE-RESNEXT NETWORK
Nowadays, CNN has matured in the application of bioinfor-
matics [45]. Common CNN comprises convolutional layers
responsible for feature extraction and pooling layers, which
reduce feature dimensions.

The speaker recognition method proposed in this article
is based on the SE-ResNeXt network, which differs from
other speaker recognition models as it has a complex and
deep structure. The input data with an initial size of 224224
undergoes the residual network structure and is then mul-
tiplied with the convolutional output of the SE block. The
output is subjected to batch normalization (BN) and Rectified
Linear Unit (ReLU) activation function before being fed into
the next layer. Finally, the results are produced via global
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average pooling and a fully connected layer. The network
structure is illustrated in FIGURE 10.

Table 2 provides parameter information for each layer of
the network. The number 32 in the table denotes the number
of groups, wherein the number of groups in conv2 to conv5
is 32. The following 4d indicates the number of convolution
kernels for each group in a sequence of group convolutions.

V. EXPERIMENTS

A. EXPERIMENTAL DATA

The AISHELL-ASR0009-OS1, an open-source speech
database, is utilized in this experiment, and the total recording
duration is 178 hours. The recordings were made in a noise-
less environment using three distinct devices: a high-fidelity
microphone (with audio down-sampling at 16kHz, and a
resolution of 44.1kHz, 16-bit), an Android phone (16kHz,
16-bit), and an iOS phone (16kHz, 16-bit). The recording
featured 400 speakers from various regions with different
Chinese accents.

The experiment uses speech data from 200 speakers for
training and testing. To maintain the uniformity of each
speaker’s data, the initial 280 data are utilized for training,
while the last 30 are used for testing. The training data is
divided into a network training set and a validation set at an
8:2 ratio. In the experiment, ambient noise from the NoiseX-
92 noise library is deployed, and the noise is mixed with the
speech based on SNR levels. The tabulation of the specific
use of experimental speech data is shown in Table 3.

B. EXPERIMENTAL EVALUTION INDEX

Speaker recognition is a complex process that involves ana-
lyzing a paragraph to identify the speaker. It is important to
note that the experiment uses a closed-set data set, meaning
that the speaker being tested belongs to a set of known
candidates while the recognized speaker is also from a set of
known speakers. This experimental design provides a unique
challenge for accurately measuring speaker recognition
performance.

Throughout the experiment, the standard performance
index for speaker recognition is the correct recognition rate.
This index is ascertained by determining the proportion of
speakers accurately identified within the speech sample, uti-
lizing the formula TNC/TNR. Here, TNC represents the
total number of correct recognitions, and TNR represents
the total number of recognitions. This performance index
results in a more precise and comprehensive evaluation of the
speaker recognition model’s efficacy in multi-choice settings.
This assessment is indispensable in enhancing the model’s
performance to cater to the diverse requirements of various
applications. The formula is as follows.

INC
Accuracy = TNR x 100% 1.17)

C. EXPERIMENTAL PLATFORM
The Pytorch deep learning library in the Python library is
utilized in the implementation of this experiment, with the
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FIGURE 11. Overall structure of SE-RESNEXT network.

computer GPU tapped into for intensive training assistance.
The computer specifications utilized in the experiment are as
follows: an AMD Ryzen 9 5950 x 16-core processor, 128GB
of running memory, and an NVIDIA GeForce RTX3090
24GB graphics card. In model training, Adam is employed
as the model optimizer to update network parameters, with
the learning rate set to 0.001. The model was trained for
60 batches, with 64 small batches for training and 8 small
batches allocated for validation. Training and validation data
are shuffled to avoid data input sequence influence on the
network, increase randomness, and improve network gener-
alization performance.

Since speaker recognition is a classic classification prob-
lem, the network’s loss function is cross-entropy, which
characterizes the proximity between the actual and antic-
ipated output. In the experiment, the network’s parameter
and training-related settings are refined to achieve optimal
settings.

D. EXPERIMENTAL COMPARISON

During the experiment, strict accuracy evaluation was imple-
mented for every selected model to guarantee model reliabil-
ity and validity. Input features were meticulously chosen to
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TABLE 2. SE-ResNeXt-101 template.

stage output
convl 112x112

SE-ResNeXt-101(32x4d)
7x7,64, stride 2

3x3 max pool, stride 2
Ix1,128
3x3,128,C=32
1x1,256

| f¢,[16,256]

conv2 56x56

11,256
3x3,256,C=32 4
X
conv3 28%x28 11,512

| fe32.512]

1x1,512
3x3,512,C=32 %23
conv4 14x14 1x1.1024

| fe[64,1024] |

1x1,1024
3x3,1024,C=32
1x1,2048

| fc.[128.2048]

convS X7

1x1 Average pool, 1000-d fc, Softmax

TABLE 3. The distribution of the AISHELL-1 data set in the experiment.

Speaker Utterances Total data Proportion
Training data 280 56000 90%
200
Test data 30 6000 10%

incorporate critical information and exclude needless noise.
Furthermore, the neural network architecture for each model
was conscientiously crafted to balance model complexity
and efficiency. The experiment was repeated numerous times
to confirm the validity of the results, and the data analysis
process was meticulously executed to eliminate any potential
bias or confounding factors. As a result, the experimental
settings were rigorous and comprehensive, reassuring the
validity and reliability of the outcomes.

In the experiment, to measure the performance of different
methods and input features on the dataset. In Table 4, the first
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TABLE 4. Comparison of each method structure.

Method Input feature Model
MFCC-GMM MFCC GMM
VGG16 Spectrogram VGGI16
ResNet Spectrogram ResNet 50
SE-ResNet Spectrogram SE-ResNet 50

SE-ResNeXt (Spec) Spectrogram SE-ResNeXt 101

SE-ResNeXt (NMF)  Feature matrix (NMF) SE-ResNeXt 101

0.8

0.6

0.4 1

“Training Accuracy (100%)

VGG16
0.2 1 ResNet
SE-ResNet
—— SE-ResNeXt (Spec)
0.0 1 —— SE-ResNeXt (NMF)

T T T T T T T
0 10 20 30 40 50 60
Epochs

FIGURE 12. The performance of each method on the training set.

method, MFCC-GMM, is a Gaussian mixture model using
MFCC as a feature, and the second to fourth methods use
a spectrogram as an input feature. The input feature for the
last method is the feature matrix of the spectrogram after
non-negative matrix factorization.

The FIGURE 12 illustrates the performance of each
method on the training set. It can be observed that the residual
networks have the fastest increase in iteration accuracy, while
VGG16 has lower iteration accuracy than the other methods.
Overall, all methods have a consistent accuracy after 30 train-
ing iterations. The following experiments were conducted
using the aforementioned best training model.

Table 5 presents the speaker recognition accuracy of
each method in a clean speech environment. As can be
observed from the table above, all compared methods exhibit
good recognition performance without the inclusion of noise
or other processing methods. SE-ResNeXt (Spec), which
employs traditional spectrograms as input, boasts an out-
standing recognition rate of 99.45%. SE-ResNeXt (NMF)
also exhibits a good recognition rate of 97.67%. The disparity
in performance can be attributed to the loss of some fea-
ture information on the spectrogram through NMF. However,
attaining a clean and informative recognition environment
is quite exigent in complex and dynamic recognition envi-
ronments. Therefore, the ensuing experiments were designed
to evaluate the recognition performance of each method in
complex settings.

The initial set of experiments aimed to test the perfor-
mance of each method under different noise levels, thus
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TABLE 5. The number of parameters of the model and the accuracy of the
test set.

Method Params Data set Accuracy
MFCC-GMM — 97.97%
VGG16 1.3835¢+8 96.17%
ResNet 2.5550e+7 99.18%
AISHELL-1
SE-ResNet 2.8065¢+7 99.32%
SE-ResNeXt (Spec) 9.3528e+7 99.45%
SE-ResNeXt (NMF) 9.3528¢+7 97.67%

evaluating the ability of the methods to capture features.
To this end, the original speech data from the AISHELL-1
database was utilized for testing, and additional noise data
from the NOISE-92 database was introduced to the test set.
The experiment aimed to simulate a range of challenging
recognition scenarios by incorporating diverse noise samples.
Specifically, babble noise was chosen as it closely matches
the noise present in real-world recognition environments,
thereby increasing the practical applicability of the proposed
method. In addition, a commonly-used factoryl noise was
also included as overlaid noise. To quantify the effect of noise
on the recognition performance, the experiment employed
preset SNR levels for superimposing the noise on the speech
data. The experimental results are shown in FIGURE 13 and
FIGURE 14.

In the presence of babble noise, it has been observed
that each method demonstrates a commendable recognition
performance within the range of 15-20 dB of SNR. However,
as the SNR decreases further, the accuracy of the other meth-
ods drops significantly. Nonetheless, SE-ResNeXt (NMF)
maintains a consistent recognition rate of 85.4% even when
the SNR is as low as 5 dB. Regarding using SE-ResNeXt
(Spec) with spectrogram, it still exhibits impressive perfor-
mance during testing, and its framework outperforms other
methods.

The FIGURE 14 experimental results indicate that all
methods’ recognition performance is significantly reduced
under factoryl noise. However, only the method that uti-
lizes NMF consistently performed better than other methods
across all SNR levels, providing further evidence that NMF
is conducive to improving recognition rates in challenging
noise environments. This is achieved with lower computa-
tional complexity while still delivering superior performance.
This is due to NMF’s characteristic of feature dimensionality
reduction and classification signal source, which reduces data
redundancy and improves feature extraction efficiency.

VGG16 and ResNet generate feature information from
the last layer of the network, often neglecting some shallow
texture information and channel-related features, potentially
useful for speaker recognition. Traditional MFCC-GMM esti-
mates parameters of acoustic features, while noise in recogni-
tion can lead to parameter deviation and variance expansion
in Gaussian distribution, significantly affecting recognition
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FIGURE 13. The performance of each method overlaid with babble noise.
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FIGURE 14. The performance of each method overlaid with factory1
noise.

TABLE 6. Short speech recognition performance of each method.

Method

Duration SE-ResNeXt  SE-ResNeXt
MFCC-GMM VGGl16 ResNet SE-ResNet
(Spec) (NMF)
Is 69.4% 74.5% 95.0% 96.0% 96.0% 90.3%
2s 80.1% 94.7% 98.9% 98.9% 99.2% 94.8%

accuracy. As shown in FIGURE 13 and FIGURE 14, MFCC-
GMM speaker recognition has the lowest accuracy among all
methods.

E. SHORT SPEECH RECOGNITION PERFORMANCE

In order to further investigate the effectiveness of the
proposed algorithm in complex recognition environments,
a second experiment was conducted. The following table
showcases the results of the experiments on the short speech
performance of each method, whereby short speech levels of
Is and 2s were utilized to evaluate the recognition perfor-
mance of each method on short speech segments.

The experiment employed endpoint detection before inter-
cepting the test audio to guarantee the absence of lengthy
silent periods in the short speech (1s, 2s) test samples. This
procedure ensures that only valid speech clips are fed to the
methods.
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FIGURE 15. The performance of each method on short speech (1s)
overlaid babble noise.
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FIGURE 16. The performance of each method on short speech (2s)
overlaid babble noise.

Table 6 above shows the performance of six different meth-
ods for various durations.

Subsequently, the experiment augmented the test difficulty
by introducing noise into the short phonetic samples. The
challenging experimental conditions rigorously examined the
performance of each method. The experiment comprised two
conditions: short speech samples lasting for 1s and 2s, and
babble noise. As depicted in FIGURE 15 and FIGURE 16,
the recognition rate of each method was evaluated under short
speech samples containing babble noise.

From FIGURE 15, it can be intuitively concluded that
SE-ResNeXt (NMF) still performs excellently in the noise
environment of 1s. SE-ResNeXt (NMF) has maintained a
stable recognition level between the SNR of 5-15 and still
has a recognition rate of 59.5% even under SNR=5. At the
same time, the highest recognition rates of other methods
did not exceed SE-ResNeXt (NMF) at the same SNR level.
This observation suggests that incorporating SE blocks and
NMF into the ResNeXt method enables it to focus on the
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TABLE 7. Performance of different decomposition ranks.

NMF Precision Recall Accuracy
R=3 95.6% 95.15% 95.2%
R=5 96.3% 95.9% 95.9%
R=10 96.7% 96.4% 96.5%
R=20 97.1% 96.9% 97.0%
R=30 97.7% 97.5% 97.6%

TABLE 8. Performance of combining SE blocks in different positions.

System Precision Recall Accuracy
Baseline 95.1% 94.4% 94.5%
Conv=2, 3 97.3% 97.1% 97.1%
SE-ResNeXt (NMF) 97.7% 97.5% 97.6%
TABLE 9. Overlaid 10dB of babble noise.
System Precision Recall Accuracy
Baseline 91.8% 89.3% 89.3%
Conv=2, 3 95.7% 95.1% 95.0%
SE-ResNeXt (NMF) 96.1% 95.7% 95.7%

information that significantly contributes to the final clas-
sification, thereby improving its performance. Additionally,
the integration of NMF has facilitated the removal of the
information redundancy in the network input in low SNR con-
ditions, consequently achieving noise reduction and signal
source separation. Overall, addition the SE block and NMF
improves the method’s performance, making it more robust
and reliable in the presence of noise.

The results presented in FIGURE 16 indicate that the
accuracy rates of all methods have improved when the speech
length is increased to 2 seconds. This increase in speech
length allows for more speech information in each method,
leading to better recognition performance overall. In addition,
it is worth noting that when the SNR is between 12.5-15, the
recognition rate of the model based on the residual network is
higher than that of other models. At low SNR, SE-ResNeXt
(NMF) with NMF performs better than other methods with a
slower accuracy drop. At an SNR of 5, the recognition rate of
SE-ResNeXt (NMF) on 2-second audio snippets was 76.60%,
significantly higher than that of other methods at the same
level. This can be attributed to the increase in features pro-
vided by longer speech samples and the effective separation
of noise sources by NMF in noisy environments. Experimen-
tal results further emphasize the importance of considering
speech length when designing speaker recognition methods.

F. PERFORMANCE OF DIFFERENT DECOMPOSITION
RANKS

In prior investigations on NMF [18], the choice of NMF
decomposition rank usually relies on commonly used values,
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such as R = 3, 5, or 10. In [20], the experimental results show
that when R < 5, the number of R has a more significant
impact on the system. However, the system performance
variation becomes less pronounced as the decomposition rank
increases. Therefore, the final choice of decomposition level
set by the author is R = 10. This paper does not use empirical
values, but uses the AIC-time joint confirmation method to
determine the most suitable decomposition level for a spe-
cific experiment. The experiment compares the recognition
accuracy using empirical values. The outcomes of employing
various decomposition levels in the system are presented in
Table 7, illustrating their respective performance.

Furthermore, this experiment incorporates the assessment
metrics of precision rate and recall rate, which are defined as
follows.

Precision = e (1.18)
nrp + nrp

Recall = — 1 (1.19)
ntp + nFN

The macro-average method is used for multi-category
problems, and the evaluation indicators (Precision/ Recall)
of different categories are added to calculate the average.
Among them, nrp is True Positive, and the positive class is
predicted to be positive; ngp is False Positive, and the negative
class is predicted to be positive; nry is False Negative, and the
positive class is predicted to be negative.

In Table 7, In the evaluation of the widely employed
empirical value decomposition rank, it is observed that the
accuracy rate exhibits an upward trend as the decomposition
rank increases. Notably, when the decomposition rank R
is below 10, there is a substantial decrease in the model’s
performance. The optimal performance is achieved using the
factorized rank validated through the AIC-time joint confir-
mation method.

Consequently, the decomposition rank R = 30, as deter-
mined by this experiment’s confirmation method, represents
the most advantageous rank.

G. EXPLORATION OF SE BLOCKS AT DIFFERENT STAGES

In [46], it was found that the optimal combination position
of SE blocks in speaker verification applications is between
conv2 and conv3 in the residual network. Table 8 compares
the combination positions proposed in this study with the
optimal combination position mentioned in the referenced
literature, where the baseline model represents a network
without any SE blocks.

The performance of the baseline model on the AISHELL
dataset could be better. However, upon integrating the SE
block into the model, previous research has demonstrated
a remarkable accuracy rate of 97.1%. Remarkably, the
employed combination yielded a modest improvement of
0.5% compared to the aforementioned best-performing com-
bination in this experiment.

To further study the model performance of different combi-
nations, in Table 9, 10dB noise is overlaid on the test set, thus
revealing the differences in different acoustic environments.
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The baseline model exhibits marked inferiority compared
to the model incorporating SE blocks in the noise test. The
two models with SE blocks have a better recognition rate
of noisy speech, and the model used in this paper reaches
the highest accuracy rate of 95.7%. The combination of SE
blocks in the network model can effectively improve the
recognition performance, and the combined position of SE
blocks also has different effects on performance. Combining
SE blocks after each convolutional layer has the best recog-
nition performance for the current experiments.

VI. CONCLUSION

This paper proposes to use REE-based AIC and a joint com-
putational complexity method to select the optimal decompo-
sition level of NMF and to experimentally select the optimal
location of the combination of SE blocks and ResNeXt for
speaker recognition. The speaker feature is a feature matrix
obtained by applying NMF to the spectrogram. Compared
with the traditional spectrogram, it has better robustness and
sparsity and can effectively extract feature information. The
optimal decomposition rank of NMF is also confirmed by the
AIC-Time joint confirmation method. The ResNeXt network
utilizes residual connections and group convolution to extract
features from speech signals better. The combination with
the SE block enables adaptive adjustment of channel weights
in feature maps, enhancing the network’s representational
capacity.

Finally, compared to other commonly used speaker recog-
nition methods, the SE-ResNeXt (NMF) method has sig-
nificant advantages in noisy environments and short speech
segments. However, its performance could improve in a
cleaner and perfect recognition environment. Therefore,
future research on speaker recognition needs to address and
resolve the following issues:

(1) The recognition ability in clean environments needs to
be improved, resulting in poorer accuracy in high-SNR
scenarios compared to other methods. Improving the
overall recognition accuracy of the method is the next
research direction.

(2) The generalization of the method in different noise
environments could be better, hence the need to
improve its generalization ability to different types of
noise.

In future research, we will continue to optimize and
improve the recognition accuracy of this method, as well as
explore its potential application in other relevant fields.
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