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ABSTRACT Wireless sensor networks (WSNs) are widely used in agricultural greenhouses to monitor
and control farming-related parameters. These networks are composed of multiple sensor nodes, usually
deployed in an ad hoc fashion. But the nodes mostly run on batteries. So if a node fails or loses power,
it creates areas in the network with no sensor coverage, consequently affecting the entire system. Therefore
minimizing energy use is essential for extending the network lifetime. Researchers have proposed multiple
energy-saving schemes in the past but the majority have not eliminated the sources of energy waste, and
are not suitable for greenhouse applications. In light of this, we propose GS-MAC, a scalable and energy-
efficient medium-access-control (MAC) protocol specialized for greenhouse monitoring and control: Unlike
previous designs, our technique is applicable to both homogenous and heterogeneous settings. To minimize
power use, nodes periodically sleep, but GS-MAC avoids periodic node synchronizations, unlike traditional
duty cycling mechanisms. Instead, nodes use coordinated universal time (UTC) to maintain strict schedules
to avoid energy waste and maintain constant low-duty cycles even with increasing node density. GS-MAC
also uses short node addresses to reduce packet overheads. Finally, GS-MAC adopts a contention approach on
reserved time slots scheduled between communication rounds to maintain scalability. Our work is evaluated
on MATLAB, with simulation parameters obtained from actual hardware. The experiment results show that
GS-MAC is more efficient by at least 2.7 times compared to previous research in terms of duty cycling,
energy consumption, and network lifetime, in exchange for increased delays.

INDEX TERMS Duty cycle, energy efficiency, heterogeneous, homogenous, MAC protocol, network
lifetime, scalability, wireless sensor network.

I. INTRODUCTION
In recent years Wireless Sensor networks (WSNs) have been
widely used in agricultural greenhouses to monitor and con-
trol farming-related parameters to attain precision agricul-
ture [1]. Without having to heavily rely on the weather or
climate of the surroundings, this type of farming usually
attains the best quality and crop yield. Therefore multiple
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studies have focused on devising wireless networks for green-
house parameter monitoring and control [2], [3], [4], [5].

But despite its great results, WSNs’ energy efficiency is
still difficult to solve. As the majority of WSN nodes are
battery-powered, if one node runs out of power or fails,
it leaves gaps in the network’s sensor coverage, which
decreases the useful lifespan of the entire system. Since
replacing or recharging the batteries is difficult and expen-
sive, reducing energy waste is essential to extending the
WSN’s usable lifetime. This task ismade easier by the authors
of [6] who correlated the power use from different sources
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within a wireless sensor node using wireless nodes type
eZ430-RF2500 from Texas Instruments and SHT11 temper-
ature/humidity sensor as an external unit. It was found that
when active, the microcontroller and sensing units only use
0.9 µA when in low-power mode whereas the radio unit
consumes 21.2 mA when transmitting and 12.8 mA when
receiving or idle listening. However, the radio unit only uses
about 0.4 µA when in sleep mode. Therefore to minimize
power use, the nodes should spend less time transmitting,
receiving, or idle listening and more time in sleep mode but
without compromising the communication process. We can
achieve this by first identifying the sources of energy waste.

According to [7], the five main causes of energy waste
in a WSN are collisions, overhearing, control packet over-
heads, zidle listening, and over-emitting. Collisions occur
when multiple nodes transmit at the same tim; as a result,
the transmitted packets get corrupted at the receiving end.
So the packets must be retransmitted, increasing transmission
time and power use. Control packet overheads are data that is
included in the packets to help the proper functioning of the
communication process but are not part of the intended infor-
mation. Having many overheads increases the length of the
packets, leading to more transmitting time, and consequently
using more power. Idle listening happens when a node lis-
tens for potential incoming packets that are not sent. As we
explained earlier, nodes consume about the same power when
idle listening as when receiving. Overhearing occurs when a
node receives packets intended for other nodes, wasting more
energy. And finally, over-emitting, the final source of energy
waste, occurs when a node sends packets when the receiving
node is either out of range, sleeping, or otherwise not able to
receive them. The average life of aWSN node is shortened by
all these aforementioned energy losses. Therefore, minimiz-
ing them is very important. To reduce energy waste, a good
Medium Access Control (MAC) protocol is required.

There are so many energy-saving MAC protocols that
comply with IEEE 802.15.4, a standard that governs wireless
communications of low-power, low-data-rate, short-range
devices [7], [8], [9], [10], [11], [12], [13], [14], [15], [16],
[17], [18], [19], [20], [21], [22], [23], [24]. These proto-
cols use either a contention mechanism [7], [8], [9], [10],
[11], time schedules [12], [13], [14], [15], [16], [17], or a
combination of the two [18], [19], [20], [21], [22], [23],
to access the shared medium. The schedule-based proto-
cols are more energy-preserving than contention mechanisms
because they have a duty cycle built-in with an inherent
collision-free nature; however, they often have high com-
plexity in design due to synchronization requirements [25].
On the other hand, contention-based schemes consume more
energy but are less complex and have better scalability.
Hybrid systems attempt to obtain the energy efficiency of
schedule-based schemes while maintaining the scalability of
contention methods. However, we have noticed that none
of the existing studies has fully eliminated the sources of
energy waste (see section II). Moreover, most of the proposed
solutions are not suitable for greenhouse monitoring.

Therefore, this paper proposes Greenhouse Sensor MAC
(GS-MAC), a new MAC protocol specifically designed for
greenhouse monitoring. The protocol achieves better scala-
bility with collision avoidance while also minimizing energy
consumption by utilizing combined scheduling and con-
tention schemes. GS-MAC adopts the scheduling approach
by allowing nodes to form clusterswhere a specially selected
node called cluster head collects the data and forwards it to
the sink node or base station. All other nodes only communi-
cate with the cluster head. The cluster head assigns all nodes
strict time schedules for transmitting. Therefore nodes can
adaptively sleep and wake up only when they have to transmit
or expect to receive packets. All time stamps are based on the
Universal Coordinated Time (UTC) [26]. Nodes can maintain
this time with the help of real-time clock (RTC) modules
embedded in them [27]. This technique eliminates collisions
and minimizes energy waste associated with contention for
the medium. However, maintaining scalability is not simple.
To ensure that new nodes entering the network or nodes
transferred to a different placemay be smoothly synchronized
with the network, GS-MAC utilizes a contention method.
To accomplish this, the cluster head must wake up for a brief
period during each sleep-wake-up cycle to monitor potential
traffic from new nodes seeking to join. If additional nodes
are found, GS-MACuses a contention strategy to synchronize
them with the existing nodes in the cluster. During this time,
all other nodes are in their sleep states. As a result, GS-MAC
is energy efficient and also retains excellent scalability.

The main contributions of this work include the following:
1) We avoid collisions, overhearing, over-emitting, and

idle listening similar to modern scheduling schemes
while alsomaintaining as good scalability as contention
designs.

2) We reduce control packet overheads by eliminating
synchronization overheads and also using short node
addresses of 1 byte instead of the conventional 8-byte
address.

3) We reduce transmission delays by avoiding periodic
node synchronizations.

4) Unlike previous research, member nodes in our pro-
tocol consume less energy and maintain constant low
power use even with the increase in node density.

5) Our protocol is applicable to both homogenous and
heterogeneous networks.

The following is how the rest of the paper is structured:
Prior works related to GS-MAC are described in Section II.
The article then moves on to part III, which has a thorough
description of GS-MAC. The performance of GS-MAC is
then evaluated and compared to that of other protocols in
Section IV. Finally, Section V concludes the paper.

II. RELATED WORKS
As sensor nodes inevitably expire if their batteries run out,
increasing network longevity is a popular goal of WSN
research. To reduce the main sources of energy waste, sev-
eral MAC protocols have been suggested. These systems are
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broadly classified into three groups: Time Division Multiple
Access (TDMA) based protocols, contention-based schemes,
and hybrid mechanisms [25]. Contention-based systems use
carrier sense multiple access (CSMA) protocol before trans-
mitting any traffic. They are divided into synchronous and
asynchronous MAC. In synchronous MAC protocols, nearby
sensor nodes periodically synchronize to sleep and wake up
at the same time. For example, S-MAC forms virtual clusters
among nearby nodes to synchronize their sleep periods [7]
(i.e., to minimize idle listening, nodes periodically sleep).
So, S-MAC keeps WSN nodes’ radios in sleep mode when
other nodes are transmitting. Also, as data flows, for appli-
cations that require store-and-forward processing, S-MAC
uses message passing to minimize contention delays. One
of its drawbacks is that S-MAC only supports one-hop data
forwarding per communication cycle. This problem is solved
in [8] by adding an adaptive listening approach to S-MAC.
With adaptive listening, a sensor node that overhears its
neighbor can briefly wake up after the broadcast. In this
technique, if a node is the next hop for its neighbor, it can
receive its neighbor’s packets without having to wait for its
scheduled listening time. Moreover, the time between trans-
missions is shortened. However, in [8], data packets can only
be forwarded by a maximum of two hops per cycle. Another
disadvantage of both [7] and [8] is an increase in latency,
especially when the network experiences high traffic. Not
only that but since nodes are scheduled to sleep and wake up
at the same time, they stay awake (even if they do not expect
to communicate) until other neighboring nodes finish com-
municating as well, before going back to sleep. This results
in more energy waste. Reference [9] proposes to minimize
the waste by using a regression technique to continually vary
the nodes’ duty cycles based on the traffic density, to min-
imize collisions and queuing delays. Moreover, [9] rotates
the role of the cluster head among the member nodes based
on their residual energies, to increase the network lifetime.
Alternatively, in [10], nodes with the most important data
or with the least residual energy transmit first to extend the
WSN’s useful life. Additionally, [10] uses variable contention
windows to minimize collisions. However, all the aforemen-
tioned schemes, i.e., [7], [8], [9], [10] suffer from periodic
node synchronization delays.

Asynchronous schemes, on the other hand, eliminate syn-
chronization overheads because a node can choose its active
periods without having to synchronize with the neighbors.
A good example is FAWR, proposed by [11]. In FAWR, all
nodes are embedded with a main radio for data transmission
and a wake-up radio (WuR) for demand-driven node activa-
tion. The main radio is usually in sleep mode to minimize
energy waste, but the WuR, which uses ultra-low energy
consumption is always active to detect possible incoming
wake-up calls (WuCs) and minimize delays. When a node
wants to transmit data, it first sends a WuC through its WuR,
which may be detected and processed by the WuR of the
intended destination node. Then both the sending and receiv-
ing nodes turn on their main radios before data transmission

begins. When communication ends, all nodes, except their
WuRs resume their sleep states. To overcome the limited
range of WuCs, a multi-hop scheme is proposed, to enable
asynchronous transmissions between the nodes and a base
station. FAWR outperforms modern duty-cycling schemes
in terms of power usage, transmission delay, and collision
avoidance. However, because theWuR is constantly listening
to the medium, more power is used for idle listening. As a
result, this method is unsuitable for applications like green-
house monitoring where nodes are expected to remain idle
for the majority of the time. Additionally, latency is increased
because a sending nodemust first send aWuC to the receiving
node to wake it up before sending data.

Unlike contention schemes, TDMA protocols preserve
more energy by eliminating energy waste from collisions.
In TDMA, time is split into frames and then into several slots.
Afterward, every sensor node is given an assured time slot
for transmitting or receiving. At other times, it switches off
the radio. Consequently, TDMA-based protocols enable col-
lision avoidance and can offer better energy efficiency than
contention schemes. However, traditional TDMA schemes
keep their radios on, even when they have no data to send
or receive, resulting in energy inefficiency. For instance,
LEACH applies TDMA within a cluster [12], where the
network is split into clusters, each containing a cluster head.
Instead of sending data directly to the base station, cluster
nodes transmit to their cluster heads. The cluster heads then
forward the received data to the base station. The role of
the cluster head is randomly rotated among cluster nodes
to evenly distribute power use. But, LEACH assumes all
nodes have data to send at all times. This is unfavorable
because a node wastes energy by operating in idle listening
mode. To reduce idle listening, E-TDMA improves LEACH:
if a node has no data to send during its allotted time,
it turns off its radio [13]. BEST-MAC further extends LEACH
and E-TDMA by proposing multiple smaller-size time slots
which are more than the number of available sensor nodes
to handle adaptive traffic [14]. The time slots are scheduled
by the knapsack algorithm to reduce job completion time and
also to minimize average packet delay. Additionally, BEST-
MAC uses short node addresses of 1 byte to minimize control
overheads. We also adopt these short node addresses in our
protocol tominimize overheads. References [15] and [16] add
to BEST-MAC by rotating the role of the cluster head among
the member nodes based on their residual energies. How-
ever, [16] calculates the nodes’ residual energies at the start
of each communication round, whereas [15] makes predic-
tions about the energy reserves using artificial intelligence.
Additionally, [15] increases throughput via an artificial neural
network using a back-propagation method. Reference [17]
also offers more contributions; it varies its duty cycle based
on latency and packet arrival rate to reduce energy waste.
But like all TDMA schemes, [14], [15], [16], [17] experience
periodic synchronizations accompanied by their overheads.

In recent years, scholars have proposed hybrid protocols,
to combine the best features of both contention-based and
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TDMA schemes to balance out their weaknesses. A good
example is IHMAC [18]. IH-MAC employs both TDMA and
CSMA schemes. To reduce power use, the network uses both
link scheduling and broadcast scheduling, i.e., it dynami-
cally transitions from link scheduling to broadcast schedul-
ing and vice versa based on traffic loads. Schedules are
obtained with a decentralized scheme where nodes use local
clock arithmetics to find their allocated time slots. Moreover,
IH-MAC uses RTS/CTS handshakes to obtain the minimum
required transmit powers to reach intended destinations, thus
further lowering the power use. IH-MAC also uses parallel
transmissions to minimize delays. EDS-MAC uses a similar
approach to IH-MAC but minimizes the network overheads
by proposing short node addresses of 1 byte on the sensor
nodes [19]. References [20], [21], and [22] are some of the
most recent work. To reduce delays and collision probabil-
ity, [20] employs many channels instead of the medium’s
single main channel. Additionally, depending on traffic den-
sity, [20] uses variable duty cycles and backoff algorithms.
In the synchronous CSMA/TDMA protocol used by [21],
during periodic communication rounds, nodes that intend to
transmit send a Ready-To-Send (RTS) frame using CSMA.
The cluster head then responds with a TDMA schedule
that the nodes are to adhere to, which saves energy. Unfor-
tunately, this method only functions for stationary nodes.
Reference [22] continuously alters its operating mode
between CSMA and TDMA schemes to adjust to the chang-
ing data traffic. However, the drawback is that in every
communication round, every node listens for a certain period
before transmitting, thereby increasing delays. Elsewhere,
in emergencies, and disaster management situations, the
focus is usually made on the effective use of unmanned aerial
vehicles (UAVs) to gather real-time data whereas energy
efficiency comes secondary. Therefore, to minimize energy
use, [23] proposed a technique that starts by using a CSMA
mechanism for the registration of sensor nodes to the UAV,
then schedules are generated and a TDMA scheme with
variations in slot times for data transmissions is followed.
However, due to their high battery consumption, this method
requires frequent UAV recharge.

All the aforementioned protocols have greatly improved
energy conservation and quality of service, however, most
of them have drawbacks, as explained in each protocol, and
have not fully solved the challenge of energy inefficiency
in WSNs. Therefore we propose GS-MAC, which uses the
best features from each protocol to eliminate all the sources
of energy waste in a system that is suitable for greenhouse
monitoring applications.

III. THE PROPOSED SYSTEM
Since the nature of the operation of greenhouse monitoring
systems are different from othermonitoring systems, assump-
tions about the GS-MAC protocol must be outlined.

A. NETWORK AND APPLICATION ASSUMPTIONS
The network may consist of multiple portable nodes orga-
nized in clusters. The nodes are stationary most of the time,

although, they may be moved from one location to another
within the greenhouse with new nodes also able to join the
network at any time.

The protocol design is applicable even for areas that cover
about 125,600 m2 of land, which is six times larger than
the world’s largest greenhouse at the time of writing this
article [28].
Different crops may have different irrigation and other

farming schemes. For example, maize crops may require
different irrigation patterns compared to tomatoes, or toma-
toes at one stage of farming may require different irrigation
schemes compared to tomatoes at a different stage. For this
reason, the GS-MAC protocol is not designed for any specific
crop type, instead, the user may customize network parame-
ters to suit the growing conditions of the available crops.

RTC modules should be embedded in all sensor nodes
to maintain UTC [27]. RTC modules are time and
date-remembering systems which have battery setups that
even in the absence of external power, keep the modules
running. These modules will be used for network synchro-
nization as explained in the upcoming sections.

The network is dedicated to a single application of moni-
toring and control of farming-related parameters. Therefore
all sensor nodes are embedded with the same source code
and coordinate together. Also, similar to S–MAC [7], rather
than per-node fairness, the focus is made on maximizing
system-wide application performance.

This design does not take into account what is to be done to
any specific actuator node as all crops have different require-
ments. Instead, time slots are reserved for control packets
from the user to operate actuator nodes. The control action
will depend on the type of crop, the number of environmental
parameters beingmonitored and the available actuators on the
greenhouse.

Finally, the application is expected to be idle for long
durations, to minimize power use, and then become active
after certain periods. This is because weather parameters do
not change frequently; so it is not necessary to monitor the
environment at all times.

These assumptions strongly influence the protocol design
and distinguish the proposed work from other energy-saving
WSN mechanisms.

B. GS-MAC PROTOCOL DESIGN
Since environmental weather parameters do not change fre-
quently, it is not necessary to keep nodes listening at all times.
So, similar to TDMA schemes, the listening time is reduced
by letting the nodes go into periodic sleep. During the sleep
mode, nodes consume less energy, thereby prolonging the
network lifetime. To maintain schedules, the use of clusters
is adopted. This involves dividing the entire network into
separate groups known as clusters. Each cluster consists of
one node randomly elected as a cluster head and the rest
of the nodes are identified as member nodes. When member
nodes have data to send, they transmit it to the cluster head.
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The cluster head is responsible for collecting data from all
its member nodes and forwarding it to the sink node. A sink
node is the only node that has a gateway to the internet. The
cluster heads also transmit messages from the sink node to the
member nodes. These are usually control instructions from
the user to dictate what a specific node or group of nodes
should do. Many clustering techniques have been proposed in
the past but GS-MAC adopts a clustering network topology
similar to the one proposed in [12]. The entire operation of
GS-MAC consists of network initialization and communica-
tion rounds. Each communication round is further split into
the data phase, control phase, and sleep phase.

1) NODE DEPLOYMENT
Network initialization starts with node deployment. Nodes
are deployed to form a ring topologywith a radius not exceed-
ing 200 m as shown in Fig. 1. The user randomly selects one
node from each cluster and sets it as a cluster head before
placing it at a distance of not more than 100 m from the
center of the greenhouse to form a virtual ring around the sink
node, which is placed at the center of the greenhouse. Then
each member node is placed in its cluster region. A cluster
region, in this case, is a circular area with a radius of less
than 100 m surrounding a particular cluster head. Therefore
the distance of separation between a cluster head and any
of its member nodes does not exceed 100 m. With this
arrangement, a 2-hop network is formed with the distance
from the sink node to the farthest node in any direction being
less than 200 m. The hop distance between nodes is limited
to 100 m because the range of 802.15.4 standard radio is
approximately 100 m for 250 kbps data rates. Therefore, the
GS-MAC network coverage spans a region of 125,600m2, six
times larger than the current largest greenhouse in the world.
But not all greenhouses have circular regions. In the case of
rectangular, square, or any other environmental shape, the
distance between the edges of the environment and the center,
where a sink node is placed should not exceed 200m.With the
optimum number of cluster regions and proper placement of
nodes, there is complete network coverage on a 200 m radius,
with no dead zones.

FIGURE 1. Node deployment.

After deployment, nodes follow three steps to synchronize
and prepare for communication. At first, the cluster heads

broadcast an announcement message (CH_BROAD) to its
members. Then the member nodes reply with a request-to-
join message (REQ_JOIN) Finally, the cluster head assigns
schedules to its member nodes by broadcasting a schedule
message. The member nodes can now transmit based on
restrictions from the schedule message.

2) BROADCASTING CH_BROADS
During deployment, once a node is turned on for the first time,
it checks its network status to determine if it already belongs
to the network or whether it has been deployed for the first
time. The network status is 2 bits long and indicates whether a
node belongs to a network or not; if a node already belongs to
a network, the value of its network status will be 1, therefore
it will proceed to communicate as per its schedule. But if a
node does not belong to a network, its network status value
will be 0. During the initialization phase, the network status of
all nodes including the cluster heads is 0. Therefore all nodes
will immediately go to sleep, but wake up to communicate
at the first second of the adjacent minute after when they
were first turned on. For example, if a node was turned on at
08:30:21.40 AM, it will immediately go to sleep and wake up
at 08:31:00.00 AM to communicate. All nodes can maintain
UTC with the help of embedded RTC modules [27].

During communication, all member nodes go to listen
mode, i.e., turn on their radio receivers. This is when cluster
heads broadcast their CH_BROADs for all the member nodes
to hear. A CH_BROAD is a 3 Bytes frame that contains a
short address of the cluster head (1 Byte), and a Frame check
sequence (2 Bytes). This announcement period takes place
for a period of 1 minute. All cluster heads broadcast using
the same frequency and channel to make it possible for all
neighboring member nodes to hear. By default, all nodes
operate using the same frequency and channel at this stage.
To avoid collision of the CH_BROAD frames, each cluster
head broadcasts only once at a time that depends on when
it was turned on. Therefore the time at which a cluster head
broadcasts its CH_BROAD is given by:

TCH_BROAD
= TON + Tminute (1)

where TCH_BROAD represents the time at which a particular
cluster head sends its CH_BROAD and TON represents the
time at which that cluster head was first turned on. Tminute

indicates 1 minute. For example, if a cluster head was turned
on at 08:30:21.30 AM, then it will broadcast its CH_BROAD
at 08:31:21.30 AM, the same second and millisecond as
when it was turned on but the minute has an increment of 1.
Assuming all the nodes were turned on at slightly different
times by one person or a few people, then the chances of a
collision are very minimal.

3) SENDING REQ_JOINS
The duration of time for broadcasting CH_BROADs is
exactly one minute. Thereafter during the following minute,
the nodes which want to join a particular cluster respond
with a REQ_JOIN. Each REQ_JOIN is 5 Bytes long and
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contains short addresses each for the member node (1 Byte)
and cluster head (1 Byte), Frame Check Sequence (2 Bytes),
and data length (1 Byte). The data length is 256 bits long and
represents the length of data expected to be transmitted by a
node. For example, if a node expects to transmit 30 bytes of
data then its data length will be 00011110; a 1-byte binary
number that represents the decimal number 30. Then the
cluster head will know to reserve data slots for 30 bytes of
data from that particular node. As a result, the cluster head is
prepared to handle traffic from nodes of different loads. Using
this technique, nodes can request to transmit up to 256 bytes
of data at a time, which ismore than enough for recorded envi-
ronmental weather parameters. How the member nodes send
their REQ_JOINs follows a contention approach similar to
RTS/CTS mechanism to avoid the hidden node problem. If a
member node finds itself in overlapping clusters and receives
advertisements from more than one cluster head, then it will
respond to the cluster head with the highest signal strength,
because that is the node nearest to its location. This period
of sending REQ_JOINs takes place for exactly two minutes.
Two minutes are selected to allow enough time for each
member node to communicate with the cluster head. Since
cluster heads broadcast CH_BROADs at a time that depends
on when it was turned on, if this period was only one minute
or shorter, and a cluster head was turned on at 08:30:59.50,
it would broadcast its CH_BROAD at 08:31:59.50, leaving
only 10 ms for member nodes to communicate with it, which
would not be enough. Therefore by selecting two minutes,
all member nodes have more than 1 minute to communicate
with the cluster head. The duration of time for broadcasting
CH_BROADs andREQ_JOINs is long and since all nodes are
awake at this stage, they consume a lot of energy. However,
this process only takes place once, during the initializa-
tion process, therefore its impact on the network lifetime is
negligible.

4) ALLOCATING SCHEDULES
Finally, the cluster head assigns schedules to all the member
nodes. At first, the cluster head calculates the total number
of received request messages to determine the number of
member nodes. Then it computes the time it takes to complete
communication exchange with each separate member node to
determine slot durations. The slot duration, T durn of a node,
is the total time it takes for that node to transmit all its data
and receive an acknowledgment from the cluster head. It can
be computed as:

T durn =
(LMNn + LCH )

Snode
+ TDel (2)

where LMNn is the length of data expected to be transmitted
by node n,LCH is the length of an acknowledgment from
the cluster head to the node, Snode is the transmission speed
of the nodes, and TDel is the sum of the time taken by a
member node in preparing to transmit, and the time taken by
a cluster head to process the received frame before sending an
acknowledgment. The total time required by a cluster head to

communicate with all member nodes is given as:

TDPP =

N−1∑
n=1

T durn (3)

where TDPP represents the time all member nodes take to
communicate with a cluster head. Afterward, the cluster
head calculates themember node transmission times (T_MN).
T_MN is the time in a communication round when a par-
ticular node is required to start data transmission, and it is
computed as:

TMN =


TCR n = 1

TCR +

n−1∑
n=1

T durn n > 1
(4)

where TCR represents the time at which a communication
round starts and TMN represents T_MN. The cluster head
labels the nodes based on the first come first served rule,
i.e., the node that initially sent their REQ_JOIN first would
be the first to transmit their data in every communication
round. Afterward, cluster heads assign new short addresses
to all its associated member nodes. Remember, we use short
node addresses to minimize overheads. But new addresses are
assigned to eliminate the possibility ofmore than onemember
node possessing the same address. Before deployment, each
node usually has a random 1 Byte short address assigned to
it, therefore more than one member node may possess the
same address. To avoid this, cluster heads must assign new
addresses to all member nodes. So each node in a particular
cluster has a short address that is unique from all its mem-
bers; however, to maximize node count, member nodes from
separate clusters may use the same addresses. But one may
wonder how the protocol distinguishes between two mem-
ber nodes of different clusters but using the same address.
To understand this, assume multiple member nodes using the
same address send their data. To distinguish the nodes, the
protocol will check from which cluster heads the packets
originated. And if the user is to send control packets, each
reply will address a particular node through the cluster head
from which it previously sent its last data. Member nodes
only send their data to the cluster heads, which forward it to
the sink. So member nodes from different clusters may share
the same addresses but all cluster heads must have addresses
distinct from each other. With this arrangement, our protocol
can support a maximum of 256 nodes per cluster and 65,536
nodes throughout the entire greenhouse. But communications
between the user and cluster heads do not occur individu-
ally. Instead, in each communication round the cluster heads
usually combine all data from their members and forward it
as one bulk message. Similarly, the user control instructions
are usually broadcasted as one aggregated message where
each member node picks the information corresponding to its
address. With this method, we can further lower the nodes’
duty cycles.
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Therefore, before the initialization phase’s conclusion, the
cluster head broadcasts a schedule message to all its member
nodes as shown in Fig. 2.

FIGURE 2. Schedule message.

The schedule message contains cluster head short address,
cluster frequency, all member nodes’ old and newly assigned
short addresses, the times when member node sent their
REQ_JOINs (T_REQ), member nodes transmission time
(T_MN), Data Phase Period time (T_DPP), communication
round time (T_CR), time order, control phase duration (T_CP)
and Frame Check Sequence. The length of the schedule
message depends on the number of member nodes in the
cluster. Short node addresses are assigned to the cluster heads
and member nodes to reduce energy consumption associated
with excess control overheads during communication. Cluster
frequency is the frequency at which member nodes commu-
nicate with their cluster head during communication rounds.
Each cluster operates at a different frequency compared to
all other clusters to avoid co-channel and adjacent channel
interference. T_CR, T_MN, and time order are used by a
particular member node to determine the start of a communi-
cation round andwhen it is required to start data transmission.
T_CR is 6 bits long and is used to show the commencement
of a communication round. The time order is 1 bit long
and it indicates whether the data on T_CR is in minutes or
seconds, i.e., the time order is 0 to represent minutes and 1 to
represent seconds. For example, if T_CR is 000010 which
means decimal number 2, and the time order is 0 whichmeans
minutes, this would mean that a communication round starts
after every two minutes from the beginning of every hour.
However, if T_CR is 000010 which means decimal number 2,
and the time order is 1 whichmeans seconds, this wouldmean
that a communication round starts after every two seconds
from the beginning of every hour. A length of six bits is
allocated for T_CR since 6 bits can be used to represent up
to 64 decimals; this is sufficient to represent 60 minutes in an
hour or 60 seconds in a minute. Therefore GS-MAC allows
a user to control sleep and wake-up durations from a few
seconds to several minutes. By default, T_CR is 000001, and
the time order is 0, meaning member nodes communicate

with the cluster head once every minute before going to sleep.
However, these settings can be changed by the user at any
time to suit the nature of crops in the greenhouse.

T_MN is used by a particular node to determine at what
time during a communication round, it should start data
transmission. T_DPP is the time it takes for all member
nodes to complete data transmission. It is used by mem-
ber nodes to determine the end of the data phase and the

FIGURE 3. Network initialization.
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beginning of the control phase. It is computed from (3).
T_CP indicates the duration of the control phase. It is used
by the cluster head to go to sleep at the end of the control
phase and wait for the beginning of a new communication
round. The T_REQ and the old and newly assigned short
addresses are used by each member node to determine the
portion of the schedule message that is intended for it. The
schedule message is one long frame that contains messages
for every member node. To decode its part of the data on the
schedule message, a member node selects a portion of the
information that corresponds to its old short address. Then it
gathers all the information that corresponds to that address.
If a node identifies more than one old address resembling
its own, this would mean that more than one member node
had the same old address during deployment. In this case,
the member node will proceed with comparing the T_REQs
corresponding to the associated old addresses and pick the
T_REQ that resembles its own. The T_REQ is the time that
a particular member node sent its REQ_JOIN to the cluster
head. Since the T_REQs of all the nodes are different, the
member node will now proceed to record all the information
in the schedule message that corresponds to its T_REQ. Then
the node will replace its old address with the newly assigned
short address.

During schedule allocation, all nodes stay awake for the
entire period and go back to sleep immediately after they
receive the schedule message. Once a node has received
its schedule, it changes its network status to 1, meaning it
now belongs to a network, and then goes to sleep, await-
ing a new communication round. The cluster head at this
point, also updates its network status to 1 and goes to
sleep. The entire network initialization process is summarized
in Fig. 3.

If a node is not successfully initialized in a cluster during
the network initialization phase, it will go to sleep and wake
up at the control phase to attempt to join the network once
more.

5) BASIC SCHEME
The communication rounds phase begins after the successful
completion of network initialization. The basic scheme is
shown in Fig. 4.

FIGURE 4. Basic scheme.

Each communication round consists of a data phase, a con-
trol phase, and a sleep phase.

a: DATA PHASE
The data phase is the period in a communication round when
member nodes are required to transmit their data. Each mem-
ber node follows a strict schedule obtained from the cluster
head through the schedule message. Only one member node
transmits to the cluster head at a time, with no synchroniza-
tion requirements as shown in Fig. 4 and Fig. 5. As a result,
all nodes except the cluster heads maintain constant low-duty
cycles even with increasing node density, thereby minimizing
energy use. Additionally, even if nodes have different traffic
loads, through (2), cluster heads can compute the time it
takes to complete communication exchange with each sep-
arate member node without affecting other nodes. Therefore
GS-MAC applies to both homogeneous and heterogeneous
applications.

FIGURE 5. Data phase process.

During its schedule, amember nodewill wake up, sense the
environment and send the recorded data to the cluster head.
Then the cluster head replies with a cluster head acknowledg-
ment packet (CH_ACK) to indicate acknowledgment of the
packet before the schedule of another node begins. The data
transmitted to the cluster head at this stage is called mem-
ber node data (MN_DATA) It contains environmental data
(ENV_DATA) and energy level data (E_LEVEL). ENV_DATA
consists of information related to the environmental weather
parameters being monitored and E_LEVEL contains the
energy level of the battery powering the member node. The
E_LEVEL is used by the cluster head to select the node
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suitable to replace it as the new cluster head when its energy
level falls below an allocated threshold.

The role of the cluster head is rotated among all nodes
in a cluster to maintain uniform drops of energy lev-
els on all the nodes. If the cluster head’s responsibilities
are not shared among all nodes, the elected cluster head
will deplete its energy level much earlier than the mem-
ber nodes and the network lifetime of the system will be
decreased.

The CH_ACK is 2 bits long and contains an update mes-
sage (1 bit) and an acknowledgment message (1 bit). The
acknowledgment message signals a member node whether
or not its data has been received by the cluster head; its
value is 1 to indicate acknowledgment and 0 to indicate no
acknowledgment. The update message informs the member
node if the cluster head has additional information to pro-
vide; its value is 1 to indicate the presence of additional
information and 0 to indicate no additional messages. The
additional information may be control instructions from the
user or control messages from the cluster head indicating
changes that need to take place. If cluster heads have no
additional information, a member node will skip the control
phase, go to sleep, and set a timer to awaken itself during
the next communication round. The time at which a member
node wakes up to transmit in the next communication round,
TMN+1 is calculated by:

TMN+1
= TMN + TCR (5)

However, if there is additional information from the cluster
head, the node will go to sleep and set a timer to awaken itself
at the beginning of the control phase. The time at which a
node wakes up to listen at the control phase, TMN_DP is given
as:

TMN_DP
= TCR + TDPP (6)

Here TDPP represents T_DPP. After the control phase, the
member node will go back to sleep and set a timer to awaken
itself at the next communication round. This time is calcu-
lated as shown in (5). Alternatively, a node may calculate this
time concerning the control phase as:

TMN+1
= TMN_DP

+ TCR − (TDPP − TMN ) (7)

The communication exchange at the data phase has no
additional control overheads apart from E_LEVEL and
CH_ACK. This is because member nodes transmit based
on strict schedules, eliminating the possibility of colli-
sions. Also, the cluster head maintains the schedules of
all member nodes and can identify the senders without
requiring additional overheads. So there is no need for
the nodes to add their address overheads. By minimizing
control overheads, more energy is saved. The algorithm
used for the data phase may be summarized as shown
in Fig. 6.

FIGURE 6. Data phase algorithm.

b: SLEEP PHASE
The duration of time for sleeping for a member node, T dursleep
is given as:

T dursleep = TCR −

(
T durn + T durCMP

)
(8)

Here T durCMP represents the length of time of the control mes-
sage phase. Since greenhouse sensor nodes are stationary
most of the time, and the weather parameters monitored are
the same, then rarely is there a need to go to the control phase.
When a node skips the control phase, it consumes less energy
per communication round. The default GS-MAC settings
allow communication rounds to begin after every 1 minute.
However, these settings can be changed based on the require-
ments of a particular crop. Some studies have shown that for
certain crops, the systemworks efficiently even if nodes wake
up to communicate every thirty minutes [6]. By increasing the
sleeping durations, the network lifetime increases. All user
instructions will be updated on the nodes during the control
phase as described in the next subsection.
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c: CONTROL PHASE
The control phase is a period in a communication round
reserved for member nodes that have not yet been initialized
in the network to join a cluster, for member nodes to receive
control information from the user or cluster head, for new
member nodes to join the network, or for nodes that have been
transferred from one location to another within the network
to find a suitable cluster. The control phase is split into the
control message phase (CMP) and the scalability phase.

FIGURE 7. CH_UPDATE.

The CMP starts after the completion of the data phase.
If member nodes are directed to enter the control phase,
they wake up at this time to receive an update message
(CH_UPDATE) from the cluster head. The CH_UPDATE
contains a new cluster head address, a new schedule message,
and user control instructions. The new cluster head indicates
the address of the member node that has been selected as
the new cluster head. If the cluster head has not selected any
replacement, then the new cluster head address will be the
same as its current one. In this case, the member nodes will
ignore the new schedule message and maintain the current
schedules they already have. However, if the cluster head has
selected its replacement, then each member node will update
its schedule according to the new schedule message and send
its data to the newly selected cluster head in the upcoming
communication rounds. The new schedule message, as shown
in Fig. 7 contains all member nodes’ short addresses, clus-
ter frequency, T_MNs, T_DPP, T_CR, time order, T_CP,
member nodes transmission duration (T_MNDs), and Frame
Check Sequence. The T_MNDs indicate how long a mem-
ber node is expected to transmit during the data phase and
are used by the new cluster head to know when to send
a CH_ACK and when another member node should begin
transmitting. All other symbols carry meanings similar to
those defined in the initial schedule message as indicated in
Fig. 2. The current cluster head also includes its details as a
member node in the new schedule message and operates as
a member node afterward. Other Member nodes decode their
portion of the data by comparing all addresses and selecting
one that corresponds to its own.

FIGURE 8. Control phase.

The user control instructions are from the user to a particu-
lar member node or all nodes. For example, the user maywant
to change the sleep and wake-up durations or may require
a particular node to control a certain actuator. This phase is
important becauseGS-MAC enables the user to customize the
default system settings or perform control actions at any time.
The length and content of the user control message depend
on crop type and the number of monitored environmental
parameters.

The scalability phase is allotted for nodes that have been
transferred from one location to another within the network.
Nodes that have not been successfully initialized to the net-
work and new nodes may also join a cluster during this
period. During the scalability phase, all member nodes are
usually in sleep mode whereas the cluster head stays awake to
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detect possible traffic from new members. The initialization
process is similar to the one discussed in the initial network
initialization process but without RTS/CTS mechanism to
minimize delays, and the durations for CH_BROAD and
REQ_JOINs in the scalability phase may be shorter, based on
the communication round’s sleep and wake durations. This
is because the scalability phase must be completed before
a successive communication round commences. After the
successful initialization of new nodes, the network proceeds
to the successive communication rounds and transmits as per
the schedules. The entire control phase is summarized as
shown in Fig. 8.

IV. RESULTS AND DISCUSSION
A. TESTBED
Actual hardware is used to determine current characteristics
during transmitting, receiving, idle listening, and sleeping
modes. Actual hardware is chosen because theoretical current
consumption estimates may differ from real-world data sig-
nificantly [6]. Each sensor node is composed of an MSP430
family of microcontroller units embedded with a CC2500
radio unit and a DHT11 sensing unit. The controller units are
also embedded with RTC modules to keep track of time [27].
To determine the average current consumption, an oscillo-
scope voltage probe is connected in series with the power
supply over a 1 � resistor. Therefore current consumption
values are displayed as a function of time on the oscilloscope.
Next, a node is made to transmit to another, and measure-
ments of current consumption are taken at both the sending
and receiving nodes. Afterward, readings are taken when the
nodes are in idle listening and sleeping states respectively.
The recorded data are then used as simulation parameters on
MATLAB to represent current consumption characteristics in
transmit, receive, idle listening, and sleeping modes.

B. SIMULATION ENVIRONMENT
The simulations are carried out in a 3D setting on MATLAB
as shown in Fig. 9.

FIGURE 9. Simulation environment.

We estimate the greenhouse has dimensions of 100 m in
both length and width and 15 m in height. We deploy four
cluster heads around the sink node, placed in the center.
Then we randomly place 10 member nodes in each clus-
ter. Afterward, we simulate with traffic loads sent every
60 seconds. We select 60 seconds because environmental
parameters do not vary frequently. Therefore our system can
tolerate large delays. Then we increase member nodes to 20,
30, and 40. We then adjust the delays to range from 1 to 20,
40, and 60 seconds with 10 member nodes. We do not rec-
ommend any delay value; the ideal farming conditions are
known only by the user, or farming experts. Our protocol
merely provides a platform for the user to choose delays
anywhere between 1 second and 1 hour. Remember that some
researchers have even proposed 30-minute delay settings for
certain crop situations [6]. We model the system to operate as
though it has been running for 360 days. When using CSMA,
we set the maximum contention window size to 1024, but
vary the minimum contention window from 10 to 20, 30,
and 40, depending on the node count. Nodes may retrans-
mit if a collision occurs, however, only a maximum of
4 retries are allowed. The lengths of the RTS, CTS, and
ACK packets are each 30 bytes, but the RTS/CTSmechanism
is only used during the initial network initialization phase.
We assume that every member node transmits at a speed of
250 kbps when active, and has a payload (i.e., packet length)
of 300 bytes for each communication round. We estimate
300 bytes because we do not expect environmental param-
eters to have large loads of data. For example, after 5 com-
munication rounds each member node will have transmitted
a total of 1500 bytes. This is because, despite any changes in
the environmental conditions (such as temperature, humidity,
wetness, etc.), the packet lengths of such payloads remain
constant. Other simulation parameters are summarized as
shown in Table 1, most of which are obtained from exper-
iments conducted on the testbed. We use the same param-
eters (i.e., where applicable) for all the protocols involved
in the analysis. Finally, we do a comparison of the chosen
protocols.

TABLE 1. Simulation parameters.

C. PERFORMANCE METRICS
The proposed scheme is assessed using four performance
metrics: duty cycle, energy consumption, network lifetime,
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and delay. A node’s duty cycle ,DuC is calculated as [25]:

DuC =
(T transmit + T receive + T idle)

T total
(9)

where,

T total = T transmit
+ T receive

+ T idle + T sleep (10)

Here T total denotes the total simulation time whereas
T transmit, T receive, T idle, and T sleep represent the times spent
by a node in transmitting, receiving, idle listening, and
sleeping respectively. Assuming Esensor , Econtroller , E transmit ,
Ereceive, E idle, and Esleep represent the energy used by the
node’s sensing and microcontroller units, and when trans-
mitting, receiving, idle listening, and sleeping respectively,
then the nod’s total energy consumption, Enode after T total is
computed as [6]:

Enode = Esensor + Econtroller + E transmit

+ Ereceive + E idle + Esleep (11)

Enode = (PsensorxT total) + (PcontrollerxT total)

+

(
PtransmitxT transmit

)
+

(
PreceivexT receive

)
+

(
PidlexT idle

)
+

(
PsleepxT sleep

)
(12)

where Psensor , Pcontroller , Ptransmit , Preceive,Pidle, and Psleep

denote the power consumption by the node’s sensing and
microcontroller units, and when transmitting, receiving, idle
listening, and sleeping respectively. As explained in Section I,
the sensor and microcontroller units consume almost the
same power when active in low-power mode as when sleep-
ing. So, in this study, we assume these units are active
throughout the entire simulation period. However, the radio
units may periodically sleep. Therefore if the node has an
initial energy capacity of E initial , then the time taken for
the node to deplete its battery (i.e., its lifetime), Nodelife is
computed as:

Nodelife =
(E initial)

(Enode/T total)
(13)

Concerning delays, a packet moving through a multi-hop
network experiences the following delays at each hop [7]:
Carrier sense delay happens when a sending node per-

forms carrier sense. The size of the contention window
determines its value.
Backoff delay occurs when carrier sense fails, either due to

collisions or when a sending node detects other transmissions.
Transmission delay is affected by the packet length, chan-

nel bandwidth, and the coding method applied.
Propagation delay is affected by the distance of separation

between the transmitting node and the receiver. InWSNs, it is
normally ignored since the distance between the sending and
receiving nodes is usually very small.
Processing delay happens because before sending a packet

to the following hop, the receiver must process it. This delay
is mostly determined by a node’s processing capacity and the
effectiveness of the algorithm applied for data processing.

Queuing delay is affected by the traffic load. In heavy
traffic scenarios, queuing delay is usually very significant.
The sleeping delay occurs when a sending node intends to

transmit but the receiving node is in a sleeping state.
All of the aforementioned delays, except the sleeping

delay, are characteristics of multi-hop networks and apply
equally to GS-MAC, BEST-MAC, FAWR, EDS-MAC, and
S-MAC. Therefore, all protocols assume the same delay val-
ues in the simulation environment. However, each method
experiences a different sleep delay, depending on the time
spent in sleeping mode. We assume a complete cycle of
listening and sleeping to be a frame. Suppose packets arrive at
the sending node with equal time probability within a frame,
and T listen and T sleep denote the times in a frame when a node
spends in listening and sleeping modes respectively, then the
average sleep delay (Ds) can be computed as:

Ds =
Tframe
2

(14)

where,

Tframe = T listen + T sleep (15)

D. COMPARATIVE ANALYSIS
The performance of the proposed protocol is compared to
that of S-MAC [7], BEST-MA [14], FAWR [11], and EDS-
MAC [19]. We select S-MAC because it is one of the first
energy-saving systems. It is also the first WSN protocol
to implement duty cycling and has paved the way for the
creation of all other WSN duty-cycling methods. We choose
BEST-MAC, FAWR, and EDS-MACbecause they are current
works in scheduling, contention, and hybrid methods respec-
tively, and have outperformed many other protocols.

1) IMPLEMENTATION OF PROTOCOLS
Five protocols—GS-MAC, BEST-MAC, FAWR, EDS-MAC,
and S-MAC—have been simulated. In real world, nodes com-
municate simultaneously, however, in simulation environ-
ments, codes are executed sequentially. Therefore, to mimic
a contention scheme on MATLAB, each node starts by
selecting a random number from a set of integers distributed
uniformly from 1 to a value of the assumed contention win-
dow. The chosen numbers act as backoff counters. Then an
array of the selected backoff counters is created to indicate
the time slots when nodes are expected to transmit. This array
represents first-try transmissions. Afterward, each value in
the created array is compared with every other array member.
We assume a collision if more than one entry in the array
contained the same value. As a result, each node involved in
a collision will choose an extra random integer that will be
stored on an extra array created. The second array represents
transmissions on the first retry. This process of selecting and
comparing backoff counters is repeated until the maximum
number of retries is met. Afterward, sleep durations for each
node are determined by subtracting a node’s active time from
the total simulation time, concluding the simulations of the
contention-based algorithms. Schedule-based protocols also
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follow the same approach in simulating their setup phase,
but then transmit sequentially, each node communicating in
its allocated time slot. The duration of simulations depends
on the chosen number of simulation rounds. Finally, perfor-
mance metrics are computed. Animations are also made on
the same script based on the sequence of operations.

2) ANALYSIS OF ENERGY EFFICIENCY
Equation (11) shows that to decrease a node’s energy use,
we need to minimize Esensor , Econtroller , E transmit , Ereceive,
E idle, and Esleep. As explained in Section I, the sensor and
microcontroller units consume almost the same power when
active in low-power mode as when sleeping. So, in this study,
we assume Esensor and Econtroller are active (i.e., not sleep-
ing) throughout the entire simulation period. However, the
radio units may periodically sleep. Therefore, this leaves us
the task of minimizing E transmit , Ereceive, E idle, and Esleep.
Ptransmit , Preceive,Pidle, and Psleep are constant but T transmit,
T receive,T idle, and T sleep may vary depending on the MAC
protocol used. Since Ptransmit , Preceive, and Pidle are sig-
nificantly high compared to Psleep (see section I), the best
way to reduce Enode is by minimizing T transmit, T receive,
and T idle whereas T sleep is increased. For example, if we
neglectEsensor andEcontroller and if T total is 80 seconds where
T transmit, T receive,T idle, and T sleep are each 20 seconds, then
using readings from [6] where Ptransmit , Preceive,Pidle, and
Psleep are 21.2 mA, 12.8 mA, 12.8 mA, and 0.4 µA respec-
tively, we get Enode of 0.936008 J. But if T total is 80 seconds
where T transmit, T receive,T idle, and T sleep are 10 seconds,
10 seconds, 0 seconds, and 60 seconds respectively, we get
Enode of 0.340024 J. So minimizing T transmit, T receive, and
T idle is crucial to lowering power use. Equation (9) shows that
reducing T transmit, T receive, and T idle results in a low duty-
cycle, and (13) shows that a decrease in Enode leads to an
increase in Nodelife. Therefore, we can conclude that a proto-
col with the lowest duty cycle will have the least energy con-
sumption, resulting in the highest network lifetime. This is
achieved byGS-MAC; our protocol eliminates T idle by avoid-
ing idle listening, and lowers T transmit and T receive by avoid-
ing over-emitting and over-hearing respectively (see Fig. 5).
GS-MAC further decreases T transmit and T receive by avoiding
collisions and synchronization delays (see Fig. 5), while also
reducing packet overheads (see section III, part B.4). As a
result, figures 10 and 12 show that GS-MAC has the lowest
duty cycle and energy consumption respectively, resulting in
the highest network lifetime as shown in Fig. 14.

On the other hand, other protocols have higher duty cycles
because they synchronize periodically. With S-MAC [7],
nodes experience the largest duty cycle because they wake
up and go to sleep together. As a result, a node will con-
tinue listening even if it has completed communicating until
every other node has also finished transmitting. Nodes in
FAWR [11], BEST-MAC [14], and EDS-MAC [19] have
lower duty cycles than S-MAC because they go to sleep after
transmitting or receiving, regardless of whether other nodes
are still communicating. BEST-MAC has an even lower duty

cycle than EDS-MAC and FAWR because it uses a TDMA
method whereas EDS-MAC and FAWR use a contention
strategy during data transmissions. In contention schemes,
nodes usually stay awake for longer periods due to carrier
sense and backoff delays. But in TDMA designs, nodes fol-
low schedules and avoid carrier sense and backoff delays.
FAWR does not require periodic node synchronizations, but
theWuRmust send aWuC before transmitting any data.WuC
transmissions take almost as long as periodic synchronization
packet transmissions since they use a contention process.
Therefore FAWR has a comparable duty cycle to EDS-MAC.

Figures 10 and 12 also show that the duty cycle and
energy use respectively of GS-MAC remain at constant low
levels leading to a constant high network lifetime despite
the variations in node density. GS-MAC has a 2.7 times
higher network lifetime than BEST-MAC, the closest energy-
saving scheme, and this gap increases with traffic density as
shown in Fig. 14. This is because the nodes only wake up
to communicate during their allotted time slots, even if the
node density is increased, and that all other nodes stay in a
state of sleep when a given node is transmitting (see Fig. 5).
Only the cluster head’s duty cycle increases as a result. But
the duty cycles of other protocols rise with the increase in

FIGURE 10. Analysis of duty cycle in the first scenario.

FIGURE 11. Analysis of duty cycle in the second scenario.
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FIGURE 12. Analysis of energy consumption in the first scenario.

FIGURE 13. Analysis of energy consumption in the second scenario.

node density because they use a contention approach during
data transmissions. BEST-MAC is the least affected because
it only uses a contention approach in the setup phase. With an
increase in node density, contention mechanisms experience
more collisions, which lengthen carrier sense and backoff
delays. Increased node density also lengthens queuing delay.
These delays prolong the length of idle listening. As a result,
the duty cycles of all other protocols increase with high node
densities. Since the WuR in FAWR is always listening, we do
not include it in duty cycle calculations but involve it in the
computations of energy use and other metrics. Figures 12 and
14 show that FAWRuses comparable energy and has a similar
network lifetime compared to other protocols in cases where
the sleeping periods are relatively short (for instance, if set at
1 second). But the energy use becomes notably higher than
all other protocols when the sleeping time is relatively long
(for example, if it is set to 60 seconds), leading to the lowest
network lifetime. This is because theWuR in FAWR is always
listening for any incoming signals.

The WuR typically uses only 1 mW of power, which is
very small, but if nodes sleep for extended periods, then other
protocols will save considerably more energy than FAWR.
Figures 11 and 13 show that the duty cycles and energy use of

FIGURE 14. Analysis of network lifetime in the first scenario.

FIGURE 15. Analysis of network lifetime in the second scenario.

all protocols decrease with an increase in the interval between
communication rounds leading to higher network lifetimes
as shown in Fig. 15. This is because when the length of the
interval is increased nodes spend more time in sleeping states
than in active modes.

3) ANALYSIS OF DELAYS
Fig. 16 demonstrates that, of all the protocols, FAWR has the
lowest delay, followed by S-MAC, EDS-MAC, and BEST-
MAC, with GS-MAC having the largest delay. In FAWR, the
WuR is always on and can detect incoming transmissions at
any time, hence FAWR has the lowest latency because it does
not experience sleep delays.

FAWR experiences all other forms of delay but avoids
sleep delay, which is the most significant. All other proto-
cols have larger latencies because they suffer sleep delay.
Other protocols have higher duty cycles thanGS-MAC, there-
fore suffer fewer sleep delays. Because GS-MAC has the
lowest duty cycle, it experiences the highest sleep delay,
consequently suffering the highest latency, which is the
only downside of this work. However, the resulting delay
has a negligible impact on the performance of greenhouse
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FIGURE 16. Analysis of delay.

monitoring and control activities. Therefore, GS-MAC is still
the best option for greenhouse applications.

V. CONCLUSION
This research presents a new MAC protocol for wireless sen-
sor network-based greenhouse monitoring and control. The
protocol has better energy efficiency than previous research.
As a result, it provides a longer network lifetime. Experiment
results show that the proposed work has a network lifetime
that is 2.7 times better than BEST-MAC and substantially
higher than other protocols. The findings also indicate that
this difference grows even more as the sensor node density
is raised. This is because the protocol has eliminated most
of the energy waste sources associated with wireless sensor
networks that were identified by previous researchers. As a
result, the proposed protocol has an energy efficiency supe-
rior to both TDMA and contention schemes. The protocol
also maintains good scalability, comparable to contention
mechanisms, within the network range. Thus, the main goal
of developing a protocol with energy efficiency superior to
TDMA schemes while also preserving the scalability of con-
tention mechanisms is achieved.

A. LIMITATIONS
The main drawback of the proposed protocol is that it adds
more delays. Duty cycling is the primary method of reducing
energy loss, but the longer nodes spend sleeping, the more
delays there are. As a result, there is a trade-off between
energy conservation and delays. However, given the nature
of how greenhouse farms operate, the resulting delays barely
affect how well monitoring and control operations are carried
out. Therefore the proposed protocol is still the best choice for
greenhouse applications, despite the ensuing delays.

Another limitation of the proposed protocol is that it only
supports a 2-hop network, resulting in a maximum net-
work coverage of about 125,600 m2 when using the IEE
802.15.4 standard. At the moment, this is not a problem
since the network coverage is six times larger than the largest
available greenhouse in the world. But if larger greenhouses

are to be built in the future, more work would be required to
adapt the proposed technique.

B. RECOMMENDATIONS FOR FUTURE RESEARCH
Most of the parameters used in the simulation environments
had assumed values. However, each crop has unique farming
requirements, necessitating the use of different kinds of sen-
sors and actuators. So this research may be further improved
by studying the actual parameters used in greenhouse sys-
tems for particular crops. Then the observed values may be
integrated with the GS-MAC to provide accurate estimates of
the anticipated network lifetime.

In addition, for systems using an energy harvesting
approach, such as solar energy systems, the minimum
daily sunshine expectations of a certain place may also be
researched. Then ideal and precise sleeping times may be
determined using the observed data and the GS-MAC pro-
tocol to reduce delays. For instance, there would be no need
of keeping nodes in the sleep state for very long periods if
there was plenty of sunlight.

Finally, the algorithms used in the GS-MAC protocol need
to be improved to increase the network hopping capability
to more than 2. Presently constructed, GS-MAC only sup-
ports a 2 hop network, but by enabling multiple hops, the
protocol may be applied in open agriculture farms, which is
the primary farming method used globally, thereby providing
greater impact.
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