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ABSTRACT Fingerprint recognition is widely used in daily life. However, the physiological phenomena of
human can still fail recognition under dry and low temperature conditions. We present two main approaches
for enhancing the accuracy of fingerprint recognition systems in cases of dry fingerprints. The first approach
is an image enhancement algorithm with multiple training stages (MTS) for fingerprints at low temperatures,
which aims to restore low quality fingerprints to normal quality. The second method is a Cycled Contrastive
Ridge Generative Adversarial Network (CCRGAN) learning framework for synthesizing enrolled templates,
aimed at improving the accuracy of low-temperature fingerprint matching in authentication systems. For
FVC2002 dataset, we have achieved 0.05% for EER on DB1A, which is better than 0.09% for Li et al.
(2022) and 0.18% for Wong and Lai (2020) on the MTS algorithm. After adding CCRGAN pseudo low
fingerprint, the EER is improved to 0.0009%. As for inference time, our inference time is about 83 times
faster than Li et al. (2022) on the FVC2002 DB3B.

INDEX TERMS Convolution, generators, image processing, image enhancement, neural networks.

I. INTRODUCTION
Fingerprint recognition at low temperature is still a problem
that needs to be solved because the moisture on the skin
of fingers are significantly reduced, which leads to poor
quality of scanned fingerprint images. The ridges of the
low-temperature fingerprints might be unclear or the black
dots may appear on the images. The challenge in restoring
the fingerprint lies in the limited and potentially inaccurate
information available in the image. Image processing, such
as image enhancement or synthetic enrolled templates, can be
used to improve the accuracy of dry fingerprint recognition in
low-temperature conditions.

Conventional image enhancement methods are utilized in
feature-based fingerprint recognition. Reference [4] used a
method based on non-stationary directional Fourier domain
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filtering. They first filtered the image and then set a threshold
to get the enhanced result. Reference [5] transferred enhanced
image to estimate local ridge orientation and frequency on
multi-blocks to improve the valley to be clearer and the
ridge structures of input fingerprint images. It is a fast
algorithm that can achieve high accuracy. However, if they
filtered by estimating the orientation of fingerprints, only
finite labels can be presented. This limitation leads to lots of
incorrect orientation of the ridges in dry fingerprints at the
low temperature, which makes the dry fingerprint recognition
system be error-prone.

Previous works proved that the fingerprint image enhance-
ment methods based on single stage neural network have
good results [2], [6], [7], and [8]. However, these methods
can face the same challenges as conventional image enhance-
ment techniques if not appropriately constrained, leading
to potentially incorrect ridge orientation in the enhanced
fingerprints.
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In this paper, we propose two methods to improve the
recognition rate of dry fingerprints. One is that try to enhance
the fingerprint images by dividing the task into multiple sub-
tasks, called Multiple Training Stage (MTS) algorithm. The
MTS algorithm consists of two distinct sets, each addressing
a specific aspect of the image enhancement problem. Another
approach is to predict the dry fingerprint image by using
the user’s normal temperature fingerprint image. We perform
Cycled Contrastive Ridge Generative Adversarial Network
(CCRGAN) to simulate low temperature fingerprint.We eval-
uate our methods on the FVC2002 and FVC2004 datasets
and show that they outperform previous methods. The main
contributions of our work are as follows:
• We design an image enhancement algorithm called
Multiple Training Stage (MTS) with two subtasks for a
template-based matching recognition system.

• We generate the confidence map in the first stage, which
can guide the enhancement task in the second stage.

• We perform Cycled Contrastive Ridge Generative
Adversarial Network (CCRGAN) to generate pseudo
dry fingerprints, which can improve the matching rate
of recognition system.

• On the FVC2002 dataset, we have achieved 0.05% for
EER on DB1A, which is better than 0.09% for [1] and
0.18% for [2] on the MTS algorithm. With CCRGAN
pseudo low, the EER is improved to 0.0009%.

• On the FVC2002 DB3 B, our inference time is about
83 times faster than [3].

II. RELATED WORK
A. FEATURE-BASED MATCHING
Fingerprint recognition systems that rely on specific features
of fingerprints for identification purposes, such as ridge
orientation, singularity points, region line count, region
spacing, andminutiae, are known as feature-based fingerprint
systems. Chen and Kuo [9] proposed a method that utilizes
non-ink fingerprints and tree matching. Bhanu and Tan [10]
and Singh et al. [11] demonstrated advancements in finger-
print indexing by utilizing minutiae triplets and both minutiae
and pore features. Jaam et al. [12] introduced a fingerprint
recognition approach that combined both orientation and
minutiae information to enhance the accuracy of the system.
Zhao et al. [13] employed the technique of random sample
consensus to enhance the accuracy of their fingerprint
recognition system, resulting in improved results. Medina-
Pérez et al. [14] introduced a new algorithm for finger-
print matching that addressed limitations associated with
conventional minutiae-based algorithms. Sudiro et al. [15]
proposed a minutiae-based fingerprint recognition system
implemented in FPGA-based hardware, which achieved a
lower equal error rate (ERR).

B. TEMPLATE-BASED MATCHING
The templated-based matching system for fingerprint first
chooses templates to enroll, which is used to find the
matching fingerprint. These techniques have been demon-

strated to achieve either better classification accuracy or
prevention of attacks on the matching process. Ryu et al. [16]
proposed a template adaptation algorithm that utilizes
Bayesian estimation to generate a local fingerprint quality
information updated minutiae. Cappelli et al. [17] utilized a
masquerade attack that reconstructed a fingerprint image
from templates based on minutiae to test eight state-of-
the-arts fingerprint matching algorithms. Le and Tam [18]
examined the usage of a standardized fingerprint model to
synthesize fingerprint templates. Random Triangle Hashing
was proposed by Jin et al. [19]. However, this approach was
only appropriate for a limited number of remote users.

C. IMAGE ENHANCEMENT
Feature-based fingerprint identification systems typically
rely on conventional image enhancement techniques. These
methods have been found to produce superior results com-
pared to standard techniques proposed by Sherlock et al. [4],
who used non-stationary directional Fourier domain filtering.
Bansal et al. [20] introduced an efficient algorithm for finger-
print image enhancement, which utilized Type-2 fuzzy logic.
By improving the clarity of the valley and ridge structures,
they were able to achieve higher verification accuracy in their
experiments. In [21], the authors presented an unsupervised
learning approach that utilized a convolutional deep network
to enhance fingerprint structures for low and high level. Their
method outperformed Gabor-based enhancement and short
time Fourier transform-assisted enhancement techniques on
the FVC2000 database, achieving an EER of 7.4%.

D. SINGLE STAGE NETWORK
Previous research has focused on single-stage finger-
print image enhancement methods, such as [6], [7], [8].
Shen et al. [6] proposed a method using PFE-Net work and
Laplacian Loss to enhance fingerprint images with higher
resolution. By utilizing the Laplacian Loss, the proposed
method sharpened edges and effectively enhanced pore
features. However, the technique was only applicable to
the reinforcement of unbroken ridges and pores. Li et al. [7]
introduced a two-branch Convolutional Neural Network
(CNN) consisting of an enhancement branch and an orien-
tation branch to improve the performance. Sivaswamy [8]
proposed a network designed for extracting fingerprints
from images with a noisy background. Their approach
was effective in capturing fingerprints from a variety of
backgrounds. However, the processed fingerprints were not
exclusively intended for template-based matching.

E. PSEUDO TEMPLATE
Suzuki et al. [22] has shown that using pseudo images
can improve the recognition of low-temperature fingerprints.
Pseudo images have proven to be effective for matching
low-temperature fingerprints in a template-based system.
To ensure that the pseudo images are useful for the matching
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FIGURE 1. The low temperature fingerprint image and normal fingerprint
image. The whole image is origin pattern. The yellow circle is noise
pattern (black dots). The red one is ridge pattern (broken ridge).

FIGURE 2. The overall architecture of MTS first set.

system, a multi-stage synthesis approach is used instead of a
one-time synthesis.

III. MULTIPLE TRAINING STAGE IMAGE ENHANCEMENT
In this section, we introduce the two different sets of our
MTS algorithm. Both of sets are used to enhance the low
temperature fingerprint images. Due to the characteristics of
low temperature fingerprint, direct strengthening will result
in irregularities in the fingerprint. Therefore, we divided the
task of enhancement into several sub-problems. In the first
set, we turn the problem into origin pattern, ridge pattern and
noise pattern. In the second set, it is composed of estimating
the confidence map and restoring the ridges. We also propose
five kinds of training data, which are Normal, Normal
Synthesized (NS), Normal Synthesized Version 1 (NSv1),
Normal Synthesized Version 2 (NSv2), Normal Confidence
(NC) and Normal Local aligned (NL).

A. THE FIRST SET OF MTS
There are three sub-tasks that need to be solved in this
set, including the origin pattern, ridge pattern, and noise
pattern, as shown in Fig.1. We believe that the low dry
fingerprint image problems can be composed of these three
sub-tasks. The origin pattern is trained in the first stage,
which represents the information in the original images. The
ridge pattern is trained in the second stage, which represents
the broken ridges in the fingerprint. We observe that there
are many discontinuous ridges in low dry fingerprints.

FIGURE 3. Synthesized data example. (a) Origin Image. (b) NS. (C) NSv1
(d) NSv2.

Reconnecting these ridges can make the style of the low dry
fingerprint closer to a normal fingerprint. The noise pattern is
trained in the third stage, which represents the black dots in
low dry fingerprints. Due to the characteristics of human skin,
fingerprints scanned at low temperatures result in irregular
black noises on the scanned images. By removing these
noises, it can make the enhanced fingerprints closer to normal
fingerprints. The overall architecture of the first set for MTS
is shown in Fig.2.

1) SYNTHESIZED DATA
We produce three kinds of data, normal synthesized (NS),
normal synthesized version 1 (NSv1), and normal synthe-
sized version 2 (NSv2), to simulate the real low temperature
fingerprint. NS is the normal data with the black dot. NSv1
is used to simulate the broken ridge. NSv2 is also used to
simulate the broken ridge but it is more severe than NSv1 as
shown in Fig.3.

2) TRAINING STAGE AND INFERENCE STAGE
The first training stage is focused on the origin pattern.
We aim to ensure that the bottleneck features are useful,
so the input data and output data are the same. The second
training stage focuses on the noise pattern. A new decoder is
connected to the bottleneck in this stage, allowing the model
to learn how to eliminate the black noise in low temperature
fingerprints. The model weights from the first stage are
frozen. The third stage is focused on the ridge pattern, where
a different decoder is used to solve this sub-task. This decoder
is expected to learn how to connect broken ridges. The pre-
trained weights of the model are frozen in the second stage.
During the inference stage, we utilize the entire model to get
the enhanced fingerprint.

3) THE SECOND SET MOTIVATION
The synthesized data have a specific pattern, which may limit
the performance of the MTS first set. As shown in Fig.4), the
block dot noises are removed in the second stage. However,
the third training stage makes the noise pattern worse as
seen by red circles. So we combine the third stage of ridge
connecting and the second stage of noise removing into one
stage, known as the ridge restorer in the MTS second set.

B. THE SECOND SET OF MTS
As shown in Fig.5, the process is divided into two stages.
The first stage aims to produce a confidence map, and the
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FIGURE 4. NS inference on MTS first set.

FIGURE 5. MTS second set overall architecture.

FIGURE 6. The real training data in MTS second set. (a) The low
temperature fingerprint data in NL. (b)The normal fingerprint in NL. (c)The
confidence map of the real fingerprint (a).

second stage is referred to as the ridge restorer. The first
stage estimates the probable region of ridges on the low
temperature fingerprint. The higher the pixel value, the higher
the likelihood that the area can be enhanced, and vice versa.
The ridge restorer, which is trained in stage 2, then restores
the ridges based on this confidence map.

1) REAL DATA
We produce two kinds of data, normal low (NL), normal
confidence map (NC), to train on our MTS for second set,
shown in Fig.6. NC is the confidence map generated from
real data. NL is the real low data aligned to real normal data.

2) TRAINING STAGE AND INFERENCE STAGE
In the first training stage, we train the confidence map
extractor. It learns how to estimate the ridge contour map.

If the pixel value is close to 1, it is more likely to be a
ridge. During the second training stage, the ridge restorer
is trained using real low data (NL). It needs to learn how
to enhance the low-temperature fingerprint based on the
confidence map. The weight of the confidence map extractor
is frozen during this stage. During the inference stage,
we use the entire network to obtain the enhanced fingerprint.
We believe that the low-temperature fingerprint enhancement
task can be effectively solved by dividing it into estimating
the confidence map and restoring the ridges.

C. LOSS FUNCTION
We use three kinds of loss functions to train MTS, including
pixel-wise loss, Laplacian loss [6] and texture loss [23].

1) PIXEL-WISE LOSS
We apply a straightforward objective that optimizes the
similarity between the predicted images and ground truth
images with L2 distance [24]. The L2 distance is based on
L2-norm. Our pixel-wise loss is represented as:

L2(x, y) =
1

W × H

W×H∑
i=1

(xij − yij)2 (1)

where x is the predicted image and y is the ground truth image.
xij means the ijth pixel in the predicted image and yij means
ijth pixel in the ground truth image.

2) LAPLACIAN LOSS
Laplacian Loss is used to increase the sharpness of the result
images [6]. It is represented as:

LLaplacian =
∑
ij

(Lap(x)− Lap(y))2ij (2)

where Lap is the convolution with a fix kernel. The value of
the kernel is as follow:

Lap =

−1 −1 −1
−1 8 −1
−1 −1 −1

 (3)

x is the predicted image and y is the ground truth image.

3) TEXTURE LOSS
In [23], they introduced a newmodel of natural textures based
on the feature spaces of convolution neural networks. It can
increase the perceptual quality. The loss is represented as:

Ltexture =
1
|�i|

∑
uv∈�i

∥∥∥e(i)uv(I ′)− e(i)uv(I )∥∥∥22 (4)

where I ′ is the ground truth image ∈ RW×H×3. I is the
predicted image ∈ RW×H×3. e(i)(I ) is the feature ∈ RW×H×3

produced by the ith layer of VGG19. �i is [0, ·,Wi−1] ×
[0, ·,Hi−1], which is the spatial domain of e(i)(I ). We use
block5_conv4 of VGG19 as the features e(the same setting
as [23]).
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We claim to minimize total loss for first set and second set.
For the MTS first set, the total loss Lset1 for all three stages is
as follow:

Lset1 = λ1 × L2 + λ2 × LLaplacian (5)

where λ1 is set as 0.8 and λ2 is set as 0.2.
For the MTS second set, the total loss Lset2_stage1 in first

training stage is

Lset2_stage1 = L2 (6)

As for the second stage, the total loss Lset2_stage2 is

Lset2_stage2 = λ1 × L2 + λ2 × LLaplacian + λ3 × Ltexture (7)

where λ1 is set as 0.8, and λ2, λ3 are both set as 0.2.

IV. CCRGAN PSEUDO TEMPLATES
A. OBJECT FORMULATION
The overall flow of CCRGAN is shown in Fig.7. GN is the
generator which produces normal style fingerprints, and GL
is the generator which produces low style fingerprints. DN
and DL are the discriminators for normal style fingerprints
and low style fingerprints respectively. f is the ridge feature
extractor. It is used to calculate our Cycled Contrastive Ridge
Loss (CCRL). N and L are the normal fingerprint image and
low fingerprint image. Np is the pseudo normal fingerprint
represented as Np = GN (L). Lc is the cycled low fingerprint
represented as Lc = GL(Np) = GL(GN )(L). The pseudo low
fingerprint is represented as Lp = GL(N ), and Cycled normal
fingerprint is represented as Nc = GN (Lp) = GN (GL(N )).

B. RIDGE FEATURE EXTRACTOR (f )
Cycled Contrastive Ridge Loss function is generated by ridge
feature extractor (f ). It can make Lp and Np be closer to
the real fingerprint. We believe that the characteristics of the
ridges are more effective in determining the quality of the
fingerprint. For the architecture of ridge feature extractor,
we use the confidence map extractor proposed in III-B and
take the second to last layer as our feature maps. The ridge
feature extractor is trained like the first stage in MTS second
set. For each input image I , we extract its ridge feature If by
ridge feature extractor f where f (I ) = If .

C. LOSS FUNCTION
1) CYCLED CONTRASTIVE RIDGE LOSS
This loss function claims to make pseudo low not be too low
and enhanced low to be normal. For the cycle N → Lp →
Nc, we make pseudo low close to real low and away from
real normal and cycled normal, and we make cycled normal
close to real normal and away from real low and pseudo low.
Fig.8 shows the idea. For another cycle, we use same way to
calculate the loss function.

Since we think that ridge can be considered as the level
of fingerprint quality, we use pretrained confidence map
extractor (f ) as our ridge feature extractor. For the cycle
N → Lp → Nc and L → Np → Lc, the Cycled Contrastive

Ridge Loss is represented as (8), as shown at the bottom of
the next page, where n, l are the aligned pair from low data
L and Normal data N respectively.

2) ADVERSARIAL LOSS
For the generatorGL and its discriminatorDL , we express the
objective as:

LGAN (GL ,DL ,L,N ) = El∼Pdata(IL )[logDL(l)]

+ En∼Pdata(IN )[log(1− DL(GL(N )))]

(9)

G aims to minimize this objective, and D tries to maximize it
[25]. i.e.

min
GL

max
DL

LGAN (GL ,DL ,L,N ) (10)

For the other generator GN and its discriminator DN are
similar too. i.e.

min
GN

max
DN

LGAN (GN ,DN ,N ,L) (11)

3) CYCLE CONSISTENCY LOSS
The Cycle Consistency Loss is represented as:

Lcyc(GL ,GN ) = El∼Pdata(IL )[∥GL(GN (l))− l∥
2
2]

+ En∼Pdata(IN )[∥GN (GL(n))− n∥
2
2] (12)

which is the same as [25]. To sum up, the total loss LCCRGAN
for CCRGAN is represented as:

LCCRGAN (GL ,DL ,GN ,DN )

= LGAN (GL ,DL ,L,N )+ LGAN (GN ,DN ,N ,L)

+ Lcyc(GL ,GN )+ LCCR(GL ,GN ) (13)

V. EXPERIMENTAL RESULTS
A. DATASET WORKFLOW
1) NORMAL SYNTHESIZED (NS)
This dataset is used to simulate black noise dots in low
temperature fingerprints. To produce these noise dots, we first
binarize the image as a ridge label. Then, we add Gaussian
noise to the fingerprint ridges, as shown in Fig.9. Each
Gaussian noise dot is produced using a Gaussian kernel with
different settings, such as kernel size, sigma, darkness, and
the probability of noise appearance. We randomly select a
pixel on a ridge as the center and then multiply the pixels in a
n×n area around the center with a Gaussian kernel. We adjust
the decay parameter so that the noise color on the ridge is
lighter than on the valleys.

2) NORMAL SYNTHESIZED VERSION 1 (NSv1)
This dataset is regarded as a ridge pattern and is used to train
the first set of MTS. It is designed to simulate broken ridges
in low temperature fingerprints. We adjust the settings of the
Gaussian noises to make the color lighter rather than darker.
This makes the lines in the fingerprint less visible, as shown
in Fig.10.
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FIGURE 7. Overall flow of CCRGAN.

FIGURE 8. The concept of CCRL.

FIGURE 9. The flow of producing NS data.

3) NORMAL SYNTHESIZED VERSION 2 (NSv2)
This dataset is regarded as more severe ridge patterns.
We add Gaussian blur and Gaussian noise to the image
to make the ridges in the area even more obscure, shown
in Fig.11.

FIGURE 10. The flow of producing NSv1 data.

FIGURE 11. The flow of producing NSv2 data. The blue circle is Gaussian
blur, and the red square is Gaussian noise.

4) NORMAL CONFIDENCE (NC)
To avoid black frames on the pictures, we first flip the picture
mirror up and down. Then, we use themethod proposed by [5]
to generate our confidence map. After getting the result,
we crop the center to be our confidence map. The overall flow
is shown in Fig.12.

5) NORMAL LOW (NL)
Since our task is to enhance low dry fingerprints, we need
pairs of low and normal fingerprints. First, we find the

LCCR(GL ,GN ) =
∥f (GL (n))− f (l) ∥1

∥f (GL (n))− f (n) ∥1 + ∥f (GL (n))− f (GN (GL (n))) ∥1

+
∥f (GN (GL (n)))− f (n) ∥1

∥f (GN (GL (n)))− f (l) ∥1 + ∥f (GN (GL (n)))− f (GL (n)) ∥1

+
∥f (GN (l))− f (n) ∥1

∥f (GN (l))− f (l) ∥1 + ∥f (GN (l))− f (GL (GN (l))) ∥1

+
∥f (GL (GN (l)))− f (l) ∥1

∥f (GL (GN (l)))− f (n) ∥1 + ∥f (GL (GN (l)))− f (GN (l)) ∥1
(8)
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TABLE 1. The training dataset of all methods.

FIGURE 12. NC data workflow.

FIGURE 13. The workflow of NL data.

Algorithm 1 Find Best Finger
Input Same finger images I1 to In, and its maskM1 to Mn
∀I ∈ [0, 255]W×H
∀M ∈ [0, 1]W×H
N ← Normalize function from [min,max]→ [−1, 1]
best← None
Scoremin = ∞
1: for i = 1 to n do
2: Scorearea = 1− 1

|W×H |

∑W×H
i=1 Mi

3: Scorequality = 1
W×H (

∑W×H
i=1 (N (Mi)+ N (Ii)))2

4: Scorei = Scorearea + Scorequality
5: if Scorei < Scoremin then
6: Scoremin = Scorei
7: best = Ii
8: end if
9: end for

Return best

best quality fingerprint among the data of the same finger,
as shown in Algorithm 1. This fingerprint is considered the
normal fingerprint, while the others are all low fingerprints.
Then, we align the normal fingerprint with each low
fingerprint using the NovaTek alignment tool to produce
many pairs of fingerprints. After alignment, we divide the

FIGURE 14. The result of overlap count on FVC2002 DB3A. (a) Single
Stage [2]. (b)MTS first set.

TABLE 2. FVC2002 DB3A results.

aligned pairs into patches to be our training data. The overall
process is shown in Fig.13.

B. IMPLEMENTATION DETAILS
Ourmodel is trained using TensorFlow on a CPUwith a clock
speed of 3.9GHz, 132GB of RAM, and an NVIDIA RTX
2080Ti GPU. The batch size and optimizer are set to 32 and
Adamwith a weight decay of 10−5, respectively. The learning
rate is set to 10−4. We use the public FVC2000 dataset for
training MTS and private data for training CCRGAN. The
results are tested on the FVC2002 and FVC2004 datasets.
For the first set of MTS, we use synthesized data because
real data cannot be classified into noise pattern and ridge
pattern datasets. All MTS models and single stage models
are trained on the public dataset. However, CCRGAN is
trained on private data because it needs to be trained on the
dataset that the dry fingerprint and the normal fingerprint
are more different. This is because CCRGAN is used to
generate dry fingerprint to add on the matching tool. We want
to demonstrate the significant difference in matching results
when dry fingerprints are added to the matching tool
compared to without the addition of dry fingerprints. The
datasets used by all the models are shown in Table 1.

C. ABLATION STUDY
1) EFFECT OF THE MTS AND SINGLE STAGE ON
FVC2002 DB3A
To prove that the divide and conquer approach is more
effective than solving the task directly, we compare the MTS

86796 VOLUME 11, 2023



C.-H. Cheng et al.: MTS Image Enhancement Enrolled With CCRGAN Pseudo Templates

TABLE 3. FVC2004 DB4A results.

FIGURE 15. The effect of imposter score for recognition system.

first set and single stage approach. We use the FVC protocol
to test the results, which are shown in more detail in Table 2.
It can be seen that MTS achieved better results than the
single stage approach [2]. In Fig.14, it can be seen that if the
imposter scores are separated from the genuine scores, the
performance of the matching system will improve. Our goal
is to lower the imposter scores and raise the genuine scores.
In Fig.15 (a), it can be seen that even if the matching score
improves, the recognition rate may not be improved if the
imposter score is high. In Fig.15 (b), it can be seen that to
prevent the imposter score from being too high, improving
the exact pattern on the fingerprint is an acceptable alternative
that can be accepted by the recognition system. The symbol
(o) indicates a correct result, while (x) indicates an incorrect
result.

2) EFFECT OF THE MTS AND CCRGAN Lp ON FVC2004 DB4A
This section compares the results of MTS with and without
CCRGAN Lp, as well as with single stage on the FVC2004

FIGURE 16. Visualization Results of our proposed method with other
approaches. The origin fingerprint is failed to recognition.

DB4A dataset. The comparison is done using the FVC
protocol. The results are presented in Table 3. For MTS
without CCRGANpseudo low Lp, the enrolled number, probe
number, genuine count, imposter count, image size, and user
number are 300, 500, 500, 79200, 288 × 384, and 100,
respectively. With CCRGAN pseudo low Lp, the enrolled
number, probe number, genuine count, imposter count, image
size, and user number are 600 (300 enhanced + 300 pseudo
low), 500, 500, 108900, 288 × 384, and 100, respectively.
In the FVC2004 DB4A dataset, the best result is achieved
by the MTS second set with CCRGAN Lp. The threshold for
each model is taken as the FMR50000 score.

3) COMPARISON WITH STATE-OF-THE-ART RESULTS
We compare the Equal Error Rate (EER) of our proposed
method with other methods, as shown in Table 4. In FVC2002
DB1, DB3 and FVC2004 DB3, our method achieved the
lowest EER, but have a higher EER than Li et al. [3] in
FVC2002 DB4, FVC2004 DB1, DB2, and DB4. Nonethe-
less, our inference time is about 50 times faster than
Li et al. [3], as shown in Table 5. While Li et al. [3]
achieved great results through repeated implementation of
their method for FVC2004 DB1, DB2, and DB4, our method
only needs to be executed once to achieve good results,
making our inference time time about 50 times faster than
theirs. AS for FVC2002 DB2, our performance is not better
than [32], due to the difference in dpi(569) from FVC2000.
However, our method outperforms [32] for other datasets
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TABLE 4. The quantization result on FVC2002 and FVC2004.

TABLE 5. Inference time result.

(FVC2002DB1, DB3, FVC2004DB2), which are all 500 dpi.
In addition, it can be observed that our methods achieve
the lowest Equal Error Rate (EER) compared to other
methods in the FVC2002 DB1, DB2, and DB3 datasets
in Table.4. However, it exhibits a high EER on the DB4
dataset.We observed thatmost of the fingerprint images in the
FVC2002 DB4 dataset have black dots. In addition, texture
loss assists in denoising fingerprint images. Therefore, the
color of the enhanced fingerprint images becomes lighter.
However, template-based matching may consider the ridge
colors. This will result in a lower score for FVC2002 DB4.
The visualization results of the MTS first set, MTS second
set, CCRGAN, and single stage are shown in Fig.16.

VI. CONCLUSION
Our methods achieve the state of the art on FVC2002 DB1 A,
FVC2004 DB1A and FVC2004 DB3 A, even though they are
only trained on FVC2000. In addition, we have better results
than others on the rest of the dataset. This is a challenging
task in machine learning, as the trained model is prone to
be limited to the domain of the training data. Our method
is highly effective for low temperature fingerprints. The
MTS models do a great job for enhancing fingerprints, and
CCRGAN is more effective in separating the scores between
imposter and genuine. In FVC2002 DB1A, the performance
of MTS achieve 0.00% on EER with pseudo low templates
produced by CCRGAN, which is better than [1] and [2].
In addition, our inference time is 83 times faster than [3] on
FVC2002 DB3 B.
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