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ABSTRACT In order to leverage the advantages of the large sample capacity in the era of big data and
improve the performance of contemporary news recommendation methods, we have characterized complete
information such as news textual details, explicit themes, and implicit themes, and thoroughly portrayed
users’ mixed full term interest including long-term and short-term interests. As a result, we propose an arti-
ficial intelligence (AI)-News Personalization system that combines Complete news Content Characterization
and user Full term interest portrayal, i.e., NP-3C-FIP. The NP-3C-FIP system first utilizes Latent Dirichlet
Allocation (LDA) to extract the implicit theme distribution from the news textual content. Then, it learns the
unified news characterizations based on the headline, summary, category, subcategory, and implicit themes.
Using these news characterizations, the proposed method transforms the historical clicked news into the
representation vectors. Subsequently, the obtained sequence of news representation vectors is fed into a Gate
Recurrent Unit (GRU) network to capture the sequential interest features of the user. Furthermore, this paper
introduces a personalized attentionmechanism tomodel the stable tastes. Finally, the system concatenates the
portrayals of the full term to obtain a unified user representation vector, and calculates the click probability
for candidate articles using vector dot product. Experimental results demonstrate the effectiveness of the
proposed method in improving news recommendation performance.

INDEX TERMS AI, news personalization system, content characterization, full term interest portrayal, big
data.

I. INTRODUCTION
In the era of information explosion, both online news plat-
forms and readers face tremendous challenges. For readers,
it is difficult to find interested content from a large amount of
news information. For news platforms, it is not easy to make
their produced content stand out and attract a wide range
of readers. News recommendation systems exist to address
this contradiction, with the key being how to estimate the
likelihood of users adopting a certain news based on their
historical interaction behavior. It is of great significance for
alleviating information overload and facilitating a win-win
situation for platforms and users [1].
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News recommendation is an application of recommen-
dation technology in the field of personalized news read-
ing. Among all recommendation techniques, Collaborative
Filtering (CF) is one of the earliest and fundamental tech-
niques [2], [3]. Traditional CF algorithms typically calculate
the similarity of user behavior using metrics such as cosine
similarity and Jaccard coefficient [4], [5], [6]. With the devel-
opment of deep learning, collaborative recommendation has
recently shifted towards learning implicit space representa-
tions of users and items [7], [8], [9]. When applied to the
field of news recommendation, how to learn representations
of news and users’ vectors has become a key problem to
solve [10], [11], [12], [13], [14], [15], [16], [17], [18], [19],
[20], [21], [22]. According to the [23], at the model repre-
sentation level, CF has gone through the stages of modeling
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individual users or items (i.e., using their own IDs to represent
users or items) [24], modeling their own interaction history
(i.e., representing users using items they have directly inter-
acted with) [7], and modeling the entire user-item interaction
graph (i.e., representing users or items using higher-order
interaction relationships) [8], [9]. This idea of transition-
ing from self to interaction history and interaction graph is
worth learning from. However, the performance of pure CF
algorithms is unsatisfactory when directly applied to news
recommendation [10]. A news article contains rich textual
information such as headline, summary, body, as well as
additional information like theme. How to utilize advanced
Natural Language Processing (NLP) techniques to learn
high-quality text representations and how to integrate these
heterogeneous news information to obtain richer semantic
news representations are key to improving recommendation
quality [25].
Currently, most neural network-based news recommenda-

tion methods adopt a two-stage approach: extracting news
features first and then exploring personalized interests based
on the user’s historical interactions with news [26]. For
example, the Neural News Recommendation with Attentive
Multi-View Learning (NAML) model [11] first learns unified
news representation vectors based on headlines, bodies, and
categories, and then integrates all the news clicked by user
using an attention mechanism to obtain a unified user repre-
sentation vector. From the perspective of user interest model-
ing, this paper summarizes three categories of methods from
the surveyed literature. The first category focuses on overall
interests [10], [11], [12], [14], [15], [16], [17], [18], [19], [20]
generally integrating all the news interacted by the user
using attention aggregation, such as NAML. The second
category focuses on sequential interests [27], [28], [29],
using recurrent neural networks (RNNs) to model the user’s
evolving dynamic interests over time. For example, litera-
ture [28] uses Long Short-Term Memory (LSTM) to capture
the user’s sequential interests, also known as short-term
interests. The third category focuses onmodelingmixed inter-
ests [13], [15], [16], [21], [22], which combines overall and
sequential interests. For example, the Neural News Recom-
mendation with Long- and Short-Term User Representation
(LSTUR) model [13] uses the Gate Recurrent Unit (GRU)
to capture the user’s short-term interests from the clicked
news and represents the user’s long-term interests using their
user ID.

Compared to CF algorithms, many news recommen-
dation works combine news content with user interac-
tion history using a two-stage hybrid recommendation
method [27], [28], [29], [30]. Existing methods mostly rely
on a single information source, such as the headline, which
may not achieve satisfactory results [11]. The NAML model
verifies the effectiveness of combining different types of
news information, but it only uses simple explicit themes
when considering theme information. An article may belong
to multiple themes, and a simple category label, such as
sports, may not adequately express the news [27]. In terms of

user representation, existing methods usually consider over-
all, sequential, or mixed interests, but few methods explore
mixed user interests on the basis of integrating different types
of news information. Relying solely on sequential behavior
may not be accurate enough when users accidentally click
on incorrect news or are attracted by unrelated news out of
curiosity [31]. Therefore, this paper explores users’ mixed
interests based on fully utilizing the news textual content
and additional information, proposing a News Personaliza-
tion system combining Complete Content Characterization
and Full term Interest Portrayal (NP-3C-FIP). The core of
the model is a Complete Content Characterization Mod-
ule (3CM) and a Full term user Interest Portrayal Mod-
ule (FIPM). The proposed 3CM first uses Latent Dirichlet
Allocation (LDA) to extract the implicit theme distribution
from the news body [32], and then learns a unified news
characterization based on the headline, summary, category,
subcategory, and implicit themes. The FIPM emphasizes
the exploration of mixed interests. Considering the evolving
nature of user interests over time, this paper first uses GRU to
model the user’s sequential interest features from the histori-
cal interaction sequence, using the last time step’s interest fea-
ture vector as the user’s short-term interest portrayal. Then,
an personalized attention mechanism is introduced to adap-
tively model frequent behaviors in the interaction sequence,
obtaining the user’s long-term interest portrayal. The model
predicts and recommends by taking the dot product of the
user portrayal vector and the candidate news characterization
vector.

In summary, the main contributions of this paper are as
follows:

(1) We propose a News Personalization system combining
Complete Content Characterization and Full term Interest
Portrayal (NP-3C-FIP), which explores the implicit theme
information of news on one hand and comprehensively con-
siders users’ full term interest, i.e., long and short-term
interests, on the other hand.

(2) We emphasize the fusion of textual content such as
headlines and summaries, as well as additional information
such as implicit and explicit themes, to obtain more seman-
tically rich news representations, and explore users’ mixed
interests on this basis.

(3) Experiments on large-scale real-world datasets demon-
strate that the proposed model’s design can effectively
improve the performance of news recommendation.

II. RELATED WORKS
In recent years, news personalization tasks have gained
widespread attention in the fields of recommender and
NLP. CF, as the most basic and well-known recommenda-
tion algorithm, was widely applied in news recommenda-
tion in earlier years. For example, the first CF-based news
recommendation system, GroupLens, was proposed in [4],
and an extensible collaborative recommendation solution
for Google News was designed in [6]. With the devel-
opment of deep learning, the mainstream of collaborative
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recommendation has shifted towards learning user and item
representations in implicit spaces. For instance, literature [24]
used Stacked Denoising Auto-Encoders (SDAE) to extract
useful low-dimensional features from the original user-news
interactionmatrix to obtain user representation vectors. Then,
cosine similarity was calculated for all user representations
to complete Top-N recommendation. According to [23],
at the model representation level, CF algorithms have under-
gone developments such as modeling individual users or
items, modeling self-interaction history, and modeling the
entire user-item interaction graph. For example, literature [7]
designed a general CF recommendation framework called
Neural Collaborative Filtering (NCF), which learns user and
item representations using multi-layer perceptrons based on
neural networks. In [8], Neural Graph Collaborative Filter-
ing (NGCF) was proposed based on NCF, which captured
high-order connectivity in the user-item interaction graph
using graph neural networks. Subsequently, literature [9]
proposed LightGCN, which achieved a more concise and
better-performing model by removing the feature transforma-
tion and nonlinear activation modules from the embedding
propagation mechanism of graph convolutional neural net-
works (GCN). These methods have achieved good results in
general recommendation domains, such as product recom-
mendations, but their effectiveness in direct application to
news recommendation has been unsatisfactory. This is possi-
bly due to the highly time-sensitive nature of news articles,
with new articles being constantly published and existing
ones quickly becoming outdated. The pure CF algorithm
encounters severe data sparsity issues in the field of news rec-
ommendation. Therefore, how to effectively utilize the rich
textual content of news articles is often the key to improving
recommendation quality [25].
Compared to CF algorithms, hybrid recommendation

methods combining news content and user interaction his-
tory are commonly used in news recommendation [33].
In the early stages, feature engineering models such as
Term Frequency-Inverse Document Frequency (TF-IDF),
Latent Semantic Analysis (LSA), LDA, and Bayesian models
were frequently applied for extracting news features [18],
[34], [35], [36]. With the development of neural networks,
researchers started adopting deep learning techniques such
as Convolutional Neural Networks (CNN) [37], Recurrent
Neural Networks (RNN) [38], and attention mechanisms [39]
in combination, often using a mixture of multiple techniques
to improve recommendation effectiveness. For example, the
NAMLmodel [11] used a combination of CNN and attention
mechanisms to extract news text features and then integrated
all historical clicked news with attention weights to model the
overall user interest. Literature [14] employed a combination
of multi-head self-attention mechanisms and attention mech-
anisms to learn news representations. Literature [19] utilized
Transformer [40] to learn news representations from news
headlines and themes and employed one-hop and two-hop
graph learningmodules to capture high-order interaction rela-
tionships in the user-news interaction graph. Literature [10]

introduced knowledge graphs into news recommendation to
obtain more informative representations. Literature [28] used
LSTM (Long Short Term Memory) to infer short-term user
interests from their historical interaction sequences. Liter-
ature [13] combined CNN with attention mechanisms to
extract news textual features and used a GRU network to
model user short-term interests based on the sequence of news
representations that the user clicked on.

Thanks to various effective representation learning meth-
ods in deep learning, the aforementioned works have
achieved outstanding results, but there is still room for explo-
ration. For example, at the news representation level, most
methods only utilize the combination of headlines or head-
lines and themes, making it difficult to learn accurate news
representations when the headlines are short and concise or
ambiguous [11]. Additionally, at the user representation level,
few methods explore users’ mixed interests based on the
fusion of different types of news information. Therefore, this
paper emphasizes exploring users’ mixed interests based on
the comprehensive utilization of news textual content and
additional information.

TABLE 1. Symbol definition.
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III. MATERIALS AND METHODS
The mathematical symbols and their descriptions used in this
paper are shown in Table 1.

A. PROBLEM FORMULATION
Given a target user u and their historical click sequence {n1,
n2, . . . , nM}, our objective is to predict whether user u will
click on a candidate news article n that they have never seen
before. For the candidate news article n, we simultaneously
consider its headline, summary, category, subcategory, and
implicit themes. Each headline or summary is represented as
a word sequence composed of several words, denoted as {w1,
w2, . . . , wN}. Each category or subcategory is described as a
word or phrase, denoted as wc and wsc, respectively. The dis-
tribution of implicit themes in = [zn,i]i=1,2,...,K ,

∑K
i=1 zn,i =

1 is extracted from the news body using Latent Dirichlet
Allocation (LDA), whereK represents the number of implicit
themes, and zn,i represents the probability that news n belongs
to implicit theme i.

B. NP-3C-FIP OVERALL ARCHITECTURE
The overall architecture of the proposed NP-C3-FIP model is
shown in Figure 1.

FIGURE 1. The NP-3C-FIP overall architecture.

The input consists of candidate news and the historical
click sequence of the target user, and the output is the prob-
ability of the target user clicking on the candidate news. The
NP-3C-FIP model mainly consists of 3CM and FIPM.

In 3CM, the model learns a unified news characterization
vector based on various features of the news, such as the head-
line, summary, category, subcategory, and implicit themes.

In FIPM, the model first transforms the historical click
news into news characterization vectors based 3CM. Then,
the obtained news characterization sequence is fed into a
GRU network to capture the sequential interest features of
the user. The last time step’s interest feature vector is used as
the short-term interest portrayal of the user. Additionally, the
model uses the last time step’s interest feature as the query

vector for an attention network to adaptively model frequent
behaviors in the click sequence, obtaining the long-term inter-
est portrayal of the user. Finally, the model concatenates the
long-term and short-term user portrayals to obtain a unified
user portrayal vector, and the user’s click probability for the
candidate news is calculated using vector dot product.

C. 3CM
3CM is used to learn unified news characterization vectors
from various features of news, including the headline, sum-
mary, category, subcategory, and implicit themes, as shown
in Figure 2.

FIGURE 2. The 3CM structure.

It mainly consists of four components.

1) TEXT FEATURE EXTRACTOR
The first component of 3CM is the text feature extractor,
which takes word sequences representing the news headline
or summary as input and outputs representation vectors for
the headline or summary, as shown in Figure 3.

FIGURE 3. The text feature extractor structure.

The text feature extractor consists of a three-layer network
structure.

The first layer is word embedding layer, which converts the
word sequence into a low-dimensional sequence of word vec-
tors. Let the word sequence be {w1, w2, . . . , wN}. By querying
the word embedding table W ∈ RV×D, the words in the
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sequence are transformed into word vectors, denoted as
E = [e1, e2, . . . , eN ]T ∈ RN×D, where N is the number
of words in the sequence, V is the vocabulary size in the
embedding table, and D is the embedding dimension.
The second layer is CNN, which captures the local con-

textual features of words through convolutional operations.
According to [37], this paper sets the convolution operation
as the inner product between the convolution kernel and the
word vector. Let ci be the contextual representation of wi, and
its calculation process is shown in (1).

ci = ReLU(Mc ei:i+l−1 +bc) (1)

In which, ReLU is the non-linear activation function,
ei:i+l−1 is the concatenation of l word vectors, Mc ∈ RNf ×lD

and b ∈ RNf represent the convolution kernel and bias term,
which are trainable parameters in the CNN model, Nf is
the number of convolution kernels, and l is the size of the
convolution kernel window. After this layer, the words in
the sequence are transformed from word vectors to contex-
tual characterization vectors that capture contextual features,
denoted as C = [c1, c2, . . . , cN ]T ∈ RN×Nf .
The third layer is a word-level attention network, which

assigns different importance levels to different words through
attention weighting and forms a unified text characterization
vector. The proposed model initializes a fixed query vector
randomly and uses the fully connected network with a single
hidden layer to calculate the attention weights of each contex-
tual characterization vector ci relative to the query vector. Let
the attention weight of wi be ai, and its calculation process is
shown in (2).

ai =
exp(qT tanh(Mqci + bq))∑N
j=1 exp(qT tanh(Mqcj + bq))

(2)

In which, Mq ∈ RQ×Nf , bq ∈ RQ, q ∈ RQ are trainable
parameters of the model, and q represents the query vector of
the attention network, Q is the dimension of the query vector.
The final text characterization is calculated as the weighted
sum of the contextual characterizations and their attention
weights, as shown in (3).

rH =

∑N

i=1
aici (3)

In which, rH is the final characterization vector for the
news headline. Similarly, the summary characterization vec-
tor rA can be calculated.

2) IMPLICIT THEME EXTRACTOR
The second component of 3CM is the implicit theme extrac-
tor, which uses LDA to extract the distribution of implicit
themes from the news body. Given a training corpus consist-
ing of all news bodies, LDA generates the theme distribution
for each news and the word distribution for each theme. LDA
assumes that the news themes and theme words follow the
Dirichlet prior distribution. For any news document n, its
theme distribution is shown in (4):

in = Dirichlet(a) (4)

In which,a ∈ RK is the hyper-parameter of the distribution,
a K -dimensional vector representing the number of implicit
themes. For any theme k , its word distribution is shown in (5):

αk = Dirichlet(β) (5)

In which,β ∈ RX is also the hyper-parameter about the
distribution, and X represents the total number of words in
the corpus. To generate the n-th word in document n, the
corresponding theme is first selected based on the theme
distribution in, as shown in (6):

znn = Multi(in) (6)

Then, the final probability distribution of the word is
obtained based on znn and its word distribution αznn , as shown
in (7):

wnn = Multi(αznn ) (7)

The above is the LDA theme model, also known as the
basic principle of generative probabilistic model. In which,
i,α and z are trainable parameters, and K , a,β are the
hyper-parameters of the model. We use the variational
inference Expectation-Maximization (EM) algorithm in
scikit-learn to train this model and obtain the implicit theme
distribution in = [zn,i]i=1,2,...,K ,

∑K
i=1 zn,i = 1 for can-

didate news n, where K is the number of implicit themes,
and zn,i is the probability of news n belonging to implicit
theme i. Finally, for weighted fusion of news features, the
model feeds in into a fully connected network. This allows
for the extraction of more features and the transformation
of the theme distribution into a hidden space with the same
dimensionality as the text characterization rH , rA ∈ RNf .
The forward propagation process of in in the fully connected
network is shown in (8):

rIT = ReLU(Mc in +bIT ) (8)

In which, MIT ∈ RNf ×K , bIT ∈ RNf are trainable parameters
of the model, and rIT is the final characterization vector for
the implicit themes.

3) CATEGORY FEATURE EXTRACTION MODULE
The third component of 3CM is the category feature extrac-
tion module, which is used to extract explicit thematic
features from the news. Online news platforms, such as
Microsoft News, often use categories (such as Politics and
Sports) and subcategories (such as Trumpand NBA) to label
news articles. These categories indicate the explicit thematic
information of the news and directly reflect the user’s theme
preferences.

The model first converts the words describing categories
and subcategories into low-dimensional vectors using a cat-
egory embedding layer, denoted as ec and esc, respectively.
Then, similar to the theme distribution, the model utilizes the
fully connected network with a single hidden layer to learn
the final characterizations of the category and subcategory.
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The expressions of this process are shown in (9) and (10).

rC = ReLU (V c ec + vc) (9)

rSC = ReLU (V sc esc +vsc) (10)

In which, Vc,Vsc ∈ RNf ×Dc , and vc, vsc ∈ RNf represent
trainable parameters.

4) ATTENTION NETWORK
The last component of 3CM is an attention network, which is
used to model the varying importance levels of different news
information and form a unified news characterization vector.
Let’s denote the attention weights for the headline, summary,
category, subcategory, and implicit theme as aH , aA, aC , aSC ,
aIT , respectively. We first use the neural network to fit the
similarity between the query vector and each representation
vector. Then, we apply the Softmax function to normalize
the similarity results and obtain the weight coefficients. This
process is shown in (11) and (12).

aH = pTtanh (VH rH +vH ) (11)

aH =
exp(aH )

exp(aH ) + exp(aA) + exp(aC ) + exp(aSC ) + exp(aIT )
(12)

In which,VH ∈ RQ×Nf , vH ∈ RQ, and p ∈ RQare trainable
parameters. Similarly, we can compute aA, aC , aSC , aIT .
Therefore, the final characterization of the candidate news
article n is calculated as the weighted sum of the headline,
summary, category, subcategory, and implicit theme charac-
terizations, using their corresponding attention weights. This
is represented by (13).

rn = aH rH + aArA + aCrC + aSCrSC + aIT rIT (13)

D. FIPM
The FIPM structure as shown in Figure 4.

FIGURE 4. The FIPM structure.

Given a target user u and their historical click sequence {n1,
n2, . . . , nM}, we first convert the historical clicked news into
news characterization vectors based on 3CM. Let’s denote
the obtained news characterization sequence as {r1, r2, . . . ,
rM}. To capture the user’s evolving dynamic interests over

time, the model utilizes the GRU network to model the user’s
sequential interests from the historical click behavior. GRU is
effective in handling sequential data and combines the current
input with the previous hidden state output to compute the
current hidden state output. This computation is repeated, and
the information flow and amount are controlled by the reset
gate xt and update gate zt . The specific calculations involved
at each time step are shown in (14)-(17).

xt = σ (M1[ht−1, rt ]) (14)

zt = σ (M2[ht−1, rt ]) (15)

h̃t = tanh(M3[xt ⊙ ht−1, rt ]) (16)

ht = (1 − zt ) ⊙ ht−1 + zt ⊙ h̃t (17)

In which, rt represents the vector characterization of news
nt , which serves as the input to the GRU network at time step
t . ht−1 is the hidden state output of the GRU network at time
step t-1, representing the user’s interest feature vector from
the previous time step. ⊙ denotes element-wise multiplica-
tion. σ represents the sigmoid non-linear activation function.
M1, M2, M3 are trainable parameters of themodel. As the final
hidden state output hM represents the user’s interest feature
vector at the current time step, we consider hM as the user’s
short-term interest portrayal, denoted as rS ∈ RH , whereH is
the dimension of the hidden vectors.

However, relying solely on sequential behavior may not be
accurate enough, as users may accidentally click on wrong
news or be attracted by unrelated news out of curiosity.
Therefore, we introduce a personalized attention network on
{h1, h2, . . . , hM} to assign different importance weights to
each click behavior. In 3CM, the query vector is trained along
with the other network parameters through random initializa-
tion [11]. In this case, the query vector is set as the user’s
interest feature vector hM at the last time step. Thus, each
interest feature vector at the other time steps is evaluated for
similarity with hM , and the corresponding weight coefficients
are obtained by normalizing the similarities using Softmax.
This computation process is shown in (18).

ai =
exp(hM tanh(Vihi + vi))∑M
j=1 exp(h

T
M tanh(Vjhj + vj))

(18)

In which, Vi ∈ RQ×H , vi ∈ RQ represent projection matri-
ces, which are trainable parameters of the model. Finally,
we compute the user’s long-term interest portrayal as the
weighted sum of all interest feature vectors at each time step,
multiplied by their attention weights, as shown in (19).

rL =

∑M

i=1
aihi (19)

Finally, the model concatenates the long-term and short-
term user representations to obtain a unified user representa-
tion vector, i.e., ru = [rS :rL].

E. MODEL TRAINING
For online news service platforms, both user and news rep-
resentations can be pre-computed offline in order to reduce
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recommendation latency, and the calculation of click-through
rates (CTR), i.e., scoring mechanisms, as simple as possi-
ble [13]. Therefore, we use a simple vector dot product to
calculate the click probability of the target user for candidate
news, as shown in (20).

y = rTu rn (20)

Furthermore, in news recommendation, the ratio of pos-
itive to negative samples is highly unbalanced. Therefore,
we employ a negative sampling strategy for model training.
For each news article clicked by a user, i.e., a positive sample,
we randomly sample R articles that appeared in the same ses-
sion but were not clicked by the user, i.e., negative samples,
and reconstruct the CTR prediction problem as an R + 1
classification task. Let y+ and [y−1 , y−2 , . . . , y−R ] represent the
click scores of the positive sample and R negative samples,
respectively. According to [41], we optimize this classifi-
cation problem using cross-entropy loss function. Specifi-
cally, first, the click probabilities are softmax-normalized to
compute the posterior click probability of positive samples,
as shown in (21).

pi =
exp(y+i )

exp(y+i +
∑R

j=1 exp(y
−

i,j))
(21)

Then, the negative log-likelihood of all positive samples is
used as the final loss function, as shown in (22).

ℓ = −

∑
i∈P

log(pi) (22)

In which, P denotes the set of all positive news samples.

IV. EXPERIMENT
A. DATASETS
We conducted experiments on the Microsoft News Dataset
(MIND) and MINDsmall.

1) TheMIND dataset [25] is a large-scale news recommen-
dation dataset collected from anonymous behavior logs from
October 12, 2019, to November 22, 2019, spanning 6 weeks.
The last week’s data was used to construct the test set, while
the 5th week’s data was used to construct the training set, and
the data from the last day of the training set was extracted to
build the validation set. For the training data, the interaction
history was built using the user’s click behavior from the
previous 4 weeks. For the test data, the interaction history
was built using the user’s click behavior from the previous
5 weeks.

2) The MINDsmall dataset is a lightweight version of the
MIND dataset, constructed by randomly selecting 50,000
training users and their behavior logs from theMIND dataset.
Following the format of the MIND dataset, this paper built
the user interaction history using the click behavior from the
previous 4 weeks. For the last week’s data, the data from the
first 5 days was used for training, the data from the 6th day
was used for validation, and the data from the last day was
used for testing.

Detailed statistical information about used datasets is
shown in Table 2.

TABLE 2. Details of both data sets.

B. EVALUATION METRICS
To evaluate the performance of the proposed NP-3C-FIP
system, we independently repeated each experiment 5 times
and reported the average scores for each evaluation metric.
The evaluation metrics used are as follows:

1) Area Under the ROC Curve (AUC) is commonly used
for classification models, where a higher score indicates bet-
ter model performance.

2) Mean Reciprocal Rank (MRR) calculates the reciprocal
of the rank position where the user clicked on the news and
takes the average. This metric reflects how prominent the
position of the news is to the user and a higher score indicates
a more significant impact on the recommendation system.

3) Normalized Discounted Cumulative Gain (nDCG) con-
siders the ranking order of good recommendation results
in the top-k list. This is important for the recommenda-
tion system because it is necessary to place good results in
higher positions to give them a better chance of being chosen
by users. We used nDCG@5 and nDCG@10 as evaluation
metrics.

C. EXPERIMENTAL SETUP
Our model was implemented using TensorFlow. The
hyper-parameters were determined by optimizing the Area
Under Curve (AUC) on the validation set. We initial-
ized the word embedding matrix W with a pre-trained
300-dimensional GloVe (Global Vectors for Word Represen-
tation) technique [42]. The word embedding dimension, D,
was set to 300, the category embedding dimension, Dc, was
set to 100, the number of CNN convolutional filters, Nf , was
set to 300, the window size, l, was set to 3. The dimension
of the attention query vector, Q and GRU hidden vector, H,
was set to 200. The number of words in the headline and
summary, n, was set to 20 and 50, respectively. The length of
the historical click sequence, m, was set to 50. The number of
implicit themes, K, was set to 50, and the negative sampling
rate, R, was set to 4. In addition, to prevent over-fitting, the
model used a 0.2 dropout strategy after the word embedding
and CNN outputs [43]. Adam optimization [44] was used for
model optimization with a batch size of 64 and a learning rate
of 0.001.
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TABLE 3. Contrast experimental results.

D. BENCHMARKS
To validate the effectiveness of our method, we com-
pared the proposed NP-3C-FIP model with 7 state-of-the-
art(SOTA)benchmark models, including 1 CF-based model
that does not utilize news content information, and 6 hybrid
models that incorporate news content information.

1) LightGCN [9] is an advanced CF recommendation
model that uses their own IDs as the original features
of the user and the item and employs a simplified GCN
(Graph Convolutional Network) embedding propagation
mechanism to capture high-order collaborative signals on
the user-item interaction graph. To apply the model to the
MIND dataset, we randomly sampled 30 neighbors for each
node to construct the user-news adjacency matrix. However,
for the MINDsmall dataset, we utilized all the interaction
data.

2) DKN [10] is a hybrid news recommendation model
that integrates knowledge graph information. It learns news
representations based on headlines and entities and user rep-
resentations based on the similarity between candidate news
and historical clicked news.

3) NAML [11] is a hybrid news recommendation model
that combines headline, theme, and body information.
It is also an influential method that inspires the proposed
model.

4) NPA [12] is a hybrid news recommendation model that
utilizes headline information. It replaces the query vector of
the attention network with the user ID and selects important
words and news based on user preferences.

5) LSTUR [13] is a hybrid news recommendation method
that considers both user short-term and long-term interests.
It uses GRU to learn the user’s short-term interest represen-
tation from historical clicked news and employs the user ID
as the representation of long-term interest.

6) NRMS [14] is a hybrid news recommendation method
that utilizes headline information. It captures long-term inter-
action relationships between words based on a multi-head
self-attention mechanism.

7) GERL [19] is a hybrid news recommendation method
that considers high-order user-news interaction relationships.
It uses one-hop and two-hop learning modules to capture
first-order and second-order interaction relationships in the
user-news interaction graph.

E. CONTRAST EXPERIMENT
The experimental results of the proposed NP-3C-FIP model
compared to the benchmark methods are shown in Table 3.

Based on Table 3, the following observations can be made:
1) The hybrid recommendation models that incorporate

news content information outperform the CF model, i.e.,
LightGCN. This may be because pure collaborative filtering
algorithms encounter serious sparsity issues in the user-item
rating matrix in news recommendation. Therefore, leveraging
the rich textual content of news articles could be a key factor
in improving recommendation quality.

2) Models that incorporate multiple news information such
as headline, body, and category (e.g., LSTUR, GERL, and
NAML) perform better than models that only utilize title
information (e.g., NRMS and NPA). This is likely because
the rich content information helps learn more accurate repre-
sentations of news. It is worth noting that the NAML model
achieves the best performance among all benchmark models,
and it is the only benchmark model that combines headline,
body, and category information, demonstrating the effective-
ness of integrating multiple news information.

3) The NP-3C-FIP model consistently outperforms all
benchmark models. This may be because the proposed model
fully utilizes the textual content, explicit themes, and implicit
themes of news, and considers the mixed interests of users,
resulting in informative news and user representations. Addi-
tionally, compared to the NAML model, the proposed model
uses LDA theme modeling to extract the implicit theme dis-
tribution from the news body instead of treating the body
text as a fixed length, such as retaining the first 100 words
and directly inputting them into the model, which effectively
utilizes the body text.

4) It is worth noting that the performance of the six hybrid
recommendation models on the MINDsmall dataset is not
entirely consistent with the results on the MIND dataset. This
may be due to the models’ different adaptability to different
datasets. Nevertheless, they still outperform the LightGCN
model, which is sufficient to demonstrate the effectiveness of
utilizing news content information.

F. ABLATION EXPERIMENT
To further investigate the effectiveness of the components in
the proposed model, namely 3CM and FIPM, we conducted
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TABLE 4. Ablation experimental results.

experiments on various ablation variants of the NP-3C-FIP
model, and the results are shown in Table 4.

1) we compared the impact of different types of news infor-
mation, such as headline, summary, category, and implicit
themes, on the model. From Table 4, it can be observed
that implicit themes outperformed headline, summary, and
category information. This may be because implicit themes
are extracted from the news body, which contains the original
text of the news and provides rich training data for theme
modeling, resulting in accurate implicit theme distributions.
Additionally, category information (including category and
subcategory) also achieved good performance as they reveal
the explicit themes of news articles, directly reflecting users’
theme preferences. Moreover, the experimental performance
of the summary was significantly better than that of the news
headline, indicating that the summary provides richer and
more detailed content information, further confirming that
rich textual content leads to better recommendation results.
Furthermore, although news headlines are concise, they have
a decisive influence on user reading behavior, and thus using
only news headlines can achieve decent recommendation
results. Finally, compared to using only news headlines, the
complete NP-3C-FIP model improved the AUC score by
approximately 0.06 on the MIND dataset and by approxi-
mately 0.03 on the MINDsmall dataset, demonstrating the
effectiveness of integrating different types of news informa-
tion and the complementary role of different news informa-
tion in learning news representations.

2) we explored the effectiveness of user long-term and
short-term representation models. From Table 4, it can be
observed that using attention mechanisms for dynamic fusion
or modeling user sequential interests with recurrent neural
networks yielded better experimental performance compared
to simply summing and averaging historical interacted news.
Furthermore, from the last two experiments, it can be seen
that removing the user long-term interest representation mod-
ule resulted in a decrease in all evaluation metric scores,
demonstrating the effectiveness of exploring the mixture of
user long-term and short-term interests.

G. THE STUDY ABOUT HYPER-PARAMETERS
To explore the impact of various hyper-parameters on the
performance of the NP-3C-FIP model, relevant experiments
were conducted on the MINDsmall dataset.

1) we examined the number of convolutional kernels, i.e.,
Nf , and the window size, i.e., l in the CNN, which determine
the model’s ability to capture local contextual features of
words.

FIGURE 5. Effect of Nf and l on model.

As shown in Figure 5, overall, a window size of l = 3 and
Nf =300 yielded the best model performance. Additionally,
given a window size, the AUC score initially increased with
an increase in the number of convolutional kernels, as more
kernels imply capturing more local contextual features. How-
ever, when Nf becomes too large, such as 400, the trend may
change due to over-fitting. Similar patterns can be observed
for window size, where too small window fails to capture
long-term contextual features, and excessively large windows
are susceptible to over-fitting due to noise.

2) we investigated the length of the user’s historical click
sequence, i.e.,M. Generally, more click records provide more
clues for modeling personalized interests. However, M can-
not be infinitely large as it is limited by the dataset.

FIGURE 6. Effect of M on model.

As shown in Figure 6, on the MINDsmall dataset, a length
of M = 50 yielded the best model performance. This
result suggests that inferring personalized interests for users
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with extremely scarce behaviors on the platform is quite
challenging.

3) In the category feature extractor, the model first converts
category and subcategory into low-dimensional vectors using
a category embedding layer. In general, encoding more bits
can capture more useful information about category descrip-
tions and aid in modeling user theme preferences.

FIGURE 7. Effect of Dc on model.

As shown in Figure 7, when the dimensionality of the
category embedding, i.e., Dc, is set to 100, the proposed
model achieved optimal performance.

4) In the text feature extractor, the model takes word
sequences representing news headlines or summaries as
input and generates the corresponding representation vectors.
Therefore, experiments were conducted to explore the lengths
of headlines or summaries.

FIGURE 8. Effect of Nh on model.

FIGURE 9. Effect of Ns on model.

As shown in Figures 8 and 9, the model achieved the best
performancewhen the length of headline, i.e.,Nh or the length
of summary, i.e., Ns were set to 20 and 50, respectively. This
result is intuitive, as news summaries are usually slightly
longer than headlines. Furthermore, Figure 8 demonstrates
a clear trend of initially increasing and then decreasing per-
formance. This can be explained by the fact that longer
word sequences provide more information, allowing for more

accurate modeling of news semantics. However, excessively
long word sequences may introduce noise and degrade model
performance.

V. CONCLUSION
We propose a news recommendation method called NP-3C-
FIP in this paper. In general, the proposed model consists
of 3CM and FIPM. The former can fully characterize the
complete news information, including text details, explicit
themes, and implicit themes. The latter thoroughly captures
the user’s mixed long-term and short-term interests to explore
their immediate needs and future favors. Experiments demon-
strate that the design framework of proposed model effec-
tively improves the performance of news recommendation.
In future work, we will conduct in-depth research on the
cold-start user problem in news recommendation.
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