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ABSTRACT To eliminate inter-symbol interferences (ISI) caused by nonlinear group delay effect in high-
speed broadband satellite sensor networks, an efficient parallel adaptive blind equalization of improved block
constant modulus algorithm (IBCMA) with decision-directed (DD) mode (IBCMA-DD) is proposed with
block minimum mean square error (MMSE) criterion. First, nonlinear group delay models are introduced
in satellite channels. Second, the criterion of the classical Godard’s constant modulus algorithm (CMA) is
derived in the block vector form as the IBCMA for satellite signals with inter-symbol interference (ISI)
caused by the above satellite channels. In the IBCMA, stochastic gradient descent and block minimum
mean square error are adopted to reduce excess errors in equalization by adjusting block tap-weight vectors
adaptively. Finally, the IBCMA is combined with the DDmode of equalization to both accelerate the parallel
blind equalization with low complexity and improve the spectrum efficiency without any training data
to occupy unnecessary bandwidth. Simulation results indicate that the proposed IBCMA-DD equalization
possesses good performance in approaching ideal non-ISI transmissions. It achieves good bit error rate (BER)
performance just within 0.3 dB of the theoretic performance under high signal-to-noise ratios (SNRs), even
at satellite group delay channels by high-power nonlinear broadband filters. Therefore, it obtains excellent
equalization under severely deteriorated group delay channels in broadband satellite sensor networks with
high data rate.

INDEX TERMS Parallel equalization, blind adaptive equalization, improved block constant modulus
algorithm, block minimum mean square error, intersymbol interference.

I. INTRODUCTION
High speed parallel blind adaptive equalization has been
widely studied as one of the key technologies in wireless
communications [1]. In practice, the non-idealization of both
the channel and digital filter’s truncation easily caused the
ISI, limited bandwidth and nonlinear filter effect [1]. They
resulted in a severe degrade in performance and thus seriously
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affected the communication quality. Traditional time domain
equalizer was designed in the serial form and it received
training sequences separately at the cost of low channel
bandwidth utilization [2]. The ISI by the channel response
was usually unpredictable and time varying [3], and then
a blind and adaptive equalization was first proposed to
compensate the ISI as in [4] and [5]. Subsequently, Godard
proposed a blind equalization, i.e., the classical CMA [6],
and applied it to transmitted signals with constant envelope.
It soon turned out to be a classic blind equalization with low
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computational complexity and easy implementation, and so
on. However, the convergence speed rate was rather slow
and the steady state error was still large [7]. Simultaneously,
with the development of high speed satellite communications,
the serial equalization was unable to fulfill the high speed
transmissions. Therefore, efficient parallel blind equalization
architecture for constant modulus signals was imperative in
satellite communications.

Recently, with the rapid development of broadband satel-
lite communications with high data rate, satellite modems
easily encountered severe ISI caused by bandwidth con-
straint, group delay of nonlinear analogy filters, and so
on [8]. To overcome these problems, equalizers, especially
in the adaptive and blind form, were employed to eliminate
themwith adequate bandwidth efficiency. Then, two common
Bussgang-like equalization, the CMA andDDmode [9], were
used with low complexity in practice. In the former, the
output of the CMA equalization approached the radius of
statistics as constant modulus with robust convergence. But
it was featured with poor performance of large mean square
excess errors and phase rotation problems. Furthermore, there
were still local convergence problems in the CMA due to the
gradient based iterations in the adaptive equalization [10].
Then, the fractionally-spaced CMA blind equalizer cost
function was analyzed for the local minima [11] and
misconvergence was observed in the constant modulus
adaptive algorithm [12]. On acoustic digital links adopting
pulse position modulation in severe multipath shallow water
scenarios, the blind fractionally spaced channel equalization
can be performed with high feasibility by using fractional
sampling and a suitably modified Bussgang scheme of
memory non-linearity at the receiver side [13]. In addition,
it was further improved for global convergence by using
CMA robustness and related new processing techniques to
combat channel noises and lack of disparity [14], [15], [16].
The tracking issues of this blind equalization was also
analyzed for the CMA robustness [7]. In the latter, the output
of DD equalization approached the constellation points and
corrected the phase rotation for extremely small excess errors.
However, it was hard for the DDmode to open the eye pattern
at low SNRS and the use of misjudgment metrics of the hard
decision of modulated samples caused the error propagation
phenomenon to deteriorate the performance. In conclusion,
they can be combined together as dual-mode equalization
to both exploit their advantages and avoid their weakness.
In addition, the efficient combination of the soft switch and
dual-mode of both the CMA and DD mode in equalization
had become research hot spots. For variable modulation,
a simple and robust variable modulation-decision-directed
least mean square (VM-DDLMS) algorithm was proposed
to reduce the complexity of conventional equalization
and improve the stability of variable modulation (VM)
systems [17]. It was implemented in the form of serial mode
at the cost of much larger equalization latency and slower
error convergence. Subsequently, limited by hardware speed,
parallel architecture for fast digital signal processing was

widely adopted in the implementation of modern digital
systems with high data rates. Specifically, parallel adaptive
equalization can be employed to eliminate ISIs much effi-
ciently. For non-blind parallel equalization, a new adaptive
parallel equalization structure, called block least minimum
square (BLMS), was suggested in the block implementation
of the serial least minimum square (LMS) [18]. However,
the training-sequences-based block parallel equalization
performed with more spectrum efficiency loss due to the
sequences occupying quite a lot of bandwidth. A semi-blind
equalization was proposed to improve performance of both
the mean-squared error and bit error rate for simultaneously
cancelling the self-interference component and estimating the
propagation channel in the fifth-generation (5G) quasi-cyclic
low-density parity-check encoded short-packet full-duplex
transmissions [19]. But it still requires a small number of pilot
symbols to be transmitted accurately for reference signals
in equalization and it was difficult in severely distorted
channels. Moreover, it was impracticable in a multipoint
network due to different channel link states among these
network nodes [6]. Other than the Bussgang-like scheme, the
high-order moment and cyclostationarity of source signals
were employed in In airborne passive bistatic radar to
construct the new cost function for the phase constraint
and solve the problem for the better convergence with a
complex value back propagation neural network [20]. But
the complexity and processing latency were the hinder for
practical application. In addition, Turbo blind equalization
was also proposed by establishing a new expectation-
maximization Viterbi algorithm and turbo scheme [21]. The
convergence, bit error rate, and real-time performance were
achieved effectively by the improved exchange of extrinsic
information and stopping criterion. But it still required well
initial equalization circumstance of success Viterbi decoding.
Except for the aforementioned deficiencies of the CMA,
it also suffered from the problems of the phase rotation, large
remain error, and slow convergence caused by the nature of
the CMA, which hindered it to be efficiently implemented in
practice.

According to the current status of equalization in literature,
we mainly propose a new implementation of block parallel
CMA equalization scheme, i.e., the IBCMA-DD, to accom-
plish efficient equalization. Our scheme mainly takes full
use of Godard’s constant modulus and block minimum
mean-square error (MMSE) to derive a new optimized blind
equalization. Then, the corresponding theoretical derivation
and numerical simulations are performed to verify the effec-
tiveness of our method. In this scheme, the block processing
with steep stair descendent of the BLMS [22] is extended
to the proposed IBCMA. Then, the block MMSE-based
performance criterion is defined and derived with a gradient
estimate of a correction between the desired and input signals.
It adjusts the tap-weight vector to both satisfy the criterion
and obtain convergence. The large mean square excess
errors [23] and phase rotation problems are then compensated
by the successive DD mode for better performance. Besides,
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the blind deconvolution [24], [25] are also analyzed for
the proposed IBCMA equalization with good performance.
In addition, the architecture of the proposed scheme is also
given for practical equalization. In practice, the fractional
CMA with DD mode is adopted to overcome both the phase
rotation and large remainder errors with the help of the known
sequence of frame synchronization head. Accordingly, the
proposed block implementation of parallel CMA equalization
is employed to speed up the equalization and thus eliminate
the slow convergence problem for fast equalization and less
latency. Finally, the main contributions are concluded as
follows.

• Construction of nonlinear group delaymodels for the
satellite channels.
Nonlinear group delay models are constructed and intro-
duced to simulate satellite channels. Given expected
amplitude-frequency response of the channel and
the magnitude response of the group delay, the
weighted square error cost function about the amplitude-
frequency and response of the group delay is constructed
for the estimation of the equalization.

• Derivation of the block MMSE-based performance
criterion for the IBCMA with a gradient estimate
of a correction between the desired and input
signals.
The criterion of the classical CMA is derived in the
block vector form as the IBCMA for satellite signals
with inter-symbol interference (ISI) caused by the above
satellite channels. In the IBCMA, stochastic gradient
descent and block minimum mean square error are
adopted to reduce excess errors in equalization by
adjusting block tap-weight vectors adaptively.

• Practical IBCMA-DD scheme to accelerate the
parallel blind equalization, improve the spectrum
efficiency and compensate the residual mean square
excess errors and phase rotation.
The IBCMA is combined with the DD mode to both
accelerate the parallel blind equalization with low
complexity and improve the spectrum efficiency without
any training data to occupy unnecessary bandwidth.
In addition, the large mean square excess errors and
phase rotation problems are then compensated by the
successive DD mode for better performance.

This paper is organized as follows. In Section II, nonlinear
group delay channel model is introduced for satellite
channels. Section III mainly presents the derivation of the
parallel block MMSE-based blind equalization, i.e., the
IBCMA-DD. Also the detailed presentation of the proposed
IBCMA-DD is given with theoretic analyses to elaborate
the whole procedure. Subsequently, numerical simulations
and corresponding analyses of the proposed parallel blind
adaptive IBCMA-DD equalization, conducted in the presence
of noises and severe nonlinear group delay channels, are
given tomanifest the good convergence in Section IV. Finally,
the conclusion is drawn in Section V.

II. PRINCIPLE OF EQUALIZATION AND NONLINEAR
GROUP DELAY MODEL
A. PRINCIPLE OF EQUALIZATION
Equalization is actually the deconvolution of the channel
impulse response and the cascade of them can be modeled
as the convolution of them according to the principle of
signals and systems [26]. An equivalent base band model of
a typical equalizer [27] is illustrated in Fig. 1. To provide
maximum power in the satellite downlink, a high power
amplifier (HPA), e.g., traveling wave tube amplifier (TWTA),
is operated close to saturation, which easily causes the
nonlinear group delay ISI channel. And it can be modeled
as a channel filter with group delay distortion similar to that
of a digital beam forming system [28].
In Fig. 1, {s(n)} is the original signals to be sent in the

source. {h(n)} is the unknown channel impulse response
with length Nh. {v(n)} is additive white Gaussian noises.
The equalizer acquires information from the received signals
{r(n)} and then it performs the equalization and thus
adaptively adjusts the weighted or tap coefficients {f (n)} of
the equalizer with length Nh. Subsequently, the output y(n) of
the equalizer is the optimal estimation of s(n). Given small
discrepancy between y(n) and s(n), the output of ŝ(n) by final
decision is the recovered data s(n).

B. NONLINEAR GROUP DELAY CHANNEL MODEL
Group signals are complex signals or wave group by
several frequency band and in some special form. When
the group signals pass through a communication system,
the latency caused by the entire waveform of the group
signals is defined as the group delay effect [28]. It is used
to distinguish different frequency component of the group
signals. Therefore, the concept and properties of the group
delay are concluded as follows.

Suppose that the characteristic function of the frequency
response in communication channels is represented as

H (ejω) =

∣∣∣H (ejω)
∣∣∣ ejϕ(ω), (1)

where
∣∣H (ejω)

∣∣ and ϕ(ω) are the characteristic function of the
amplitude- and phase-frequency, respectively. The function
of the group delay τ (ω) is then defined as

τ (ω) = −dϕ(ω)/dω. (2)

The characteristic function of the group delay is actually
the 1-order differential or derivative of the phase-frequency
characteristic function ϕ(ω) to the angle frequency ω with
a negative symbol. If τ (ω) is a constant, there is a linear
relationship between ϕ(ω) and ω. Then, different frequency
components of signals have the same group delay, and no
distortion occurs in the transmitted signals. Otherwise, there
are nonlinear group delay distortions for the signals and the
performance of received signals are degrade. Finally, the
group delay model is represented as follows.

The channel impulse response is presented as h =

[h(0) , h(1) , · · · , h(N − 1)]T , where N is the length of the

85270 VOLUME 11, 2023



Y. Chen et al.: Parallel Blind Adaptive Equalization of IBCMA With Decision-Directed Mode

FIGURE 1. Equivalent baseband model of a typical adaptive equalizer to combat the nonlinear ISI channel, especially in stellite
communications.

channel filter. Then, the frequency response function of the
channel is expressed as

H (ejω) =

N−1∑
n=0

h(n)e−jnω =

∣∣∣H (ejω)
∣∣∣ ejφ(ω). (3)

Subsequently, the frequency response function of the group
delay is given as

τ (ω) = −
dϕ(ω)
dω

= Re

{∑N−1
n=0 nh(n)e

−jnω∑N−1
n=0 h(n)e

−jnω

}
, (4)

where ‘‘Re[·]’’ represents the function to acquire the real part
of a complex.

Given expected amplitude-frequency response of the
channel

∣∣Hd (ejω)∣∣ and the magnitude response of the group
delay τd (ω), the weighted square error cost function about
the amplitude-frequency and response of the group delay
is constructed. Subsequently, it participates the equalization
computation and coefficient update in the complex mode of
the equalization. Therefore, the error cost function of the
group delay model is derived as

e = α ·

∫
ω∈P,S

[∣∣∣H (ejω)
∣∣∣ −

∣∣∣Hd (ejω)∣∣∣]2 dω

+

∫
ω∈P

|τ (ω) − τd (ω)|2dω, (5)

where P and S represent the pass and stop bands, and α is the
amplitude weight in the cost function, respectively.

By the discrete of the frequency, the above error cost
function of the group delay is deduced as

e = α ·

∑
ωi∈P,S

[∣∣∣H (ejωi )
∣∣∣ −

∣∣∣Hd (ejωi )∣∣∣]2
+

∑
ωi∈P

|τ (ωi) − τd (ωi)|2, (6)

where ‘‘ωi’’ is the same as ω in the discrete form as the i-th
ω.
Finally, the finite impulse response of the group delay can

be designed as an optimization objective function and it is
represented as

min e
h

= α ·

∑
ωi∈P,S

|eH (ωi)|2 +

∑
ωi∈P

|eτ (ωi)|2. (7)

This optimization function is actually equivalent to the
solution of the channel coefficients h to minimize the cost
function of the weighted square errors. Finally, the results
of the group delay filter can be accomplished by efficient
solution of (7).

III. EFFICIENT MMSE-BASED IBCMA WITH DD MODE
FOR PARALLEL BLIND ADAPTIVE EQUALIZATION
In this section, the process of the MMSE-based IBCMA
is proposed and derived at first and then the whole
procedure of the efficient MMSE-DDM is generated for
parallel blind adaptive equalization. The equalization can be
performed in two stage, i.e., the first capturing stage and
the second tracking one. Corresponding, it firstly uses the
proposed IBCMA to acquire the raw equalization in the first
capturing stage to open the eye in the eye pattern of the
modulated signals. Subsequently, it adopts the block LMS
algorithm [18] with hard decision as reference values to
obtain the fine equalization in the second tracking stage for
better equalization performance.

The entire flow of the proposed scheme is listed as follows.
First, a brief retrospect of the CMA procedure is given.
Second, IBCMA is derived with the MMSE criterion of
the CMA. Third, the DD mode is adopted with the Block
LMS algorithm after the raw equalization by the proposed
IBCMA. Finally, the whole diagram of the efficient MMSE-
based IBCMA-DD is suggested for practical use. They are
described respectively as follows.

A. BRIEF RETROSPECT OF THE CLASSIC CMA SCHEME
Due to long distance in satellite communications, power
efficient low order modulation, such as the quadrature
phase shift keying (QPSK), is widely used in satellite
communications efficiently. Then, the channel output of a
QPSK modulation system is described by using the baseband
representation as

x(t) =

∑
n

anh(t−nT − t0) + v(t), (8)

where a sequence of independent identically distributed (i.i.d)
complex data {an} are sent by the transmitter over a channel
with the baseband equivalent impulse response h(t). v(t)
is the complex additive white Gaussian noise (AWGN) of
zero-mean stationary complex Gaussian noise with modest
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variance and it is independent of the input an. t0 is the delay
of the sample time. The aim of the equalization is to find a
transfer function w(t) to compensate ISI brought by satellite
channels. Although we mainly consider a tapped delay-line
equalizer of a tap space equal to T , the analysis is also
extended to fractionally spaced equalizers [11], [14], [15].

In T–spaced equalizer (TSE) systems, the channel output
is sampled at the baud rate 1/T and it is expressed as

x(nt) =

∞∑
k=0

akh(nT−kT − t0) + v(nT ). (9)

To simplify the analyses, we define some notations as

xn=x(nt), hn=h(nT − t0), vn=v(nT ). (10)

Subsequently, (9) is rewritten as the form of discrete
convolution with noises as

xn =

∞∑
k=0

akhn−k + vn = ak ⊗ hn + vn. (11)

The TSE is then designed as a finite impulse response
(FIR) filter with coefficient vector [w1, · · · ,wN ]T to remove
the ISI from the equalizer as

yn =

N∑
k=1

wkxn−k . (12)

From Godard’s constant modulus principle [6], the CMA
(p = 2) aims to minimize the cost function of the constant
modulus as

J2 =
1
4
E{(|yn|2 − R2)2},with R2 =

E(|an|4)

E(|an|2)
. (13)

According to this criterion, the widely used CMA [6] is
written for general procedures as

Xk = [xk , xk−1, · · · , xk−L+1]T , (14)

Wk = [w1,w2, · · · ,wL]T , (15)

yk = XTk ·W ∗
k , (16)

ek = yk · (R2 − |yk |2), (17)

Wk+1 = Wk + µ · Xk · e∗k , (18)

where xk and yk are, respectively, the original input signals
needed to be equalized and the output signals after equaliza-
tion, Xk andWk are, respectively, the L×1 input signal vector
and tap-weight vector (Wk is actually the conjugative value of
ck in (28) of Godard’s paper [6]),µ is the step-size parameter,
R2 is the constant modulus of input signal (Rp, p = 2) and
ek is the error to adjust the tap-weight vector. In addition,
Wk is initially assigned with the value as [1, 0, · · · , 0] and
xk = 0, k ≤ 0 for initialization.

B. PROPOSED IBCMA SCHEME WITH DERIVATION AND
ANALYSES
As the preface of this section, the equalization can be
performed in two stage, i.e., the capturing IBCMA and
tracking DD stages. They are performed in sequence as
follows.

In the proposed IBCMA, the serial input signals are firstly
organized in the form of block matrix. In the matrix, L is set
as the block length and the numbers of vector in a block to
simplify the computation. k is the block sequence number in
the proposed scheme, e.g., the k-th block CMA equalization
procedure. Subsequently, the initial and typical blocks are
listed as

χk = [X(k−1)L+1, · · · ,XkL]T

=

 x(k−1)L+1 . . . xkL
...

. . .
...

xkL · · · x(k+1)L−1


(19)

Similar to the block LMS algorithm [18], an MMSE based
block CMA is derived to sequentially solve the tap-weight
vector by a gradient adjust technique. Because the tap-weight
is desired to keep constant under each block data processing,
the tap-weight vector is adjusted once per data block to
achieve the parallel effect. The core of the proposed algorithm
is then to restrain the square of error to minimum and thus
it is consistent with the block MMSE criterion. Hence, the
improved block equalization is derived and listed as

Yk = χk ·W ∗
k , (20)

Wk+1 = Wk − µIBCMA · ∇Bk , (21)

where Yk is the output vector of length L as [y(k−1)L+1,

y(k−1)L+2, · · · , ykL]T and it is denoted as [y(k)1 , y(k)2 , · · · , y(k)L ]T .
µIBCMA is the step-size parameter, ∇Bk and Wk are the
L × 1 block MMSE gradient and tap-weight vector at the
k-th block, respectively, whereWk is assigned with the same
initial value as the above serial CMA.

By the block LMS criterion, the gradient is taken with
respect to the estimated error and the tap-weight vector and it
is expressed as

∇Bk = C ·
∂E[εTk ε∗

k ]

∂W

∣∣∣∣∣
W=Wk

, (22)

where C is a constant related to fixed parameter L and it can
be incorporated into the step-size parameter µIBCMA in the
equalization calculation. εk is the L × 1 error vector derived
from (17) for the k-th block and it is represented as

εk =


e(k)1
e(k)2
...

e(k)L

 =



y(k)1 (R2 −

∣∣∣y(k)1

∣∣∣2)
y(k)2 (R2 −

∣∣∣y(k)2

∣∣∣2)
...

y(k)L (R2 −

∣∣∣y(k)L ∣∣∣2)


. (23)
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Since the direct computation of the expectation of εTk ε∗
k is

difficult, an estimate of the gradient, i.e., ∇̂Bk , is used in place
of ∇Bk . The MMSE-based gradient estimate, i.e., ∇̂Bk , at the
k-th block replaces ∇Bk in (21) and it is represented as

∇̂Bk = C ·
∂[εTk ε∗

k ]

∂W

∣∣∣∣∣
W=Wk

= C ·

∂
L∑
i=1

∣∣∣e(k)i ∣∣∣2
∂W

∣∣∣∣∣∣∣∣∣
W=Wk

. (24)

To simplify the result of ∇̂Bk , a variable α
(k)
i,j is defined to

stand for the element in matrix χk with the coordinate (i, j)
and it is easily mapped into the real element χk . By matrix
analysis and the above relationship among the variables, ∇̂Bk
can be further figured out as

∇̂Bk = 2C ·



L∑
i=1

α
(k)
i,1 · (R2 − 2 ·

∣∣∣y(k)i ∣∣∣2) · (e(k)i )∗

L∑
i=1

α
(k)
i,2 · (R2 − 2 ·

∣∣∣y(k)i ∣∣∣2) · (e(k)i )∗

...
L∑
i=1

α
(k)
i,L · (R2 − 2 ·

∣∣∣y(k)i ∣∣∣2) · (e(k)i )∗


. (25)

The detailed deduction of (25) is then presented as follows.
First, the received signals are organized as a data

block χk with the i-th vector element of X(k−1)L+i =

[x(k−1)L+i, x(k−1)L+2, · · · , x(k−1)L+i]T . For the convenient of
successive derivation, the elements of matrix χk are all
represented with element α

(k)
i,j , which easily identify the

coordination and iterative number (e.g., k) of them. In other
words, in the k-th iteration, there is α

(k)
i,j = x(k−1)L+i+j−1.

Then, the data block χk is presented as

χk = [X(k−1)L+1, · · · ,XkL]T =


α
(k)
1,1 . . . α

(k)
1,L

...
. . .

...

α
(k)
L,1 · · · α

(k)
L,L

 . (26)

By the property of the derivative of the matrix, there are
the following conclusions as

J (w) = A(w)B(w), (27)
∂J (w)
∂w

=
∂A(w)B(w)

∂w

=
∂A(w)
∂w

B(w) +
∂B(w)H

∂w
A(w)H (28)

where J (w), A(w), and B(w) are matrices with dependent
variable vector w.

Therefore, if F is the row vector as F = [F1, · · · ,Fm], the
derivative of it to column vector W = [w1,w2, · · · ,wL]T is
expressed as

∂F
∂W

=


∂f1
∂w1

. . .
∂fm
∂w1

...
. . .

...
∂f1
∂wL

· · ·
∂fm
∂wL

 . (29)

According to equations (27)-(29), (24) is deduced as

∇̂Bk = C ·
∂[εTk ε∗

k ]

∂W

∣∣∣∣∣
W=Wk

= C · {
∂[εTk ]

∂Wk
· ε∗

k +
∂[εTk ]

∂Wk
· ε∗

k }

= 2C ·
∂[εTk ]

∂Wk
· ε∗

k . (30)

According to (29) and it is substituted by (23), (30) can be
further derived as (31), as shown at the bottom of the next
page.

Suppose that wi is independent of wj on the condition of
i ̸= j. Then, by substituting (26) into (31), also using (29) and
the property of the partial derivative as ∂F(wj)

∂wi
= 0, (i ̸= j),

there is the result for the iterative update of the gradient vector
∇̂Bk as (32), as shown at the bottom of the next page.
Subsequently, according to (26), there are (33), as shown

at the bottom of the next page.
By (34), we obtain (35), as shown at the bottom of the next

page.
Subsequently, (32) can be derived as (36), as shown at the

bottom of page 8.
Therefore, (36) is deduced and organized for the final result

of ∇̂Bk and it is exactly the same to (25). The temporally
output y(k) in the first capturing stage is then calculated
by (20) and (21) until to the next stage.
In the second tracking stage of the DD equalization mode,

the classic LMS algorithm is adopted with the hard decision
of received signals as the expected response for the same
signals. In addition, the LMS is parallel implemented in
the form of the block LMS [18] and it is employed in our
scheme of the DD mode. Therefore, the DD equalization
mode is designed to be the successive procedure in the
above IBCMA algorithm. Also a switch of the above two
stages is established when the steady-state mean square error
(MSE) of the IBCMA is less than the switch threshold.
Simultaneously, the switch threshold can be obtained by the
numerical calculation in numerical simulations, where the
adjacent MSE of the IBCMA iteration approaches nearly
together. Therefore, the switch can be made under very close
MSE between adjacent iterations. Subsequently, the fine DD
equalization is performed after the raw IBCMA equalization
and the final equalization is accomplished.

The analysis of the IBCMA is just on the assumption
of noiseless environment. Actually, the stable equalization
is easily perturbed by the AWGNs in practice. But the
position of the equalization remains in the neighborhood
of the ideal equalization under noiseless channel when a
modest amount of white channel noises are present. This
fine property is mainly caused by the feature of adaptive
algorithm and it can be illustrated by the numeric analysis
in Section IV. Moreover, just as the analyses in [14], further
better convergence of the proposed equalization is obtained
by eliminating local convergence, when the fractionally-
spaced equalizer (FSE) is adopted instead of the TSE.
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C. PARALLEL BLIND ADAPTIVE EQUALIZATION
STRUCTURE OF THE IBCMA WITH THE DD MODE
In this subsection, an implementation of the Parallel blind
adaptive equalization of the IBCMA-DD is proposed. First,

we present the entire flowchart of the proposed scheme for
the IBCMA-DD. Then, the structure of the whole scheme is
given for practical equalization. Finally, they are described as
follows.

∇̂Bk = 2C ·
∂[εTk ]

∂Wk
· ε∗

k = 2C ·

∂[



y(k)1 (R2 −
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...
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1) FLOW OF THE ENTIRE BLIND ADAPTIVE IBCMA-DD
EQUALIZATION SCHEME
The entire blind adaptive equalization scheme is performed
with two stages as the capturing and tracking stage, respec-
tively. They are switched by a switch threshold decision. The
detailed procedures of the proposed scheme is summarized
and presented in Table 1.

With the same stable MSE as the equalization stop
indicator, theDDmode is applied formuch finer equalization.
In the block LMS equalization for the parallel DD mode, the
expected response of received signals are known signals to
be sent to the destination by occupying some transmission
bandwidth. However, the reference signals required in the
LMS algorithm is not transmitted in channels. It uses the
hard decision of received signals as the reference signals. For
instance, the reference signals for a QPSK modulated signals
are exactly one of the four constellation points, in which
quadrant the modulated signals are located and the final hard
decision is made.

2) IMPLEMENTATION OF THE ENTIRE BLIND ADAPTIVE
EQUALIZATION SCHEME
Since the unblinded block LMS algorithm for the DD mode
has been totally analyzed in [18], we mainly describe the
implementation of the IBCMA. The structure of the DD
mode can be incorporated into the IBCMA. According to the
main procedures of the proposed parallel adaptive IBCMA
equalization in the above subsection, it can be implemented
with a parallel structure shown in Fig. 2.
In Fig. 2, the more complex module of the calculation of

the stochastic gradient for the equalization iteration can be
further decomposed and implemented in Fig. 3. All L-output
elements of the stochastic gradient in Fig. 3 is combined
together to generate the entire vector ∇̃Bk .
Finally, the proposed IBCMA is combined with the DD

mode and the latter can be easily incorporated in to the
module of the update of the tap coefficient. The error
calculation in the iteration is just the subtraction between
a signal and the hard decision of it, respectively. The
complexity of the proposed scheme is large, since there
is quite a lot of multiplication in the proposed scheme.
However, in the parallel filtering of the proposed scheme,
they can be improved with the frequency domain convo-
lution calculation by faster Fourier transformation (FFT)
efficiently.

IV. NUMERICAL SIMULATIONS AND RESULT ANALYSES
The effectiveness of the proposed IBCMA-DD is verified
with numerical simulations in nonlinear satellite group delay
channels. First, the typical group delay channels are numer-
ically modeled according to the practical measured group
delay distortion data from the traveling-wave tube amplifier
(TWTA) of the Ka broadband satellite transponder [29].
Second, the above parallel blind adaptive IBCMA-DD
equalization is simulated and analyzed to validate the good
equalization effect. Finally, they are described as follows.

A. GROUP DELAY CHANNEL MODEL OF THE TWTA IN
THE SATELLITE TRANSPONDER
The group delay channel model of the TWTA is modeled
and designed as the infinite impulse response filter in the
satellite transponder. The pass band bandwidth of the filter
is configured as 200Mhz. The rated group delay difference in
the pass band edge and the central frequency is set less than
10 nanosecond. The transmission rate is 100 Mbits/second.
Therefore, the group delay is less than 10 symbol gaps in the
range of the pass band. By [29], two typical category group
delay channels are designed as follows.

• Channel I
The main parameter for the base band group delay finite
impulse response (FIR) channel is configured as follows.
The number of the tap is 35. The normalized frequency
of the pass band side is the 0.5. The normalized
frequency of the stop band side is the 0.5. The group
delay difference in the pass band edge and the central
frequency is less than 5 symbol gaps. The weighted
factor for the square difference of the amplitude is 100.
The discrete division of the normalized angle frequency
is 1000.

• Channel II
The group delay difference in the pass band edge and
the central frequency is less than 10 symbol gaps with
trivial jitter. Other parameters are the same to those of
the channel I.

Figs. 4(a) and 4(b) give the wave form of the impulse
response of the group delay channel I and II, respectively.
Figs. 5 and 6 present the curves of the amplitude-to-
frequency and group delay character, respectively. The curves
of the amplitude-to-frequency of channel I is stable and the
suppression of the side lobe is close to 30 dB. In this channel,
the group delay difference in the pass band edge and the
central frequency is just 5 symbol gaps with trivial jitter.
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∣∣∣y(k)1

∣∣∣2) . . . α
(k)
L,1 · (R2 − 2

∣∣∣y(k)L ∣∣∣2)
...

. . .
...

α
(k)
1,L · (R2 − 2

∣∣∣y(k)1

∣∣∣2) · · · α
(k)
L,L · (R2 − 2

∣∣∣y(k)L ∣∣∣2)

 ·



y(k)1 (R2 −

∣∣∣y(k)1

∣∣∣2)
y(k)2 (R2 −

∣∣∣y(k)2

∣∣∣2)
...

y(k)L (R2 −

∣∣∣y(k)L ∣∣∣2)


. (36)
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TABLE 1. Flow chart of the entire blind adaptive IBCMA-DD equalization.

For the channel II, there is similar results, except that the
suppression of the side lobe is close to 26 dB. the group delay
difference in the pass band edge and the central frequency
is less than 10 symbol gaps with a little larger jitter than

that of channel I. Here, we mainly focus on the IBCMA-DD
equalization itself, rather than the entire channel model of the
TWTAwith the effect of PA (memoryless, AM/AM,AM/PM,
memory effect). So, a typical nonlinear group delay model
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FIGURE 2. Block diagram of the blind adaptive IBCMA equalization scheme (L=16).

FIGURE 3. Block diagram of the stochastic gradient calculation module.
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FIGURE 4. Channel impulse response for the group delay effect. (a) Impulse response of Channel I.
(b) Impulse response of Channel II.

FIGURE 5. Curves of the amplitude-to-frequency and group delay character of channel I.

is just cited for the specific satellite transmission model
in 29 and they are clearly illustrated in subsection IV-A as
Channels I and II. The effect of PA is actually merged into
the TWTA channel model for the simulations in successive
equalization.

B. NUMERICAL SIMULATIONS AND ANALYSES OF THE
PARALLEL BLIND ADAPTIVE IBCMA-DD EQUALIZATION
The parameters for the simulation of the proposed IBCMA
based parallel blind adaptive equalization are listed as
follows. The implementation of the proposed IBCMA is
considered in the form of T/4 fractionally spaced blind
equalization to improve the effect of convergence. The
quadrate phase shift keying (QPSK) modulation is adopted
in transmissions. The total length of the bit sequence is
3.2 × 105. The transmission channel is characterized with
the group delay and the noises at the SNRs range from -
2 to 10 dB. The taps of the equalizer with the IBCMA
and BLMS DD mode is 16, with the tap step of them
as 0.0025 and 0.0008, respectively. Channel condition is
considered as severe nonlinear group delay channel of I and
II with the AWGNs mentioned above. The coefficient vector
of the impulse response of the group delay channel is chosen

according to the tap coefficients from two channels of I and II
shown in Fig. 4, respectively. The length of a data frame
is 4000 bits with 80 independent rounds to generate a total
bit frame of 3.2 × 105 in simulations. The switch threshold
between the IBCMA andDDmode is 0.0642 and it is actually
the value of the block mean square error for excellent work
of the DD mode acquired by numerical simulations. With
the above simulation parameters, the proposed two-stage
IBCMA-DD is simulated for the BER performance. The tap
length of the equalizer and also the block size as L in (19) are
all selected as 16. The initial value of tap-weight vector is the
L-dimension vector [1, 0, · · · , 0]T . The step-size parameter,
µIBCMA, in the equalization, is a small value and need to be
properly selected by numerical simulations to guarantee the
convergence.

In simulations, we mainly simulate and analyze both
the MSE characters and BER performance of the proposed
schemes with their counterparts for comparison, respectively.
They are presented as follows.

1) SIMULATIONS AND ANALYSES OF THE MSE CHARACTERS
The convergence effect of the equalization is shown in the
scatter plot of Fig. 7 and it is mainly assessed by the MSE.
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FIGURE 6. Curves of the amplitude-to-frequency and group delay character of channel II.

In Fig. 7, the group delay channel polluted QPSK signals are
rectified after the proposed IBCMA and the scattered signals
are convergent to the 4 constellation points in the scatter
plot. Then, the raw verification of the proposed scheme
can be made to equalize and combat the ISI caused by
the above two satellite group delay channels. By (23), the
estimation of the block mean square error (BMSE) can be

expressed as
∧

BMSE
k

=

L∑
i=1

∣∣∣e(k)i ∣∣∣2 to evaluate the effect

according to the criterion of the block MMSE. By computer
simulations, the curves of the estimated Block MSE for
the proposed IBCMA are shown in Figs. 8 and 9 with
respect to the two specific group delay channels of I and II,
respectively.

In Figs. 8 and 9, the trend of gradually reduced
MSE with equalization iterations although there is still
some dithering in the curves. The dithering effect of the
scheme is mainly caused by the character of the group
delay channel and the stochastic gradient estimation is
different with the actual gradient estimation. From the
MSE curves of both the IBCMA and CMA in the above
two MSE experiments, the IBCMA acquires a much faster
convergence than that of the CMA. However, after the
convergence, i.e., the stable fluctuate status of the MSE
curves, the CMA obtains a little better MSE performance
than that of the IBCMA. This phenomenon can be explained
as follows. The CMA adopts the criterion of the MMSE
for the adaptive equalization update, while the IBCMA
employs the block MMSE. The former is more accurate
in the estimation and update of every individual tap
coefficient of the equalization filter. Thus the IBCMA
loses some accuracy of the final equalization performance,
but it obtains fast equalization at the cost of some more
computational complexity. Finally, the BER is obtained from
the simulation as 0.016429 for equalization validation and
the entire scheme can be concluded as convergence, since
the performance is improved different from the scheme of no
equalization.

2) SIMULATIONS AND ANALYSES OF THE
BER PERFORMANCE
Generally, the convergence effect of the equalization can also
be indirectly evaluated by the BER SNR curves. We simulate
the QPSK modulation system of 3.2 × 105 samples with the
IBCMA-based FSE by the method ofMonte Carlo simulation
for independent 80 times. The BER is not calculated until
the equalizer is convergence. Finally, the simulation results
of the BER performance are shown in Fig. 9 and Fig. 10 with
respect to the above two channels of I and II, respectively. The
proposed IBCMA-DD scheme obtains rather good characters
of convergence under such group delay channels especially
at high SNRs. Because the residual distortion is caused by
the stochastic gradient in place of the expected gradient and
step-size parameter has not properly selected at low SNR, the
curves of our scheme has still some disparity when compared
with the theoretical BER SNR curve of the QPSK. But it
shows good convergence and can be simply implemented as
practical parallel blind equalization under severe group delay
channel distortions.

Initially, we simulate and verify the proposed IBCMA-
DDM scheme at a severe Proakis ISI channel III with the
group delay response function in the linear case. The discrete-
time channel characteristics, i.e., the coefficient vector of
impulse response of such ISI channel, is then chosen and
expressed as [0.2270.460.6880.4600.227]T with constant
group delay of 2 samples (in [26], P.654, Fig. 9.4-5(c)).
It is actually a non-minimum phase system and cannot be
perfectly equalized by traditional adaptive equalization of
finite length of taps. In Fig. 10, the performance of the
IBCMA is still a little poorer than that of the CMA by about
2dB at BER of 10−2, but it achieves fast equalization by the
parallel structure. The IBCMA has a little more performance
loss than CMA, because the criterion of error correcting in
the former is by the block MMSE, while that in the latter
is just by the MMSE. The MMSE is surely more accurate
for the estimation of every unique sample due to the nature
of larger residual estimation distortion in the block MMSE.
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FIGURE 7. Scatter plots by the IBCMA equalization under channel I and II (3.2 × 105 samples).

FIGURE 8. MSE of the IBCMA (Channel I, SNR=6) with the counterparts of
the CMA.

However, they all decrease slowly at high SNRs due to the fact
that they are all blind equalization and the expected reference
signals in the adaptive update in iterative equalization is
not exact the actual value for the required comparison.
However, the DD mode can be the perfect compensation of
the blind equalization since the expected reference signals

FIGURE 9. MSE of the IBCMA (Channel II, SNR=6) with the counterparts
of the CMA.

are hard decision of the equalized ones at high SNRs and
they are almost the true reference value for the required
ones. And the simulation results for the IBCMA-DD scheme
also validate the good performance, where the performance
approaches the ideal one. It represents good convergence
and the performance loss is within 0.3 dB at BER of 10−5.
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FIGURE 10. BER performance of the proposed IBCMA-DD scheme at
severe Proakis channel III with group delay response function in the
linear case.

It can be explained as follows. Due to the residual distortion
from the stochastic gradient in place of expected gradient
and the improperly selected step-size parameter at each bit
SNR, the curve of the proposed scheme still has some
disparity when compared with the theoretic BER curve of the
QPSK. However, with the help of error correcting channel
codes, the whole communication system achieves significant
BER performance for practical applications. In addition, the
problems about the phase rotation correction, large residual
errors and slow convergence and so on have been totally
discussed and solved perfectly in section I, which eliminates
all deficiencies of the proposed IBCMA-DD scheme in
practice. Therefore, the proposed scheme can be simply
implemented as practically parallel blind equalizer to obtain
faster speed of equalization than that in the serial equalizer of
digital modems under severe channel distortions.

Subsequently, in Figs. 11 and 12, the proposed IBCMA-
DD scheme obtains good BER performance and they closely
approach the ideal theoretic QPSK performance curves. The
performance of the proposed IBCMA scheme is a little poorer
than that of the CMA. Different channels have little influence
on the equalization and the BER curves of them are similar
under the two channels, where Channel II has five more
symbol period than that of Channel I. However, the curves
of the individual CMA and IBCMA cannot approach the
theoretic curve at high SNRs (e.g., SNR>8dB). In addition,
under such high SNR circumstance, they almost improved
less with the increase of the SNRs. With the aid of the DD
mode, the performance of the proposed scheme can approach
the ideal performance. These phenomena can be explained
as follows. First, the CMA and the IBCMA are blind
equalization and they used the high order statistics to finish
the adaptive equalization. Hence, the expected response for
the specific symbol is exactly the average reference value and
it is not accurately consistent to it. Therefore, the equalization

performance of the proposed IBCMA scheme is poorer
than that of the classic LMS algorithm, which possesses
the good property of approaching ideal performance. But
it needn’t occupy additional bandwidth to transmit true
counterpart training data for comparison and equalization
iteration, thus it is more suited for use in multipoint network
transmission. Since the DD possesses good equalization
performance with opened eye pattern of modulated signals
especially in high SNRs, it can be a perfect amendment for
the proposed IBCMA to achieve good performance very close
to the ideal demodulation. The proposed parallel IBCMA-
DD employs the block MMSE criterion to achieve the
convergence and it brings much more residual errors other
than that of the serial CMA. So the performance is still
a little poorer in the IBCMA. Although the performance
of the proposed IBCMA is a little poorer than that of the
classical CMA, it has indeed speeded up the equalization and
it reaches the threshold for the effective DD equalization,
which performs excellent at high SNRs. Therefore, aided
by the DD mode, the proposed IBCMA perform quite well,
and the joint IBCMA-DD scheme achieves perfect results
close to the ideal performance. Then, the simulation results
are presented in an adequate manner with comparison of
the original CMA and also the ideal demodulation curve
and the proposed joint IBCMA-DD scheme is superior to
the classic blind CMA equalization algorithms too. Second,
we use a length-16 taps equalizer filter to overcome the
nonlinear group delay of Channel I and II with 5 and
10 symbol period of the filter group delay. From simulation
results in Figs. 11 and 12, they exhibit excellent equalization
performance and the enough length of the equalizer taps
can totally compensate the channel distortion adaptively. The
nature of it lies in the fact that the impulse response of the
equalizer can be constructed as the perfect deconvolution of
that of the channel distortion. Subsequently, the proposed
scheme with such tap length can cover the main distortion in
the form of the adaptive blind equalization. Finally, at high
SNRs, the BER curves of both the IBCMA and CMA
become flat, because the residual interference of the blind
equalization rather than the noises preside the equalization
on such circumstance. As blind CMA-like equalization by
statistical expected parameters in equalization computation
rather than the true training sequence ones, it is inevitable
to unable achieve ideal performance and the residual
interference after the blind equalization predominate the final
performance.

In summary, the proposed IBCMA-DD obtains rather good
convergence under such sever nonlinear group delay channels
especially at high bit signal-to-noise ratio (bit SNR orEb/N0).
Because the residual distortion is caused by the stochastic
gradient in place of expected gradient and the step-size
parameter has not properly selected for conditions at each bit
SNR, the curve of our scheme has still some disparity when
compared with the theoretic BER curve of the QPSK. The
IBCMAhas still a littlemore performance loss than that of the
CMA because the criterion of error correcting in the former is
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FIGURE 11. BER performance of the proposed IBCMA-DD scheme at
satellite group delay channel I in the nonlinear case.

FIGURE 12. BER performance of the proposed IBCMA-DD scheme at
satellite group delay channel II in the nonlinear case.

by the block MMSE, while that of the latter is by the MMSE,
which is more accurate in the estimation of every individual
sample. Although the performance of the suggested IBCMA
shows some difference compared with the theoretic curves
and even shows a little worse performance than the CMA,
by the aid of DD mode, it represents good convergence and
the error rate is still within 3 dB of the error rate achieved
at low Eb/N0 (<7dB). However, by commonly used error
correct codes, the entire system can achieve satisfied BER
performance in practice. Therefore, the proposed IBCMA-
DD scheme can be implemented as practically parallel blind
equalizer to obtain the faster convergence speed than that
of the serial CMA equalizer in digital modems under severe
nonlinear group delay distortion.

V. CONCLUSION
In this paper, a new parallel blind adaptive equalization of
improved block constant modulus algorithm and decision-
directed mode, i.e., IBCMA-DD, is proposed for the imple-
mentation of broadband digital satellite modems with high
data rate. The IBCMA and DD mode are combined together
to overcome the non-linear group delay ISI efficiently. The
signal sequences can be equalized by L samples at a time
for fast and accurate equalization. The main contributions are
concluded as follows. First, nonlinear group delay models
are modeled and constructed for satellite channels. Second,
the block MMSE-based performance criterion is derived
for the IBCMA with a gradient estimate of a correction
between the desired and input signals. Third, practical
IBCMA-DD scheme is proposed to accelerate the parallel
blind equalization, and thus it both improves the spectrum
efficiency and compensates the residual mean square excess
errors and phase rotation. Simulations show that it possesses
good robustness and stability with respect to severe channel
distortion. In conclusion, the proposed equalization obtains
efficient parallel blind equalization at the cost of a little
performance loss, which endows it a good application
in nonlinear group delay equalization in terrestrial-space
satellite communications.
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