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ABSTRACT To investigate impacts of intelligent and fashion factors of sports bras on consumers’ emotions,
decision-making and behavior, a quantitative analysis method combing macro affective computing and micro
emotion data was proposed. The context where a consumer purchased sports bras was first simulated. In this
process, an eye tracker and a multi-channel physiological recorder were utilized to collect physiological
signal data from participants in an experimental setting. Then, big data and machine learning were both
adopted to macroscopically perform data pre-processing, build a computational model, fulfill relevant
prediction and evaluation, analyze correlations in physiological data features, and explore potential values
existing in data. Furthermore, highly correlated data features were extracted to investigate micro causalities
and identify reasons why consumer behavior and decision-making were supported by data about emotional
physiology. The proposed method may provide considerably reliable data support for designers, product
service providers, and other practitioners. As an innovative and universal integration approach, it has the
potential to be applied in medical science, psychology, management science and other fields.

INDEX TERMS Emotion recognition, consumer behavior, machine learning, emotional physiology exper-

iment.

I. INTRODUCTION

A. BACKGROUND AND MOTIVATION

Emotions that arise from consumers when facing specific
products and services are their most direct psychological
feelings. They are generally deemed as the key evaluation
indicators influencing consumers’ attitudes, behaviors and
decision-making [1]. Therefore, many enterprises select emo-
tion recognition techniques and corresponding data analy-
sis skills to investigate consumers’ emotional experience,
assist them in better understanding such emotional expe-
rience, and provide data support for customer experience
improvement [2].

The research on consumers’ emotions relates to mul-
tiple disciplines of psychology, marketing, and consumer
behavior., and different disciplines require different research
methodologies, leading to differences in their research
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frameworks, sampling deviations, long-term effects and
quantification standard differences [3]. To this end, it is
necessary to integrate dominant approaches in various dis-
ciplines, and raise standardized emotion recognition and
data analysis methods of high accuracy and reliability. Chen
believed that further study may combine various methods and
techniques to enhance research reliability and accuracy [4].
According to multiple literature reviews, it is rather ideal to
combine physiological data with machine learning in a macro
and micro research framework [5], [6], [7]. On one hand, big
data and machine learning that focus on macro affective com-
puting, featuring natural advantages in data value finding and
source tracing, are beneficial to identifying the corresponding
data law and building a mathematical model accordingly [8].
On the other hand, micro quantitative analysis methods based
on emotional physiological experiments can more truthfully
reflect consumers’ emotions, assist designers and product ser-
vice providers in comprehending consumers’ real emotional
responses in the face of products and services, and eventually

This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.

83430

For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/

VOLUME 11, 2023


https://orcid.org/0000-0001-5345-7360
https://orcid.org/0000-0001-8742-3433

M. Xiaohong et al.: Hybrid Macro and Micro Method for Consumer Emotion and Behavior Research

IEEE Access

identify the causality between consumers’ emotion and their
purchase decision [9], [10].

By simulating a scenario of consumers purchasing sports
bras online, a synesthesia experiment was built by virtue of
an eye tracker and a multi-channel physiological recorder
to acquire the emotional physiological signals of consumers
facing different products and services. Subsequently, macro
and micro methods were further adopted to analyze emotional
physiological data. In this way, certain support can be pro-
vided for product design and marketing strategies formulated
by designers and product service providers.

B. RELATIVE RESEARCH

Many methods are available for the investigation of emotions.
With advances in cognitive psychology and relevant devices
and technologies, emotion self-report, emotion rating scales
such as PAD and behavioral analysis and other traditional
methods have been gradually substituted by micro emotional
physiological experiments or other macro methods of big
data and machine learning, as a result of subjectivity and
inaccuracy. Micro emotional physiological experiments can
reflect the real emotions of human beings and interpret causes
and effects of the emotion. Now, it is rather popular in the
fields of psychology, education, and management. In terms
of macro affective computing, data crawling was fulfilled by
virtue of open-source databases or the network, featuring a
large data size, the capability of reflecting emotion law, and
an ability to explore correlations of emotions to some events.
It has made rapid progress in the disciplines of computer sci-
ence, artificial intelligence, and communications. For the past
few years, as a new trend, micro physiological experiments
and macro affective computing are becoming increasingly
combined [11].

1) MICRO EMOTIONAL PHYSIOLOGICAL EXPERIMENTS

The micro method of emotion studies primarily utilizes and
probes into the neuromechanism of emotion generation and
relevant data such as physiological signals, which contributes
to the understanding of causes and effects of emotion genera-
tion. Lang et al. summarized the physiological bases of emo-
tions and corresponding experimental approaches, including
definitions of emotion, the relationship of emotion and physi-
ological responses, and the neuromechanism of emotion [12],
and also discussed emotional expressions in different areas
of the brain (e.g., amygdaloid nucleus, prefrontal cortex,
gyrus cinguli, corpus striatum, and hypothalamus), confirm-
ing a neural basis for emotions. In addition to analyzing
correlations between emotion and the autonomic nervous
system (ANS), Kreibig also introduced the effects of two
ANS branches (i.e., sympathetic nerve and parasympathetic
nerve) on emotions and some methods of measuring ANS
activity [13]. These studies have proven that physiological
responses are an indicator to measure and learn about emo-
tional responses, and emotions can place certain influences
on physiological responses as well.
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Most of the existing micro emotion research methods are
dependent on nerve and physiological signal changes caused
by emotional stimulus materials such as images, sounds, and
videos [14]. Considering that different emotional stimulus
materials may lead to different physiological responses, such
as changes in the mean heart rate (mean HR), heart rate vari-
ability (HRV), electrodermal activity, and skin temperature,
scholars adopted electroencephalograph, multi-channel phys-
iological recorders, eye trackers and brain imaging devices to
collect physiological signals from participants simulated by
experimentally simulated events. Through measurements of
such physiological indicators, the emotional status of human
beings can be inferred [15]. In another literature, it is pointed
out that emotional videos can be utilized to estimate the
accuracy of recognizing emotional types and sensitivity of
emotional intensity, which shows satisfactory reliability and
accuracy [16].

In accordance with consumer behavior, micro studies
on emotions are mostly targeted at emotions and purchase
behavior of consumers, and thus provide evidence for design-
ers and product service providers for product design and
marketing strategy formulation. For example, [17] devel-
oped a new method based on color-emotion associations.
To be specific, an eye tracker was utilized to detect con-
sumers’ repressed emotions. Non-invasive physiological data
acquisition devices such as eye trackers and multi-channel
physiological recorders can rapidly recognize such repressed
emotions, which facilitates a better understanding of con-
sumer behavior [18]. Moreover, emotional valence and emo-
tion arousal level, as two emotional attributes, are inde-
pendent of the influence from other dimensions including
sociality; for this reason, they are preferably independent
and have been widely applied in studies on consumers’
emotions and behaviors [19]. Mauss et al. explored the
coordination in emotional experience, behavior, and physi-
ological responses, and the experimental results proved the
existence of certain coordination. More particularly, con-
sistency between emotional experience and physiological
responses can be adopted to predict behavior [20] and con-
sumers’ purchase behavior [21] used a meta-analysis method
to investigate two theories of emotion-as-direct-causation and
emotion-as-feedback, and both theories believed that emo-
tions have a direct influence on individuals’ behavior and
decision-making.

The literature mentioned above not only contributes to a
more in-depth understanding of the physiological mechanism
of emotional responses, but also provides research on relevant
fields with some important experimental foundations and data
support. Some studies can more objectively reflect the phys-
iological mechanism of emotions and be more persuasive
in revealing repressed emotions and the in-depth relation-
ships of events and emotion generation, as they are based on
actual physiological emotions of individuals [22] suggested
that future studies on emotions should measure the implicit
attitude of emotions and its potential associations with the
corresponding psychological process.
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2) MACRO AFFECTIVE COMPUTING

Macro affective computing consists of three main aspects,
physiological data processing, the computing model, and the
evaluation method. In general cases, expertise-based histori-
cal data contain the acquired physiological data and also inde-
pendent and dependent variables of the computing model. In
the field of medical science, for example, examination data
are usually used as independent variables, while diagnosis
reports given by a doctor as dependent variables, so as to
build a machine learning model. As far as emotion recogni-
tion is concerned, facial recognition results of users serve as
the dependent variable of emotions. Considering that facial
recognition is of significantly high accuracy [23], physiolog-
ical signals collected from a user are used as the independent
variable [24]. In this context, the corresponding machine
learning model can be constructed. Additionally, users’ pref-
erence selection in a questionnaire survey is selected as the
dependent variable in many studies, however, this is dra-
matically subjective. In general, emotion recognition based
on machine learning and physiological signals is heatedly
discussed for the past few years as it performs better in
learning hierarchical features of physiological signals, gives
sufficient consideration to contextual information, and has
the capability of efficiently expressing complicated patterns
implied in data [25].

In terms of physiological data, problems arising dur-
ing their acquisition, such as noise and interference, make
it difficult to directly apply these data to analysis and
modeling. Therefore, data should be pre-processed before
physiological data analysis and mining to eliminate noise,
perform filtering and reduce dimensionality. For example,
[24] used Savitzky-Golay smoothing filter to effectively
remove noise from input signals, and combined wavelet scat-
tering with wavelet synchrosqueezed transform to transform
multi-modal single-dimensional physiological signals into
two-dimensional images, to improve feature extraction and
classification performance of physiological signals. Three
emotions datasets AMIGOS, DREAMER, and SWELL were
taken as examples in [26] for resampling of electrocardio-
gram (ECG) in SWELL dataset, during which high-pass
filtering was adopted to eliminate low-frequency signals
generated by electrode polarization. Subsequently, z-score
normalization was performed for signals of every sensor;
and ECG signals were segmented by a 10-second non-
overlapping sliding window. After features of physiological
signals in DEAP dataset, including dermal resistance, respi-
ratory rates, and HRV, were extracted using Fourier transform
and classical statistics, linear discriminant analysis on these
features was conducted [27]. In a word, data pre-processing
is a mature technique, and there are many sophisticated solu-
tions available for related studies, which can also produce
expected effects [28].

Regarding computing models, they are generally con-
cerned with training, testing, and testing result evaluation.
Affective computing is mainly classified into one based on
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information and one based on physiological information of
human beings. For information-based affective computing,
it involves online public sentiment based on natural language
processing and communication based on social media [29]. In
emotions related studies based on images and texts, a three-
image two-text classification model were used in [30] to
recognize emotions in images and texts, proposing that two
emotion prediction methods can be synthesized as an output
of the multi-modal emotion recognition model. In this way,
not only is the multi-emotional relationship in samples quali-
tatively and quantitatively described, but emotional confusion
and migratory direction of samples are elaborated from the
perspective of emotion recognition models, thus providing a
theoretical basis and direction for the improvement of model
performance by prior knowledge. There also exists affective
computing based on robotics [31]. Emotions are also inves-
tigated based on physiological information of human beings,
such as HRV, an objective measurement of emotion regulation
capability indexes [32] revealed that specific difficulties in
emotion regulation are associated with low vagus-mediated
HRV (vmHRV). Moreover, self-reported emotion regulation
difficulties form a negative correlation to resting and 24-hour
vmHRYV. Through comparative studies on experimental phys-
iological data and seven machine learning approaches for
automatic emotion recognition in safe driving, [33] intended
to find a method best for developing a personalized adaptive
emotion estimator. By extracting features from EEG signals
and selecting machine learning for emotion classification,
a new interpretable emotion recognition method with an acti-
vation mechanism was proposed in [34]. In the experimental
process, emotions are gradually activated, and EEG-based
emotion recognition accuracy can be effectively boosted by
weighting coefficients of correlation and entropy coefficients
of emotions [35] proposed an amygdaloid nucleus inspired
affective computing framework to recognize various person-
alized emotions of human beings.

As described above, traditional affective computing
research focuses on exploring explicit emotions. For exam-
ple, recognition of emotional state depends mainly on facial
expressions and voices, which fails to sufficiently investi-
gate implicit emotional relationships. Compared with facial
expressions and voice features, physiological signals are pri-
marily associated with autonomic nervous system activity.
Consequently, voluntary and conscious manipulations over
physiological signals can be more difficult than those over
facial expressions [36], and recognition accuracy is also
comparatively low. However, emotion recognition based on
physiological signals still has certain advantages as follows:
(1) Emotional state can be continuously monitored, as phys-
iological signal data are continuous; (2) emotion detection
is allowed anytime anywhere as physiological sensors are
small-sized wearable devices and there are many mature
solutions available [37], [38]; and (3) although emotion
recognition based on facial expressions and voices is prefer-
ably accurate, emotion recognition based on physiological

VOLUME 11, 2023



M. Xiaohong et al.: Hybrid Macro and Micro Method for Consumer Emotion and Behavior Research

IEEE Access

signals features a dominant effect of describing the causes
and consequences of emotions (i.e., stories) [39]. Now, multi-
modal data-based emotion recognition attracts increasingly
more attention as emotion studies need to focus on real emo-
tional responses of human beings, correlations of emotions to
behavior, and the macro law of emotions [40].

Il. EXPERIMENTS AND DATA COLLECTION

Eye tracker Eyelink 1000 Plus and multi-channel physiolog-
ical recorder BIOPAC MP160 were used to perform synes-
thesia experiments in a standard Stimuli-Organism-Response
model, simulating a scenario of online product sales and
studying consumers’ emotional experience once they catch
sight of product pictures. First, pictures of average, fash-
ionable, and smart sports bras were displayed on the screen
in succession, as presented in Figure 1 below. To avoid the
influence of their sequential order, stimulating pictures were
presented in alternate orders of 123, 231, and 312. Provided
that stimulating pictures appeared as programmed on the
screen in front of the participants, other variables of the
laboratory environment were under strict control, including
light, the distance from a participant to the screen, and a
quiet laboratory environment. After that, both eye tracker
and multi-channel physiological recorder were utilized to
collect physiological data from these participants stimulated
by product pictures (see Figure 2). Furthermore, the hybrid
macro and micro method was employed to analyze their phys-
iological data, investigate consumers’ emotional experience
when facing these product pictures, and explore correlations
between their physiological signals and emotional experi-
ence. Therefore, data support can be provided for product
design and sales strategies.

FIGURE 1. Experimental materials.

Based on screening through questionnaires, 58 participants
were recruited, including 28 males and 30 females with
an average age of 24.4. Those participants should not be
short-sighted or with myopia degrees below 300°. Before
the experiment, all participants were in good condition and
informed of basic knowledge about the eye tracker and the
multi-channel physiological recorder, and the fundamental
procedures of the entire experiment. In addition, they also
learned about the fact that this experiment does not harm
human bodies and they all signed the corresponding informed
consent. Moreover, the experiment lasted for about 25 min-
utes, and each participant would be awarded RMB 50 as
remuneration after the experiment.
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Totally, 62 physiological signals about eye movement and
multiple channels were collected, including the pupil change
rate, the visual retention time, mean HR, HRYV, and skin
conductance levels. By adding data obtained by multiple
little experiments, 2,360 samples were achieved. With the
specialized instrument adopted, all data were exported to be
structured. After data pre-processing, those samples served
as the raw data available for macro affective computing and
physiological experiment microanalyses.

FIGURE 2. Data records during the experiment.

Ill. DATA MACROANALYSIS

Macro affective computing has three procedures of data
pre-processing, computing model building, and prediction
evaluation. In terms of data pre-processing, feature dimen-
sionality reduction, Box-Cox transformation, principal com-
ponent analysis (PCA), and normalization were performed.
Regarding machine learning, a computing model should be
established for physiological data. In this paper, a Stacking
ensemble learning model was built with MeanHR relating to
affective valence as the dependent variable and other phys-
iological data as the independent variable. In the process of
evaluation, Mean Absolute Error (MAE), Mean Square Error
(MSE) and R? were used as evaluation indicators.

A. DATA PRE-PROCESSING

Data pre-processing consists of several main steps of missing
value processing, feature dimensionality reduction, normal-
ization, normal distribution transform, and multicollinear-
ity removal. During missing value processing, bad samples
and some other samples containing many missing values
are deleted, after which, the dimensionality of the effective
dataset stands at (2,360, 60), i.e., 2,360 samples and 62 phys-
iological signal features.

1) FEATURE DIMENSIONALITY REDUCTION
If all features of physiological signals are used as the training
set of the proposed computing model, the corresponding
training would take a quite long time and certain problems
such as overfitting can be also incurred as the number of their
features is rather high. In general cases, there are many fea-
tures insignificantly correlated to target variables. Therefore,
a correlation coefficient method was utilized in this paper to
perform dimensionality reduction for data.

First, distribution and probability plots of all variables were
viewed before the application of the correlation coefficient
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method. As there are numerous features, only distribution and
probability plots of Feature vO (i.e., Expansion Rate) were
displayed in this section. As shown in Figure 3(a), the blue
curve represents the true data, while the black line is a normal
distribution curve generated after data fitting. Clearly, the
blue line does not coincide with the black line, indicating that
the data do not conform to normal distribution. In Figure 3(b),
the x-axis and y-axis respectively stand for theoretical quan-
tiles and ordered values. It can be observed that data dots are
deviated from the straight line in red, reflecting that these data
are in non-conformity with normal distribution. Regarding
other features, similar effects are observed. Specific to data in
non-conformity with normal distribution, they were figured
out by the Spearman Correlation Coefficient (SCC) method,
as expressed in Eq. (1) below:

63, @)
n(n2—1)

p=1 (1
where, d; = x; — y;, X and y are values of two variables, and
n refers to the number of samples. Values assigned to p lie
in a range of (—1, 1). If the correlation coefficient is 1, the
above two variables are in a perfect positive correlation; if
it is —1, this signifies that a perfect negative correlation is
formed between the above two variables; and if it is O, the
above two variables are uncorrelated.

Distribution Plot Probability Plot
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FIGURE 3. Distribution and probability plots of Feature v0.

Correlation coefficients of 61 physiological signal features
and the target variable MeanHR were calculated, and relevant
results are listed in Figure 4. Among the top 10 features
most relevant to the target variable, only seven of them
produce correlation coefficients with absolute values above
0.1. Regarding the remaining features whose absolute values
of their correlation coefficients with the target variable are
smaller than 0.1, their contributions to the computing model
are rather insignificant, and they may even place a negative
influence on the performance of this model. As for specific
correlation coefficients of such seven physiological signal
features and the target variable, please refer to Table 1. More
particularly, Root Mean Square of Successive Differences
(RMSSD), as an indicator of HRV, primarily reveals activity
of parasympathetic nerves and forms a negative correlation to
SDSD, and is calculated to be —0.57.
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FIGURE 4. The ten features most relevant to the target variable.

TABLE 1. Features relevant to MeanHR.

Feature Correlation

. . Feature name .

indexing coefficient
v0 Expansion Rate 0.11
v55 RMSSD -0.57
v56 SDSD -0.57
v57 Sympathetic -0.34
v58 Vagal 0.34
v59 Sympathetic-Vagal balance -0.34
v60 P-P 0.14

Statistically descriptive information of the data after
dimensionality reduction has been listed in Table 2. It
presents specific information of the involved physiological
signal features, such as the total sample count, the mean
value, the standard deviation, minimum and maximum val-
ues, and the quantiles of these data.

2) NORMAL DISTRIBUTION TRANSFORMATION

Skewed distribution of data may lead to predictor perfor-
mance degradation; therefore, Box-Cox transformation is
conducted for these data as a common data transformation
technique in statistical modeling. This aims to make the data
closer to normal distribution, and, to some extent, reduce
unobservable errors and improve model accuracy. Moreover,
Box-Cox transformation can be expressed in the following
equations:

YW = =@ #£0) @)
y* = log(x)(A = 0) 3)

where, x refers to raw data, y(l) to data after transforma-
tion, and A to Box-Cox transformation parameters. Taking
Feature vO as an example, plots of distribution and proba-
bility after/before transformation were presented in Figure 5.
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TABLE 2. Data description after feature dimensionality reduction.

Feature Count Mean Std Min 25% 50% 75% Max
indexing
v0 2360 0.23 0.18 -0.25 0.12 0.22 0.33 1.73
v55 2360 52.17 197.82 4.81 19.87 28.86 45.83 4233.45
v56 2360 51.75 194.57 4.62 19.78 28.64 44.93 4114.38
v57 2360 0.26 0.02 0.08 0.26 0.27 0.28 0.29
v58 2360 0.74 0.02 0.71 0.72 0.73 0.74 0.92
v59 2360 0.36 0.04 0.09 0.35 0.37 0.38 0.41
v60 2360 13.24 9.90 3.02 7.75 11.53 16.13 119.82
MeanHR 2360 81.39 10.76 55.97 72.90 80.38 90.60 109.38
TABLE 3. Data description after the Box-Cox transformation.
Feature Index Count Mean Std Min 25% 50% 75% Max
v0 2360 0.31 0.07 0.00 0.26 0.31 0.35 0.60
v55 2360 2.66 0.57 0.00 2.36 2.67 3.01 5.27
v56 2360 2.63 0.55 0.00 2.34 2.64 2.96 5.11
v57 2360 28.99 12.72 0.00 20.08 30.67 38.26 61.06
v58 2360 0.015 0.006 0.00 0.011 0.014 0.019 0.028
v59 2360 14.26 6.21 0.00 9.88 15.01 18.76 30.33
v60 2360 2.17 0.63 0.00 1.73 2.22 2.61 4.65
As can be observed from this figure, real data in vO trans- Distribution Plot Probability Plot
formation plots after transformation are more approximate to 25 . Fa
the normal distribution curve, and data dots in the probability 2o . :
plot are more approximate to the straight line. As for other . Z 10 H
features, similar results are observed. In addition, Table 3 % ' %
shows the results of the normal distribution transformation 1o 3'50'5
of seven physiological signals. 05 00
3) REMOVAL OF MULTICOLLINEARITY T s 1 P 5 3
v0 Theoretical Quantiles

The correlation coefficients between variables are inherent to
the nature of the data itself and relate to the data itself, inde-
pendent of the data pre-processing method. From Figure 4,
it can be seen that the correlation coefficients between indi-
vidual features are large, for example, the correlation between
v55 and v56 is 1 and the correlation between v57 and v58
is —1. Such features can suffer from multicollinearity prob-
lems, which can negatively affect the interpretive, stability
and predictive performance of the predictor. This problem can
be solved by PCA, a data dimensionality reduction technique
used to map high-dimensional data into a low-dimensional
space, and which retains the main information of the original
data, resulting in a linear combination of the original feature
vectors. the specific steps of the PCA process are as follows:

Step1, the normalization process, as shown in equation (4),

“

where X’ is the normalized dataset, X is the original dataset, 1
is the mean of each feature and o is the standard deviation of
each feature.

Step2, the covariance matrix is calculated, as shown in
equation (5),

1 n - T
C=—2D  Xi-XXi-% 5)

. X -
x =2°H#

o
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(a) Before the Box-Cox transformation
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(b) After the Box-Cox transformation

FIGURE 5. Distribution and probability charts.

where C is the covariance matrix, n is the number of samples,
X; is the i-th sample and X is the sample mean.

Step3, the eigenvalue decomposition, Cv = Av, where v is
the eigenvector and A is the eigenvalue.

Step4, the projection matrix, W = [vjv; - - - v ], is calcu-
lated by sorting the feature vectors according to their corre-
sponding eigenvalues from largest to smallest, and retaining
their four largest features.

StepS, project onto the new basis vector, X,ey = XWi,
where X, is the reduced dimensional data, X is the original
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TABLE 4. PCA-processed data descriptions.

New Feature Index Count Mean Std Min 25% 50% 75% Max
v0 2360 0.00 14.16 -32.33 -9.93 1.83 10.23 35.88
vl 2360 -0.00 0.88 -3.48 -0.50 -0.05 0.47 3.67
v2 2360 0.00 0.48 -1.61 -0.32 -0.01 0.31 2.69
v3 2360 -0.00 0.07 -0.31 -0.04 0.002 0.05 0.32
TABLE 5. Description of the normalized data.
New Feature Index Count Mean Std Min 25% 50% 75% Max
v0 2360 0.47 0.21 0.00 0.33 0.50 0.63 1.00
vl 2360 0.49 0.12 0.00 0.42 0.48 0.55 1.00
v2 2360 0.38 0.11 0.00 0.30 0.37 0.45 1.00
v3 2360 0.49 0.11 0.00 0.42 0.49 0.56 1.00

dataset and Wy is a matrix consisting of the first k (k=4)
feature vectors.

The four new features obtained by PCA are no longer the
original physiological signal features, but it retains impor-
tant information from the original data while reducing the
dimensionality and number of features, Table 4 shows the
data descriptions of the four new features obtained by PCA.

4) DIMENSIONLESS PROCESSING
From Table 4, it can be seen that the four new features have
different dimensions and value ranges, which may lead to
over or under weighting of certain features, thus affecting
the training effect and generalization ability of the predictor,
in order to eliminate the effect of different dimensions, the
data needs to be normalized. Min-Max normalization and
Z-score normalization are commonly used data normalization
methods. In this study, the Min-Max normalization method
was used. Due to the large differences in amplitude and
scale between different physiological signal data, if Z-score
normalization is used, the scale differences between different
signals will be adjusted to the same scale (The mean is 0 and
the standard deviation is 1), resulting in information loss,
whereas Min-Max normalization can retain the scale infor-
mation of the original data, thus better mining the relationship
between physiological signals and satisfying this study’s
requirements of the computational model, as in equation (6).
, X — Min
X = -——
Max — Min
where x is the original data, Min is the minimum value of
the data and Max is the maximum value of the data. The
normalized data are shown in Table 5.

Figure 6 demonstrates the correlation heat map for the
four new features and it can be seen that the correlation
between the features is reduced, which effectively avoids the
effect of multicollinearity. Figure 7 demonstrates the correla-
tion significance level test for the four new features, as the

(6)
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p-values between the features and the target variables are
all less than 0.05, the overall data correlation is significant
and the results are reliable. It can also be seen that some
p-values are larger than 0.05 between individual features,
while potentially troubling to the interpretation of the model,
do not necessarily have a negative impact on the predictive
performance of the model, and that the significance level is
primarily used in regression models to determine significant
correlations between features and target variables.

Four new feature correlation thermal maps

1.0

VO

08

- 0.6

-04

-0.0

Heart rate

v0 vl v2 v3 Heart rate

FIGURE 6. Heat map of correlations for new features.

5) DATA SET SLICING

In order to improve the generalization performance of the
predictor, the above pre-processed dataset was sliced, where
80% was used to calculate the training set of the model, viz.
the dimension of the training set was (1888, 5), and 20% of
the data was used as the test set, viz. the dimension of the
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FIGURE 7. Significance level test of correlations for new features.

test set was (472, 5). Using Kernel Density Estimation (KDE)
distribution plots to view the cut scores of the four features
and target variables, as shown in Figures 8 and 9, it can be
seen that the training and test set distributions are generally
consistent and can be fed into the computational model for
prediction and evaluation.

0 train i Q 0 train
T test 3 test

rrrr

1 train
0 test

FIGURE 8. KDE distribution of the four features.

B. MACHINE LEARNING MODELS

The emotional valence MeanHR and other physiological
signal features were respectively used as dependent and
independent variables to build a computing model based on
physiological signal features. Under circumstances of numer-
ous physiological signal features, small sample size, and the
unclarified relationship between dependent and independent
variables, no satisfactory results can be achieved by a deep
learning model only. In this case, various deep learning mod-
els were tested, and their prediction accuracy was worked out
to be around 60%.
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FIGURE 9. KDE distribution of the target variables.

Considering that the dependent variable remains unclear,
the stacking ensemble learning model was adopted in this
study. Stacking is a second-level learning algorithm. Multi-
ple basic regression models are first used to turn prediction
results of the raw data set into new features, and the target
variable of such new features is still that of the raw data set.
Then, a meta-regression model is trained to perform final
prediction, and the corresponding technical route is shown in
Figure 10. Basic regression models integrated in this model
include Random Forest (RF), Gradient Boosting Decision
Tree (GBDT), and Extreme Gradient Boosting (XGB), and
also integrate a deep learning model Multi-Scale Convolu-
tional Neural Networks (Multi-Scale CNN).

K-fold cross-validation and Bayesian hyperparameter tun-
ing were utilized in this paper to adjust and optimize model
parameters. According to K-fold cross-validation, a dataset
is divided into K subsets. While (K-1) subsets serve as a
training set, and the other subset as the validation set. Through
K repetitions, K estimated values of model performance can
be acquired and then averaged. The mean value of these
estimated values is used as the model performance indicator.
In this way, not only can model overfitting or underfitting
be avoided, but model performance can be more accurately
estimated. To shorten the computing time, K was set at 5,
that is K=5. Bayesian hyperparameter tuning plays a role
of searching the parameter space and identifying an optimal
combination of hyperparameters. Through prior and poste-
rior distributions, optimal parameter values generating better
model performance can be confirmed so as to more efficiently
search the parameter space, avoid defects of exhaustive
search, and spare time spent on and efforts put in parameter
adjustment.

1) DEEP LEARNING MODEL MULTI-SCALE CNN

Multi-Scale CNN is a variant and expansion of con-
volutional neural network (CNN). Through multi-scale
convolutional feature extraction, feature down-sampling,
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FIGURE 10. Stacking ensemble learning model for physiological signal data.

MSB Max MSB Max _, Platen —» LSTM —» Attention
Pooling Pooling
Linear
Layers

FIGURE 11. Multi-Scale CNN model structure.

sequence modeling, and attentional weighting, multi-scale
and sequence information of the input data was combined
to generate an integrated feature representation, which is
followed by regression. The proposed Multi-Scale CNN in
this paper has six steps. (1) A multi-scale convolution block
(MSB) containing a single-dimensional convolutional layer,
a ReLU activation layer, and a batch normalization layer
was developed. By stacking multiple MSBs, convolutional
operation is conducted in a condition of different convolution
kernel sizes to acquire a multi-scale feature representation
of the input data. (2) A maximum pooling layer is provided
behind each MSB to perform down-sampling and reduce
feature dimensionality. To prevent overfitting, a dropout layer
is also mounted, so that some neurons can be randomly out-
putted to 0. In this way, dependency among neurons is low-
ered. (3) Multi-scale features of two MSBs are combined and
outputted to perform one-dimensional vector flattening, thus
facilitating full connection of layers. (4) The long short-term
memory (LSTM) layer was adopted to carry out sequence
modeling of input. It can effectively process sequential data
and extract feature representation with memory capacity. (5)
An attentional mechanism layer is also mounted to fulfill
the weighting of information in different positions of the
sequence. (6) Attentional weighting results are connected to
the output of the first MSB, which is followed by input of
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full connection and ReLU activation layers, and output of
results at last. Moreover, the structure of this Multi-Scale
CNN model is depicted in Figure 11.

2) GBDT AND XGB

GBDT and XGB are two well-known representatives of the
Boosting ensemble learning method. GBDT is a decision
tree based ensemble learning algorithm. It improves model
performance by training multiple decision trees in series, and
each tree is trained depending on the residual errors of all
previous trees. Here, a residual error refers to a difference
between the predicted value of a sample in the current model
and its true value, enabling the model to approach the actual
output value step by step. GBDT regression model can be
expressed in the following Eq. (7):

K
=D whw) (7

k=1
where, y; is an integrating model formed by regression trees.
K stands for the number of regression trees, and y; to the
weight of the k™ regression tree. The predicted output of each
regression tree is denoted by fi (xx). In GBDT, each iteration is
aimed at lowering residual errors of the model. Then, during
the m™ iteration, a residual error requiring fitting is:

Ji

®)

Yim = Yi — Yi,m—1
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where, y; ,,—1 represents the predicted values of the previous
(m-1) iterations with the aim to make f,(x;) better fitting
with the residual error rj, by fitting a regression tree f;,. It
is assumed that the preceding (m-1) trees have been trained,
Yi.m—1 is used as the input to perform r;, fitting, thus acquir-
ing a result of y; ,, = yi m—1, in which, y; , is the output of
m™ tree. Moreover, the minimum loss function is:

L — Z?:l Oi—im—1 — fn(xi))* ©)

Considering that f;, is a regression tree, it is built through
CART in line with the regression model. Concretely, the mean
value of the target variable is worked out at each leaf node,
and then used as the output value of this node. In the process
of building this decision tree, a node-splitting approach of
the minimum loss function was selected to constantly and
iteratively construct a regression tree. At last, the m"” tree was
obtained.

XGB is evolved from GBDT by introducing normalization,
feature weights and other parameters, so as to boost the
generalization ability and speed of the model. Loss function
of XGB is comprised by two parts. One is the loss function of
GBDT, and the other is a normalization term. It can be written
into the following formula:

coy=> 1O+ Zil Qf) (10)

where, L) stands for the loss function of GBDT, fx for the
k™ tress, and Q for the normalization term used to control
model complexity and avoid overfitting. Additionally, a nor-
malization term is also introduced on the basis of GBDT in
a computational formula expressing weights of leaf nodes as
far as XGB is concerned, so as to control model complexity,
which results in the following equation:

Z- 0 8i
l€1j

<~ (11
Zielj(t) hi + A

o _ _
VVJ. =

where, Wj(t) represents the weight of the j* leaf node during
¢ iteration; Ij(t) is a sample set falling into the scope of the ;"
leaf node during " iteration; and g; and h; respectively refer
to the gradient and second-order derivative of sample i. A is

the coefficient of the normalization term.

C. PREDICTION AND EVALUATION

Based on the above Stacking ensemble learning model con-
structed, a predictor was established for the physiological
signal MeanHR. Subsequently, 1,888 samples were trained,
and the remaining 472 samples were tested to evaluate model
performance.

1) EVALUATION INDICATORS

Three evaluation indicators of MAE, MSE and R? were used
for this study. First, MAE measures the mean absolute error
between predicted and true values. The smaller MAE is, the
smaller the difference between predicted and true values will
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be, indicating that the model is more accurate in prediction,
as expressed in Eq. (12):

1

n
MAE=—3 " Ifi—yil (12)

where, n refers to the number of samples, fj to true values, and
y; to predicted values. Second, MSE is the expected value for
a square of the difference between predicted and true values.
The lower MSE is, the smaller such a difference will be,
indicating higher prediction accuracy of the model. It can be
expressed in Eq. (13) below:

1

5" _y)2
MSE=—3  (fi—y) (13)

where, n, fj and y; respectively stand for the number of
samples, the predicted value, and the true value. Third, R?,
also known as the determination coefficient, reflects to what
extent the regression model interprets changes of the depen-
dent variable, or observed value fitting degrees of the model.
It is believed to be a golden standard of regression model
judgment, and it ranges from O to 1. The closer it is to 1,
the better the capability of this model to interpret the target
variable will be, as shown in Eq. (14) below:
n 2
R—1— Zin:o(fz }il)Z (14)
im0 (fi =)

where, n is the number of samples, and f;, y; and y are true
values, predicted values, and the mean value, respectively.

2) RESULTS OF THREE FUNDAMENTAL PREDICTORS

RF, GBDT, and XGB predictors were used for the experiment
to predict values of MeanHR, as shown in Figure 12. After
such tree predictors were adjusted by K-fold cross-validation
and Bayesian hyperparameter tuning, the curve of predicted
value basically coincides with that of true values, indicating
that the predicted value of MeanHR is basically consistent
with its true value.

MeanHR prediction results by the above three predictors
are shown in Table 6. Respectively, MAEs of MeanHRs
predicted by RF, GBDT, and XGB are worked out to be 1.871,
1.040, and 1.260, MSE:s to be respectively 8.299, 5.643 and
6.137, and R? to be 0.926, 0.950, and 0.946. According to
such experimental outcomes, predictors RF, GBDT, and XGB
are proven to accurately predict MeanHR. Therefore, these
predictors are believed to accurately predict MeanHR values
according to physiological signal features, which verifies the
feasibility and validity of the proposed data strategy and
model design method.

3) PREDICTION RESULTS OF VOTING, BAGGING AND
STACKING ENSEMBLE LEARNING PREDICTORS

Three well-trained predictors described in Table 6 and the
Multi-Scale CNN were used as the base model to design
the following three ensemble learning models of Voting,
Bagging, and Stacking in pursuit of higher accuracy and
more profound computing experiments. MeanHR prediction
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FIGURE 12. MeanHR prediction results of RF, GBDT and XGB predictors.

TABLE 6. MeanHR prediction results.

Prediction of MeanHR
Predictor
MAE MSE R?
RF 1.871 8.299 0.926
GBDT 1.040 5.643 0.950
XGB 1.260 6.137 0.946

results by Voting, Bagging and Stacking ensemble learning
predictors have been presented in Figure 13. According to
this figure, excellent curve fitting is obtained, which verifies
the validity of the proposed method again.

Regarding MeanHRs predicted by Voting, Bagging, and
Stacking, respectively, their MAEs are calculated to be 1.197,
1.784, and 0.973, MSEs to be 5.943, 8.777, and 5.234,
and R? to be 0.947, 0.922, and 0.954. Three ensemble
learning predictors are thus proven to accurately predict
MeanHRs. Combining three base models mentioned above,

83440

the prediction results of six machine learning models are
compared, as shown in Figure 14. Clearly, the Stacking
ensemble learning predictor constructed based on RF, GBDT,
XGB, and Multi-Scale CNN outperforms individual predic-
tors or other ensemble models. For MeanHR prediction by
the Stacking predictor, R? is 0.004 higher than that obtained
by GBDT. RMSSD prediction by the Stacking predictor gen-
erates a R” value 0.003 greater than that by GBDT. Moreover,
the performance of the Stacking predictor in MAE and MSE
is the best. In this way, the validity of the Stacking ensemble
learning model developed here is highlighted.

IV. DATA MICROANALYSIS

A. DATA MICROANALYSIS

The micro method for physiological data research involves
two parts. One is experiment and data collection, a targeted
and designed research activity conducted by researchers to
solve research assumptions [9]. The other is statistical micro-
analysis highly targeted in most cases [41]. However, statisti-
cal microanalysis can consume much manpower and time as
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FIGURE 13. MeanHR prediction results of Voting, Bagging and Stacking ensemble learning predictors.

TABLE 7. Prediction results of ensemble learning models.

Prediction of heart rate

Predictor
MAE MSE R?
Voting 1.197 5943 0.947
Bagging 1.784 8.777 0.922
Stacking  0.973  5.234 0.954

it is based on manual operation. In this context, macro com-
puting significantly facilitates the progress of microanalyses.

Macro computing can rapidly identify strongly correlated
features, and even find some unexpected valuable infor-
mation. In this case, the corresponding research of macro
computing turns into micro causal relationships, source trac-
ing, and value exploration. For example, both MeanHR and
RMSSD are found during macro computing to have a strong
correlation with other indicators. According to relevant lit-
erature and expertise, MeanHR can explain users’ emotional
valence and cognitive loads [10], [42]. Considering that stim-
ulus of this experiment is under control, no cognitive load
differences exist in this paper. As a result, MeanHR was
selected to measure the emotional valence of participants.
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Regarding RMSSD, it relates to the activity of parasympa-
thetic nerves and can be used to interpret emotion arousal
levels [43].

B. MICROANALYSIS OF CAUSE AND EFFECT

Directed by macro computing results, causality analyses were
made on MeanHR and RMSSD. In other words, with the three
types of sports bras as the experimental objects, the relation-
ship between these two emotional indicators and consumer
behavior and decision-making was explored.

Depending on the analysis of variance with a single-factor,
repeated measures, the influence of these sports bras on
MeanHRs of research objects was estimated. In the cor-
responding box plots, no outliers are found in the data
(see Figure 15). Through Shapiro-Wilk tests, data in all
groups are proved to obey normal distribution (P>0.05).
As proved by Mauchly’s test of sphericity, dependent vari-
ables have equal variance-covariance matrixes, that is X> =
2.079 and P=0.354. Relevant data are denoted by Mean =+
Standard Deviation (M£SD). MeanHRs acquired for aver-
age, fashionable, and smart sports bras are calculated to be
82.3774+9.410 beats per minute, 83.366:£9.480 beats per
minute, and 83.4449.451 beats per minute, showing differ-
ences with statistical significance where F(2,94)=6.375 and
P=0.022. More particularly, the MeanHR of fashionable
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FIGURE 14. Prediction result comparison among six machine learning
models.

sports bras is significantly 0.989 higher than that of ordinary
sports bras (95% CI: 0.048-1.931), that is P=0.036. And com-
pared with sports bras, the MeanHR of smart sports bras is
substantially 1.065 greater (95%CI: 0.018-2.112), P=0.045.

As data are in non-conformity with normal distribution,
a non-parametric test was conducted. Regarding RMSSD,
its median was figured out to be 334.16 for average sports
bras, 178.563 for fashionable sports bras and 116.142 for
smart sports bras. Here, the RMSSD of the above three
types of sports bras was compared through the Friedman test.
Comparison results indicate that differences in their RMSSDs
are statistically significant ( x2 =7.167, P=0.008). Post hoc
pairwise comparisons during which significance levels were
modified by Bonferroni Correction prove that RMSSD dif-
ferences between fashionable and smart sports bras are of
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FIGURE 15. Boxplot based verification.

statistical significance (corrected P=0.009); however, no sta-
tistical significance exists in RMSSD differences between
average and fashionable sports bras, where the corrected P
value is 0.074, which is nearly significant.

All participants filled in questionnaires after the experi-
ment. 19 of them voted for fashionable sports bras (39.58%),
26 for smart sports bras (54.17%), and only 3 for average
sports bras.
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FIGURE 16. Related-samples friedman’s two-way analysis of variance by
ranks.

V. DISCUSSIONS

A. COMPLEMENTARITY OF MACRO AND MICRO
METHODS

This study involves 62 physiological indicators, and
researchers are not really familiar with the vast majority of
them. Moreover, researchers are inclined to analyze one or
several physiological indicators with which they are familiar.
This is rather commonly seen in medical science. For exam-
ple, a doctor may diagnose Obstructive Sleep Apnea Syn-
drome (OSAS) in line with data collected by a multi-channel

VOLUME 11, 2023



M. Xiaohong et al.: Hybrid Macro and Micro Method for Consumer Emotion and Behavior Research

IEEE Access

physiological recorder. If it is provided with 64 channels,
64 indicators can be generated; and if it has 256 channels,
256 indicators will be produced. However, diagnosis of
OSAS only requires a single indicator of blood oxygen [44],
while the remaining unfamiliar indicators are like a blind
spot among most doctors, but often imply some important
information about OSAS or other associated diseases [45].
For problems collected by an advanced device that cannot
be interpreted by researchers, big data and machine learning
are considered effective technical routes for the settlement of
such problems. In addition to rapidly analyzing all indicators
[23], they can rank indicators in descending order according
to their correlations with the target variable, as shown in
Figure 4. The key to this procedure is to select appropriate
data and computing models. Not all data can be used to gen-
erate an effective computing model through training. In fact,
most data cannot satisfy the requirements of learning models
[46]. Additionally, various deep learning models were uti-
lized in the early phases of this study, but no ideal effects were
generated. Later, we considered that the physiological signals
collected were characterized by a large number of features,
small sample size, and comparatively discrete data, so the
Stacking ensemble learning model was selected, producing
rather good prediction outcomes. Therefore, an ensemble
learning model is believed to be more suitable for emotional
physiological data similar to those of this study. Big data and
machine learning are still able to produce better effects on
the premise of unclarified target variables (i.e., the golden
standard of disease diagnosis not identified). Without a doubt,
they are probably golden standards for rapid diagnosis [28].
Comparatively, macroanalysis has the potential to rapidly
identify key indicators. In this study, big data analyses
selected can rapidly identify MeanHR and RMSSD as two
indicators strongly correlated to other targets. Then, micro
quantitative research was conducted to infer emotional indi-
cators of average, fashionable, and smart sports bras, and their
associations with consumer behavior. In addition, a micro
quantitative study can obtain deep causality by analyzing
implicit cognition, explicit behavior, and their relationship.
Furthermore, emotion research involves multiple aspects
of various disciplines, and selects different emotional phys-
iological indicators for diverse purposes. Macro affective
computing not only provides fundamental breadth analyses in
various disciplines, but also provides data support for inves-
tigating emotional causality, exploring relevant values and
tracing the sources. For instance, HR increase and decrease
are more frequently applied as an indicator reflecting func-
tions of ANS. As for the fact of whether they truly reveal
the activity of sympathetic nerves and vagus, it remains in
dispute [18]. The study by [47] showed that the physio-
logical significance of HR is dramatically affected by time
and wavelet scales selected for the computing model investi-
gated. To be concrete, HR increase and decrease both merely
depend on vagus activity at a regular scale (T=1; s=2). Ata
larger scale of (T=3; s=5), they form a positive correlation
with sympathetic nerve activity, but a negative correlation
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with vagus activity. Clearly, macro computing can provide
a framework for guiding micro quantitative analyses, set a
boundary for micro quantitative analyses, and also prove the
role of HR increase and decrease of interpreting ANS activity.

B. VALUES OF EMOTIONAL PHYSIOLOGICAL DATA AND
VALUE EXPLORATION

In recent years, objective data acquired from human bodies
based on brain and physiological mechanisms are utilized
to interpret and investigate behavior and decision-making,
which gradually becomes a heatedly discussed topic. As
micro emotional physiological signal data can reflect the real
human emotions, they are used to interpret human beings’
behavior and decision-making [48], and they are rather pop-
ular in psychology, education and management science.

In previous studies, MeanHR is a result regulated by
interactions of sympathetic and parasympathetic nerves, and
cannot directly reflect the activity of a certain nervous system.
Now, there are still disputes about the influence of sympa-
thetic and parasympathetic nerves on HRs, and their impacts
on HRs are considered different. Some research reported that
negative emotions may lead to HR decrease, while others may
suggest the opposite conclusion, [49]. Therefore, research on
HRs needs to combine other methods in most cases. In terms
of RMSSD, as an HRV indicator, it is worked out by extract-
ing the square root from an average value of a square of the
difference in two adjacent RRs (interval of two heart beats),
and used to evaluate temporal variations of HRs. Specifi-
cally, RMSSD mainly reflects the impacts of parasympathetic
nerve activity [43]. Compared with MeanHR, RMSSD repre-
sents defined meanings. In Table 1, it can be observed that
MeanHR and RMSSD have a negative correlation, in line
with the conclusion that RMSSD and Mean HR respectively
give expressions to the activity of sympathetic and parasym-
pathetic nerves. Furthermore, such a conclusion is further
verified in this study from the perspective of big data, and
supported by means of combining questionnaires in other
studies [18]. Comparatively, the hybrid macro and micro
method proposed here can be more objective and universal.

Based on the above conclusions, MeanHR that embod-
ies sympathetic nerve activity was selected in this paper
to interpret emotional valence, and RMSSD that reflects
parasympathetic nerve activity to interpret emotion arousal
levels. According to micro experimental results, smart sports
bras enable MeanHR to be significantly greater by 1.065 than
average sports bras do, which shows a statistically significant
difference. This indicates that the participants prefer smart
sports bras. As far as their emotional valence is concerned,
it remains consistent with their selection behavior, signifying
that consumers are more inclined to buy smart sports bras
rather than the average sports bras on the market. MeanHR
generated by participants selecting fashionable sports bras is
substantially 0.989 (95%CI: 0.048-1.931; P=0.036) higher
than that of average sports bras. This proves that consumers
prefer fashionable bras over average ones. A comparison
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of smart and fashionable sports bras shows no significant
differences, which is supported by data collected through a
questionnaire survey. Such an outcome is needed by designers
and product service providers, as it can provide data support
for them to learn about consumers’ emotional experience and
purchase behavior. Results of RMSSD are similar to those of
MeanHR just in reverse. As can be observed from Table 1,
MeanHR is negatively correlated to RMSSD. Regardless of
macro affective computing or micro quantitative analysis on
physiological indicators, their results are highly consistent,
and also reflects that emotional valence and emotional arousal
level share certain similarities.

VI. CONCLUSION AND FUTURE WORK

At present, the physiological mechanism between sympa-
thetic/parasympathetic nerves and emotions is rarely inves-
tigated yet. It is less likely to fill such research gaps by a
single macro or micro method. In this scenario, multi-modal
and system integration approaches are believed to be the key
to this problem [11]. The main contributions of this paper can
be described from the following two aspects. First, data sup-
port is provided for consumer behavior and decision-making
research based on physiological data of emotions. Second,
a method combining macro affective computing and micro
quantitative analysis on emotional data is proposed, involving
data collection, macro affective computing, and micro causal-
ity. The hybrid macro and micro method is highly universal,
and as an innovation of multi-modal data and system integra-
tion method, it can be applied in various disciplines such as
medical science, psychology, and management science. It can
also provide designers, product service providers, and other
practitioners with tremendously credible data support.

From the perspective of macro data in this paper, MeanHR
reflecting emotional valence and RMSSD giving expres-
sions to emotion arousal levels are strongly correlated, and
their correlation coefficient is up to —0.57. Besides, macro
computing-based correlation analysis results are proved to
be consistent with results of micro quantitative analysis, sig-
nifying that objective physiological data are highly credible
and potential values of such data can be more profoundly
explored in future work. However, this study still has some
defects: (1) The quantitative analysis of micro physiological
data is not sufficient, and other indicators represented by
physiological data may be investigated in the future to explore
the potential values of these data and consumer behavior.
(2) Significance of eye movement as an indicator is not
reflected in this experiment, and its correlation with other tar-
gets is generally low, which is inconsistent with the expected
result. Subsequently, more in-depth analyses can be made on
the relationship between eye movement and other respective
indicators of the multi-channel physiological recorder.
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