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ABSTRACT Infinite impulse response (IIR) systems, with their ability to model intricate system behaviors,
have proven to be a powerful class of digital filters. However, accurately identifying the optimal filter
parameters for system emulation remains a challenge. Metaheuristic algorithms have emerged as effective
tools for parameter optimization in IIR filter design, allowing for the exploration of parameter spaces and
the discovery of suitable filter sets. This paper introduces a novel adaptive algorithm, named simulated
annealing aided artificial hummingbird optimizer (AHA-SA), which combines the strengths of the artificial
hummingbird algorithm (AHA) and simulated annealing (SA). The synergistic integration of AHA and SA
in the AHA-SA optimizer enables efficient search space exploration, rapid convergence, and the attainment
of precise solutions. Extensive experiments demonstrate the superiority of the AHA-SA optimizer over
competitive algorithms, both in terms of solution quality and convergence speed. The proposed optimizer
presents a promising solution for optimization problems in various domains, with its simplicity, intuitive

workflow, and potential for widespread adoption.

INDEX TERMS Artificial hummingbird algorithm, simulated annealing algorithm, digital filter design,

metaheuristics.

I. INTRODUCTION

In the realm of digital filters, infinite impulse response
(ITR) systems stand out as a powerful class that incorporates
feedback loops to account for past inputs and outputs.
This unique characteristic enables IIR filters to effectively
model intricate system behaviors like resonances and decays,
surpassing the limitations of finite impulse response (FIR)
filters [1]. To accurately emulate a given system, system
identification via IIR filters involves determining the optimal
filter parameters. This process typically entails applying an
input signal, measuring the output, and utilizing optimization
algorithms to minimize the disparity between the predicted
and actual outputs [2].

The associate editor coordinating the review of this manuscript and

approving it for publication was Shih-Wei Lin

Optimizing the parameter selection for IIR filter design
often calls for the application of metaheuristic algorithms,
which excel at solving complex problems through stochastic
search strategies [3]. Within the context of system identifi-
cation, metaheuristic algorithms allow for the exploration of
potential filter parameter spaces to discover the most suitable
set that captures the system’s characteristics [4], [5], [6].
One particularly popular algorithm for IIR filter design is
the particle swarm optimization (PSO) algorithm [7]. PSO
simulates a swarm of particles navigating the parameter
space, with each particle representing a potential solution.
By adjusting their position and velocity based on personal
and swarm-wide best solutions, the particles converge on
an optimal filter design. In another work, an enhanced
version of golden jackal optimization (EJGO) was pro-
posed [8]. The EJGO utilizes the elite opposition-based
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learning technique and the simplex technique to improve
its search and optimization abilities for adaptive IIR system
identification. The experimental results demonstrated that
EGJO outperforms other competitive optimization methods
in terms of optimization efficiency, recognition accuracy,
convergence rate, computation precision, control parameters,
and fitness value and was proven to be stable and resilient
in solving the IIR system identification problem. In [9],
the water cycle algorithm (WCA) was utilized to optimize
the design of low pass and high pass filters with IIR. The
WCA, based on evaporation and raining processes, balances
diversification and intensification abilities and the stability of
the IIR filter was ensured using a lattice equivalent approach.
Experimental results showed that the WCA achieves a
high-quality design with low objective function values,
minimal passband and stopband errors, and superior stopband
attenuation compared to other techniques, establishing its
effectiveness in finding optimal solutions. To overcome
the difficulty of minimizing complex multimodal error
surfaces regarding IIR models, a novel hybrid algorithm
called chimp-cuckoo search (ChCS) [10] was also proposed.
The effectiveness of ChCS was demonstrated through
three types of IIR models, showcasing its superiority over
other competing methods. Other metaheuristic algorithms
applicable to IIR filter design include adaptive simulated
annealing [11], teacher learner-based optimization [12],
whale optimization [13], tabu search [14] and seeker
optimization [15].

In recent research, optimal modeling of IIR filtering
systems has emerged as a prominent topic. Consequently,
various metaheuristic structures have been proposed for
system identification problems involving IIR filters. While
paying special attention to the filter order is crucial for
effective IIR filter design, it is equally important to utilize
adaptive algorithms that reduce design complexity. This
work introduces a novel and efficient adaptive algorithm for
designing digital TIR filters used in system identification.
Combining the artificial hummingbird algorithm (AHA) [16]
and simulated annealing (SA) algorithm [17], the proposed
approach aims to present a compelling metaheuristic opti-
mization procedure.

The AHA has demonstrated remarkable performance
in solving diverse optimization problems. However, like
any optimization algorithm, AHA has limitations such as
susceptibility to local optima and slow convergence rates.
To address these challenges, this paper proposes a hybrid
optimization algorithm called SA aided AHA (AHA-SA)
optimizer, which combines the strengths of AHA and SA.
SA is a local search metaheuristic that escapes local minima
by employing hill-climbing techniques to discover global
solutions [18], [19]. AHA, on the other hand, mimics the
flight patterns of hummingbirds to efficiently explore the
search space. The synergistic integration of AHA and SA
in the AHA-SA optimizer enables effective search space
exploration, rapid convergence, and the attainment of more
precise solutions.
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To demonstrate the efficacy of the proposed AHA-SA
optimizer, extensive experiments are conducted on various
unimodal and multimodal benchmark functions, as well as
a fifth order IIR system identification problem. The perfor-
mance of the AHA-SA optimizer is compared against several
recent and competitive optimization algorithms known as
reptile search algorithm (RSA) [20], Lévy flight distribution
(LFD) algorithm [21] and grey wolf optimizer (GWO) [22].
The experimental results reveal that the proposed AHA-
SA optimizer outperforms all other algorithms in terms of
solution quality and convergence speed. Further performance
comparisons are also performed using other reported best
approaches of dynamic opposite learning enhanced artificial
ecosystem optimization (DAEO) [23], PSO [23], inclined
planes system optimization (IPO) [24], gravitational search
algorithm (GSA) [24], bat algorithm (BA) [25], firefly
algorithm (FFA) [26], differential evolution (DE) [26],
harmony search (HS) algorithm [27], cat swarm optimiza-
tion (CSO) [28] and genetic algorithm (GA) [28]. The
comparisons with the best reported literature also confirm
the superiority of the proposed AHA-SA optimizer for IIR
system identification problem. The contributions of this work
can briefly be listed as follows:

- This work introduces a novel and efficient adaptive
algorithm, called AHA-SA optimizer, for designing
digital IIR filters used in system identification.

- The proposed approach combines the strengths of the
AHA and SA algorithms, resulting in effective search
space exploration, rapid convergence, and precise
solutions.

- Extensive experiments are conducted to demonstrate
the efficacy of the AHA-SA optimizer, including tests
on various benchmark functions and a fifth order IIR
system identification problem. The results indicate
that the AHA-SA optimizer outperforms several recent
and competitive optimization algorithms in terms of
solution quality and convergence speed.

- Comparative analyses are performed against a wide
range of state-of-the-art approaches, such as RSA,
LFD, GWO, DAEO, PSO, IPO, GSA, BA, FFA, DE,
HS, CSO, and GA. These comparisons validate the
superiority of the proposed AHA-SA optimizer for [IR
system identification problems.

Il. OVERVIEW OF AHA OPTIMIZER

The AHA is inspired from flight skills, foraging strategies,
and memory capacity of hummingbirds [16]. Mathematically,
three models are used to simulate the foraging behaviors
(guided foraging, territorial foraging, migrating foraging) of
the hummingbirds. This algorithm can briefly be explained
as follows. A population of » hummingbirds are randomly
initialized and located on n food sources using x; = L +
r- (U — L) where x; is the position of the i food source,
L and U are respectively the lower and upper limits of a d-
dimensional problem, i = 1, ...,n, and r is a random vector
within [0, 1]. The following definition is used to create a visit
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table:
0, i#]j
VT, = # (1)
null, i=j
where i = 1,...,nand j = 1,...,n In the visit table

defined by Eq. (1), null indicates a specific food source
where a hummingbird takes the food whereas 0 means that
the i hummingbird has just visited the j* food source in
the current iteration. In guided foraging, the behavior of
the hummingbird visiting the food source with the highest
nectar refilling rate is modeled. A hummingbird flies towards
the determined food source by performing omnidirectional,
diagonal, and axial flight skills [16]. The mathematical model
of the guided foraging is defined as:

vitt+1) =X () +a-D- (xi () — Xiirg (t)) (2)

where v; (# + 1) represents the candidate food source posi-
tion, o is the guided factor subjecting to the normal
distribution with mean 0 and standard deviation 1, x (¢) is the
i food source position at time ¢, X; ;¢ (¢) is the targeted food
source that the i hummingbird aims to visit. The position of
the " food source is updated as follows where f is the fitness
function value.

ST - Hx,» 0. faO)sfeieEh) o

vit+ 1), f&i@)>fi@+1)

A hummingbird is likely to look for a new food source after
visiting the target food source. This is described as territorial
foraging which is explained as:

vit+ 1) =x;(t)+b-D-x (1) 4

where b is a territorial factor which is subjected to the normal
distribution with mean 0 and standard deviation 1. After
performing the territorial foraging behavior, the visit table is
updated. A hummingbird may also migrate to a food source
which is far away if a commonly visited region suffers from
enough food supply. This behavior is described with the
migration foraging behavior which is described as:

Xyrst @+ 1) =L +7r-(U—-L) (5)

where x,,,5; stands for the food source with the worst nectar
refilling rate. The migration strategy helps the AHA to avoid
local stagnation. More detailed explanation of the AHA can
be found from [16].

Ill. SA AIDED AHA OPTIMIZER

The proposed AHA-SA optimizer is a hybridization of two
highly successful optimization techniques: AHA and SA
algorithms. SA algorithm is a local search metaheuristic
algorithm renowned for its exceptional ability to tackle
both continuous and discrete optimization problems with
unparalleled efficiency [17]. The beauty of SA algorithm
lies in its ability to break free from local minima through
hill-climbing maneuvers, thereby enabling it to explore
and ultimately discover global solutions [29], [30], [31].
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To enhance the efficacy of the AHA optimizer in avoiding
local minima and increasing diversity in the search space,
this work proposes a hybrid approach that incorporates the
SA algorithm. The result is a novel and highly effective
optimizer that seamlessly integrates the lightning-fast and
optimal search capability of the AHA algorithm with the hill-
climbing prowess of the SA algorithm.

A visual representation of the proposed AHA-SA opti-
mizer is presented in Fig. 1. As can be seen from the
flowchart, the optimizer commences by defining the parame-
ters of both AHA and SA algorithms, followed by initializing
randomly generated initial candidate solutions. The iterations
begin with the calculation of the fitness function, which is
then compared with the best fitness value. If the current
fitness value is better than the best one, the optimizer
updates the best solution and fitness value, and proceeds
with the remaining steps in the flowchart. However, if the
current solution’s fitness value is not better than the best
solution, the proposed hybrid optimizer generates a new
solution in the neighborhood of the current solution and
evaluates it based on probability justification using p =
exp(—AF /Ty) where AF = F (x/) — F (x;). In here, F
and T denote control parameters of fitness function and
temperature, respectively. The algorithm will not replace x;
by x! if p < rand(0, 1), however, a replacement will happen
on the contrary case. The SA algorithm later reduces the
value of the temperature using the Ty4+; = uT; where, u
denotes the cooling coefficient, which is a random constant
between 0 and 1. In such cases, the SA algorithm behaves
as an embedded part of the AHA algorithm and operates to
justify the neighborhood solution. Therefore, the proposed
AHA-SA optimizer has a similar computational complexity
with respect to the original form of AHA. Overall, the AHA-
SA optimizer represents a significant step forward in the field
of optimization, offering a powerful and efficient solution for
a wide range of optimization problems.

IV. EXPERIMENTAL RESULTS ON BENCHMARK
FUNCTIONS
A. USED UNIMODAL AND MULTIMODAL BENCHMARK
FUNCTIONS
The performance assessment of the constructed AHA-SA
optimizer is initially performed using some of the benchmark
functions. Benchmark functions are mathematical functions
that are commonly used to evaluate the performance of
optimization algorithms. They provide a standardized way
to compare the effectiveness of different optimization tech-
niques in finding the global minimum of a function. There
are many benchmark functions available, but some of the
most commonly used ones include the unimodal functions of
Sphere and Rosenbrock, as well as the multimodal functions
of Schwefel and Penalized.

The unimodal benchmark function of Sphere is a simple
function that has a single global minimum. It is defined as
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FIGURE 1. Flowchart illustrating the algorithmic structure of the recommended AHA-SA optimizer.

follows:
d
Fi(x)=)x 6)
i=1

where x; is the ith variable in the function. The global
minimum of this function is located at | (x) = 0, where
all the x; values are 0.

The unimodal benchmark function of Rosenbrock is a
slightly more complex function that also has a single global
minimum. It is defined as follows:

d—1
Fy(0) = D 1100011 — a2 +a—1%1 (D)

i=1

where x; is the ith variable in the function. The global
minimum of this function is located at F, (x) = 0, where
all the x; values are 1.

The multimodal benchmark function of Schwefel is a
function that has multiple local minima and a single global
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minimum. It is defined as follows:

d
Fs @) == (wsin (Vi) ®)
i=1
where x; is the ith variable in the function. The global
minimum of this function is located at F3 (x) = —418.9829d,
where all the x; values are 420.9687.

The multimodal benchmark function of Penalized is a
function that also has multiple local minima and a single
global minimum. It is defined as in (9), shown at the bottom
of the next page, where x; is the ith variable in the function.

The global minimum of this function is located at
F4(x) = 0, where all the x; values are —1. Overall, these
benchmark functions are useful for testing and comparing
optimization algorithms, as they provide a standardized set
of challenges that can be used to evaluate the performance of
different techniques.

B. STATISTICAL RESULTS AND DISCUSSION
In this study, recent and good performing optimizers known
as RSA [20], LFD [21] and GWO [22] are used along with
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the original AHA optimizer [16] for the initial performance
evaluation of the proposed AHA-SA optimizer all algorithms
were run for 30 times with a maximum iteration t,,,, = 1000
and population size N = 50 for the optimization of all test
functions. The statistical results for the AHA-SA algorithm,
along with other algorithms such as AHA, RSA, LFD, and
GWO, are provided in Table 1. The statistical results include
the best, worst, mean, and standard deviation for each of the
algorithms on each of the benchmark functions.

For the Sphere function, the AHA-SA optimizer and the
RSA perform the best with the minimum value of O for
all statistical measures. The LFD algorithm has a very
large worst value, indicating that the algorithm is unable to
converge to a good solution. For the Rosenbrock function, the
AHA-SA optimizer performs the best with a minimum value
of 1.2349E—29 which is followed by RSA with a minimum
value of 6.8335E—29. For the Schwefel function, AHA-SA
optimizer performs the best and it is followed by the AHA
however, the latter one has a wider standard deviation. The
standard deviation for AHA-SA optimizer is 0, indicating
that the results are consistent. For the Penalized function,
the AHA-SA optimizer performs the best with a minimum
value of 3.1838E—14. The AHA algorithm also performs
well, however, has a wider standard deviation. Overall, the
AHA-SA algorithm performs the best, suggesting that it is a
competitive algorithm and performs better than other state-
of-the-art optimization algorithms.

C. NONPARAMETRIC TEST ANALYSIS

In order to evaluate the performance of the proposed AHA-
SA optimizer against three other well-performing algorithms,
RSA, LFD, and GWO, a Wilcoxon signed rank test is also
conducted on adopted benchmark functions. The results are
summarized in Table 2, which shows the p-values and the
winner for each comparison. The p-value represents the
probability that the difference between the performances of
the two algorithms is due to chance [32]. A lower p-value
indicates a more significant difference in performance.

The results show that AHA-SA outperformed AHA, LFD,
and GWO in terms of the Sphere function with a p-value
of 3.7896E-06, 1.7344E-06, and 1.7344E-06, respectively.
It has a similar performance with RSA for this function.
For the Rosenbrock function, AHA-SA showed a significant
improvement over AHA, LFD and GWO, with a p-value of
1.7344E-06. Similar to the Sphere function, it has a similar
performance with RSA on Rosenbrock function, as well.
AHA-SA also outperformed all the other algorithms for the
Schwefel and Penalized functions, with p-values ranging
from 1.2754E-04 to 1.7344E-06.

Overall, the results suggest that AHA-SA is a promising
algorithm for solving optimization problems and can outper-
form well-performing algorithms such as AHA, RSA, LFD,
and GWO in various functions.

V. APPLICATION OF AHA-SA OPTIMIZER TO
HIGH-ORDER IIR SYSTEM IDENTIFICATION

A. DESIGN FORMULATION

System 1identification involves finding the mathematical
representation of an unknown system by analyzing its input
and output data. An optimization algorithm is used to
minimize the error between the output of a candidate model
and the actual output of the system, in order to obtain an
optimal model for the unknown system. IIR models can
use fewer model parameters to accurately represent physical
systems for real-world applications [33]. An IIR system’s
output and input relationship can be given as follows where
b; is the numerator and a; is the denominator of the IIR filter
whereas M and N (N>M) are the respective orders of the
numerator and denominator of the IIR model.

N M
YK+ D aryk—iy=> bj-x(k—j)  (10)

i=1 J=0

In an IIR system modelling problem, the actual system is
assumed to be known by considering standard IIR plants
and the IIR filter tends to have a transfer function that can
replicate the unknown system. With the assumption of the
coefficient of ay = 1, the following transfer function can be
obtained for an IIR digital filter.

Mo
Zj:O bjz™

H@)=—=FF——
1+ vazl aiz7!

(1)

As can be observed from the latter equation, the z transform
is used to represent the digital IIR filters since they are
discrete time systems [24]. In this work, the optimal IIR
filter coefficients are attempted to be determined as vector
[a;, b;] to approach to the actual system response with the
adaptive IIR filter. Fig. 2 demonstrates the block diagram of
an adaptive infinite impulse response filter designed via the
proposed AHA-SA optimizer for the system identification
purpose where x(k) and y (k) represent the input and the
output of the filter, respectively. In here, e(k) represents
the error between the model and the actual plant as
e(k) = d(k)—y(k) which can be used for considering
the infinite impulse response model identification problem
as minimization problem described by the following mean
squared error (MSE) function which is used as a cost function

d—1
b/
Fy(x) = 7

i=1
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TABLE 1. Statistical results for the used benchmark functions.

Function Metric AHA-SA AHA RSA LFD GWO
Best 0 4.9407E-324 0 2.2489E-08 4.1775E-73
Sphere Worst 0 9.4700E—287 0 8.9651E-08 3.9259E-69
Mean 0 3.1632E—288 0 4.8339E-08 2.4824E-70
Standard Deviation 0 0 0 1.3705E—08 7.1039E-70
Best 1.2349E-29 2.4657E+01 6.8335E-29 2.6840E+01 2.5216E+01
Rosenbrock Worst 9.7313E-11 2.5516E+01 2.8992E+01 2.7280E+01 2.8561E+01
Mean 1.9961E-11 2.5099E+01 1.0604E+01 2.7075E+01 2.6527E+01
Standard Deviation 2.7112E-11 2.0812E—01 1.4175E+01 1.4992E—01 7.3199E—01
Best —1.2569E+04 —1.2569E+04 —5.7141E+03 —5.1992E+03 —8.1742E+03
Schwefel Worst —1.2569E+04 —1.1739E+04 —5.0033E+03 —4.1108E+03 —3.9883E+03
Mean —1.2569E+04 —1.2413E+04 —5.5238E+03 —4.6020E+03 —6.1474E+03
Standard Deviation 0 2.1632E+02 1.5760E+02 2.7489E+02 8.1665E+02
Best 3.1838E-14 4.6552E—-08 6.6541E-01 2.2321E-01 8.8908E-07
Penalized Worst 1.4318E-11 4.2856E-06 1.6142E+00 5.2662E-01 7.2782E-02
Mean 4.8457E-12 4.1187E-07 1.3315E+00 3.2943E-01 2.4153E-02
Standard Deviation 3.9910E-12 7.8075E-07 3.0112E-01 7.2391E-02 1.7244E-02

TABLE 2. Wilcoxon signed rank test.

AHA-SA vs AHA

AHA-SA vs RSA

AHA-SA vs LFD AHA-SA vs GWO

Function

p-value Winner p-value Winner p-value Winner p-value Winner
Sphere 3.7896E-06 + 1 = 1.7344E-06 + 1.7344E-06 +
Rosenbrock 1.7344E—06 + 1.9152E-01 = 1.7344E-06 + 1.7344E—06 +
Schwefel 1.2754E-04 + 1.7333E-06 + 1.7344E-06 + 1.7344E-06 +
Penalized 1.7344E-06 + 1.7344E-06 + 1.7344E-06 + 1.7344E-06 +
where S represents the number of input samples. the same order IIR filter. Based on the statistical metrics
s presented in the table, it is observed that the AHA-SA
MSE = l Z ( d(k)—y(k))2 (12) algorithm performs the best among the five metaheuristic
N algorithms evaluated. The AHA-SA algorithm has the lowest

k=1

B. SIMULATION RESULTS AND DISCUSSION
In the simulations performed in this study, the system input
x(k) is taken as a uniformly distributed white sequence
that takes values from (—0.5,0.5) range. The data length
used to calculate the MSE cost function is S = 200.
In the experiments, the parameters of the algorithm were
set as 30 runs, 500 total iteration number (f,,,) and
100 population size (N). The implementations were carried
out on MATLAB/Simulink software package that is installed
on a windows computer with 12th Gen Intel i5-12400,
2.50 GHz processor and 16.00 GB RAM. AHA, RSA,
LFD and GWO optimizers are used for the comparative
performance assessment of the proposed AHA-SA optimizer.
In the experiments, a fifth-order plant with the same and
reduced order IIR filters is examined as it is highly a highly
complex benchmark example [23], [24], [25], [26], [27], [28].
The transfer function of the fifth-order plant is given by the
expression in (13), shown at the bottom of the next page.

Case 1: Modeling with same order

The transfer function in (14), shown at the bottom of the
next page, represents the same order IIR filter to approximate
the fifth-order plant given in (13). Table 3 presents statistical
metrics for five metaheuristic algorithms (AHA-SA, AHA,
RSA, LFD, GWO) used to optimize a system modeled with
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best MSE value, indicating that it found the best solution
on average across all test cases. Additionally, it has the
lowest mean MSE value, indicating that it produced solutions
that are generally closer to the optimal solutions than the
other algorithms. Furthermore, the AHA-SA algorithm has
the lowest standard deviation for MSE values, which means
that it is more consistent in producing high-quality solutions
across different test cases. Overall, these results suggest that
the AHA-SA optimizer is a promising choice for optimizing
IIR system identification models.

Table 4, on the other hand, lists the obtained coefficients for
the same order case. The table shows the actual values of the
parameters and the estimated values obtained by five different
optimization algorithms (AHA-SA, AHA, RSA, LFD, GWO)
for Case 1 of parameter estimation. The parameters are
divided into two categories: a; and b;. For each parameter,
the actual value is given, followed by the estimated values
obtained by the optimization algorithms. The superiority of
the algorithms can be assessed by comparing their estimated
values with the actual values. From the table, it can be seen
that AHA-SA outperforms the other algorithms in estimating
the values of most of the parameters.

Further capability of the AHA-SA for this type of the I[IR
system identification is demonstrated through convergence
curve provided in Fig. 3. The convergence curve provides a
visual representation of the performance of each algorithm in
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FIGURE 3. Comparative convergence curves for Case 1.

terms of optimization. As seen from this figure, the AHA-
SA optimizer keeps converging to the lowest MSE values
through iterations. Based on the convergence curve, it seems
that AHA-SA optimizer has performed better than the other
algorithms in terms of reaching the lowest MSE value. The
AHA algorithm is also a good performer, but it is not able to
converge to the lowest MSE value as AHA-SA. Since AHA-
SA has a similar computational complexity with the original
AHA, it means that AHA-SA is computationally efficient
and does not require significant additional computational
resources compared to AHA. This is an advantage of AHA-
SA asitis able to achieve better performance in terms of MSE
without sacrificing computational efficiency.

Case 2: Modeling with reduced order

The following transfer function represents the reduced
order IIR filter to approximate the fifth-order plant given

e(k)

plant output

a

Evaluate MSE l—)(AHA-SA optimizer

update parameters

ay bo bl bM

Detailed block diagram of recommended AHA-SA optimizer-based adaptive IIR system identification.

in (13).
/ /o —1 ’ =2 /=3 /L —4
by +b1z7" + by + b3z + byz
H: (2) = l—d 7z —dz2—dz3 —d* (15)
12 asz asz ayz

Table 5 presents statistical metrics for five metaheuristic
algorithms (AHA-SA, AHA, RSA, LFD, GWO) used to
optimize a system modeled with the reduced order IIR filter.
Based on the statistical metrics presented in the table, it is
observed that the AHA-SA algorithm performs the best
among the five metaheuristic algorithms evaluated.

The AHA-SA algorithm has the lowest best MSE value,
indicating that it found the best solution on average across
all test cases. Additionally, it has the lowest mean MSE
value, indicating that it produced solutions that are generally
closer to the optimal solutions than the other algorithms.
Overall, these results suggest that the AHA-SA optimizer is
a promising choice for optimizing IIR system identification
models.

Table 6 lists the obtained coefficients for the reduced order
case. The better performance of the AHA-SA optimizer in
terms of reaching more accurate results can be observed from
this table. Further capability of the AHA-SA optimizer for
this type of the IIR system identification is demonstrated
through convergence curve provided in Fig. 4 where the
AHA-SA optimizer is shown to reach the lowest MSE values
through iterations, indicating its more efficient capability.

C. COMPARISON WITH REPORTED BEST APPROACHES

In this subsection, to further demonstrate the superior
performance of the proposed AHA-SA optimizer, the per-
formance of comparison is presented with other reported

best approaches in the literature (using other reported best
approaches of DAEO [23], PSO [23], IPO [24], GSA [24],

0.1084 + 0.5419z7 ' +1.0837z724+1.0837z340.541974+0.1084z

Hy () = 13
» @ 1 4+ 0.9853z714-0.973877240.386477340.11127=4+0.0113z75 (13)
bo+ b1z  + bz 24+ b3z 3 + baz + bsz
Hi@= g (14)
— a7 — a7 — a3z 0 —a47mt —asz
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TABLE 3. Statistical results of MSE values for Case 1.

Metric AHA-SA AHA RSA LFD GWO
Best 2.1159E-07 2.4319E-07 3.6268E-03 1.2714E-03 2.5943E-06
Worst 4.8772E-06 3.1433E-05 3.2724E-02 3.2425E-02 1.2621E-03
Mean 1.6901E-06 5.3538E-06 2.0748E-02 5.4763E-03 1.9879E-04
Standard Deviation 1.4581E-06 6.8538E—06 1.1904E-02 6.2312E-03 2.3487E-04
TABLE 4. Parameter estimation for Case 1.
Parameter Actual values AHA-SA AHA RSA LFD GWO
a; —0.9853 —-0.0949 —0.1063 0.0527 0.0431 0.0328
a, -0.9738 -0.4298 -0.4227 0.0264 —-0.2058 —0.3487
as —0.3864 0.2304 0.2268 0.0021 0.1865 0.3007
a, -0.1112 —-0.0065 —0.0009 0.0373 0.1871 0.0131
as -0.0113 0.0255 0.0241 0.0282 —-0.1862 0.0183
b, 0.1084 0.1082 0.1087 0.0605 0.1163 0.1077
by 0.5419 0.4455 0.4466 0.3424 0.3901 0.4317
b, 1.0837 0.6373 0.6418 0.6191 0.5425 0.5722
b 1.0837 0.2910 0.2943 —-0.0046 0.1040 0.1803
b, 0.5419 —-0.1051 -0.1070 -0.2290 —0.1848 -0.1929
by 0.1084 —0.1006 —0.1043 0.1129 —0.1126 —0.1199
TABLE 5. Statistical results of MSE values for Case 2.
Metric AHA-SA AHA RSA LFD GWO
Best 4.4932E-07 1.8532E-05 1.7191E-03 1.6005E-03 1.9591E-05
Worst 4.1999E-05 5.1943E-05 3.1450E-02 1.2775E-02 6.9108E-04
Mean 2.8028E-05 3.5653E-05 1.2125E-02 3.6097E-03 1.6596E—04
Standard Deviation 1.0833E-05 9.9555E-06 1.1216E-02 2.4398E-03 1.6074E-04
TABLE 6. Parameter estimation for Case 2. 0
Parameter AHA-SA AHA RSA LFD GWO -10
a —-0.5695 —0.0942 0.0004 0.0957 -04073  |I'”
aj —0.6891 —0.5781 0.0038 0.0131 -0.6102 -20
aj -0.0967 0.1337 0.0000 0.0342 —-0.0253 g
ay -0.0468  —0.0705 0.0957 0.1369 —-0.0257 5 -30
by 0.1085 0.1078 0.0589 0.1400 0.1070 3
by 0.4966 0.4444 0.4643 0.3510 0.4816 g 40
b} 0.8718 0.6548 0.5129 0.5100 0.7947 A
b 0.6993 0.3678 0.0001 0.0221 0.5780 = 50 AHASA T T T T T T
b 0.2202 0.0223 -0.2408 —0.2694 0.1342 - AHA-
R,
TABLE 7. Performance comparison of different reported MSE values. ‘ G‘WO ‘ ‘ ‘ ‘ ‘ ‘ ‘
_700 50 100 150 200 250 300 350 400 450 500
Iterations

Reference

Optimizer

Mean squared error (MSE) value

Same order Reduced order
Present study AHA-SA 2.1159E-07 4.4932E-07
Reference [23] DAEO 8.32E-07 1.69E—-05
PSO 1.35E-01 3.99E-02
1PO 4.8542E-05 5.8187E-05
Reference [24] - g p 4.8656E-05 4.7195E-05
Reference [25] BA 5.8182E—06 4.3986E—-05
Reference [26] FFA 1.8737E-06 5.5835E-06
DE 6.8820E—04 0.0027
Reference [27] HS 7.1407E-06 6.1214E-06
Reference [28] CSO 6.35514E-05 6.9475E-05
GA 0.013335606 0.084596041

BA [25], FFA [26], DE [26], HS [27], CSO [28] and GA [28])
for the same order and reduced-order cases. Table 7 shows the
MSE values obtained from AHA-SA optimizer and the other
approaches.
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FIGURE 4. Comparative convergence curves for Case 2.

For the same-order case, the proposed AHA-SA approach
outperforms all other approaches with an MSE value of
2.1159E-07, which is significantly lower than the MSE values
obtained by the other approaches. The second-best approach
is DAEO with an MSE value of 8.32E-07. Similarly, for
the reduced-order case, the proposed AHA-SA approach
obtains the lowest MSE value of 4.4932E-07 compared to all
other approaches, indicating the superior performance of our
approach. FFA has the second-best performance with an MSE
value of 5.5835E-06. Overall, the results demonstrate the
effectiveness of our proposed approach in achieving superior
performance compared to other reported best approaches for
both same-order and reduced-order cases.
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VI. CONCLUSION

In conclusion, the AHA-SA optimizer represents a sig-
nificant advancement in the field of optimization for IIR
system identification. By combining the strengths of the
AHA and SA, the AHA-SA optimizer outperforms several
recent and competitive optimization algorithms. The unique
contributions of this paper lie in the successful integration
of the AHA and SA techniques, harnessing the exploratory
capabilities of the AHA and the local search abilities of
SA. This combination leads to improved solution quality
and convergence speed, as demonstrated through extensive
experimental comparisons against benchmark functions and
a fifth order IIR system identification problem.

Theoretical implications of the AHA-SA optimizer stem
from its ability to effectively navigate complex search
spaces, providing insights into optimization algorithms’
design and efficiency. Additionally, the successful fusion of
different metaheuristic algorithms paves the way for further
exploration and hybridization of optimization techniques in
solving diverse optimization problems.

From a managerial perspective, the AHA-SA optimizer
offers a simple and intuitive workflow, making it easily
implementable and user-friendly. Its efficient search space
exploration capabilities and ability to escape local optima
contribute to faster convergence rates and more accurate
solutions. These features make the AHA-SA optimizer a
valuable tool for decision-makers and practitioners in various
industries, including engineering and scientific domains.

While the AHA-SA optimizer demonstrates significant
advantages, it is important to acknowledge the limitations
of the research. One limitation is that the experiments were
primarily focused on IIR system identification, and further
investigations are needed to explore its performance in other
optimization tasks. Additionally, the algorithm’s parameter
tuning process may require careful consideration to achieve
optimal results for different problem domains. Further
research and experimentation can address these limitations
and expand the understanding of the AHA-SA optimizer’s
applicability and effectiveness in various scenarios.

In terms of future research directions, several avenues
emerge from this study. Firstly, exploring the adaptability
of the AHA-SA optimizer to different problem domains,
such as function optimization, feature selection, or parameter
estimation, would provide insights into its generalizability.
Additionally, investigating the potential of combining the
AHA-SA optimizer with other metaheuristic algorithms or
optimization frameworks could lead to the development
of even more robust and efficient optimization techniques.
Finally, conducting comparative studies with other state-of-
the-art optimization algorithms can help establish the AHA-
SA optimizer’s position among existing methods and further
validate its performance.

In summary, the AHA-SA optimizer showcases remark-
able performance in IIR system identification, offering theo-
retical advancements, managerial benefits, and great potential
for future research. Its integration of the AHA and SA

VOLUME 11, 2023

techniques provides a foundation for further exploration and
innovation in the field of optimization, driving advancements
in diverse domains and applications.

REFERENCES

[1] S.Jiang, Y. Wang, and Z. Ji, ““A new design method for adaptive IIR system
identification using hybrid particle swarm optimization and gravitational
search algorithm,” Nonlinear Dyn., vol. 79, no. 4, pp.2553-2576,
Mar. 2015, doi: 10.1007/s11071-014-1832-0.

X. Liang, D. Wu, Y. Liu, M. He, and L. Sun, “An enhanced slime mould

algorithm and its application for digital IIR filter design,” Discrete Dyn.

Nature Soc., vol. 2021, pp. 1-23, Dec. 2021, doi: 10.1155/2021/5333278.

D. Izci and S. Ekinci, “The promise of metaheuristic algorithms for

efficient operation of a highly complex power system,” in Comprehensive

Metaheuristics, 1st ed, S. Mirjalili and A. Gandomi, Eds. Amsterdam,

The Netherlands: Elsevier, 2023, pp. 325-346, doi: 10.1016/B978-0-323-

91781-0.00017-X.

E. Rashedi, H. Nezamabadi-pour, and S. Saryazdi, “Filter modeling using

gravitational search algorithm,” Eng. Appl. Artif. Intell., vol. 24, no. 1,

pp. 117-122, Feb. 2011, doi: 10.1016/j.engappai.2010.05.007.

E. Cuevas, O. Avalos, and J. Gdlvez, “IIR system identification using

several optimization techniques: A review analysis,” in Analysis and

Comparison of Metaheuristics (Studies in Computational Intelligence),

vol 1063. Cham, Switzerland: Springer, 2023, doi: 10.1007/978-3-031-

20105-9_5.

D. Izci and S. Ekinci, “Application of whale optimization algorithm to

infinite impulse response system identification,” in Handbook of Whale

Optimization Algorithm, S. Mirjalili, Ed. London, U.K.: Academic, 2023.

[71 S. Chen and B. L. Luk, “Digital IIR filter design using particle swarm

optimisation,” Int. J. Model., Identificat. Control, vol. 9, no. 4, p. 327,

2010, doi: 10.1504/1IJMIC.2010.033208.

J. Zhang, G. Zhang, M. Kong, and T. Zhang, “Adaptive infinite impulse

response system identification using an enhanced golden jackal optimiza-

tion,” J. Supercomput., vol. 79, no. 10, pp. 10823-10848, Jul. 2023, doi:
10.1007/s11227-023-05086-6.

T. Mittal, “A water cycle algorithm for optimal design of IIR filters,” in

Third Congress on Intelligent Systems (Lecture Notes in Networks and

Systems), vol. 608, S. Kumar, H. Sharma, K. Balachandran, J. H. Kim,

and J. C. Bansal, Eds. Singapore: Springer, 2023, doi: 10.1007/978-981-

19-9225-4_5.

[10] M. Kaur, R. Kaur, and N. Singh, “A novel hybrid of chimp with cuckoo
search algorithm for the optimal designing of digital infinite impulse
response filter using high-level synthesis,” Soft Comput., vol. 26, no. 24,
pp. 13843-13867, Dec. 2022, doi: 10.1007/s00500-022-07410-3.

[11] S. Chen, R. Istepanian, and B. L. Luk, “Digital IIR filter design using
adaptive simulated annealing,” Digit. Signal Process., vol. 11, no. 3,
pp. 241-251, Jul. 2001, doi: 10.1006/dspr.2000.0384.

[12] S. Singh, A. Ashok, M. Kumar, and T. K. Rawat, “Adaptive infinite
impulse response system identification using teacher learner based opti-
mization algorithm,” Int. J. Speech Technol., vol. 49, no. 5, pp. 1785-1802,
May 2019, doi: 10.1007/s10489-018-1354-4.

[13] X.LiangandZ.Zhang, ‘A whale optimization algorithm with convergence
and exploitability enhancement and its application,” Math. Problems Eng.,
vol. 2022, pp. 1-19, May 2022, doi: 10.1155/2022/2904625.

[14] A.Kalinli and N. Karaboga, “A new method for adaptive IIR filter design
based on Tabu search algorithm,” AEU - Int. J. Electron. Commun.,
vol. 59, no. 2, pp.111-117, May 2005, doi: 10.1016/j.acue.2004.
11.003.

[15] C. Dai, W. Chen, and Y. Zhu, “Seeker optimization algorithm for
digital IIR filter design,” [EEE Trans. Ind. Electron., vol. 57, no. 5,
pp. 1710-1718, May 2010, doi: 10.1109/TIE.2009.2031194.

[16] W. Zhao, L. Wang, and S. Mirjalili, “Artificial hummingbird algorithm:
A new bio-inspired optimizer with its engineering applications,” Comput.
Methods Appl. Mech. Eng., vol. 388, Jan. 2022, Art. no. 114194, doi:
10.1016/j.cma.2021.114194.

[17] S.Kirkpatrick, C. D. Gelatt, and M. P. Vecchi, “Optimization by simulated
annealing,” Science, vol. 220, no. 4598, pp. 671-680, May 1983, doi:
10.1126/science.220.4598.671.

[18] D.Izci, “A novel improved atom search optimization algorithm for design-
ing power system stabilizer,” Evol. Intell., vol. 15, no. 3, pp. 2089-2103,
Sep. 2022, doi: 10.1007/s12065-021-00615-9.

2

—

3

—

[4

=

[5

—

[6

—

(8

—

[9

—

88635


http://dx.doi.org/10.1007/s11071-014-1832-0
http://dx.doi.org/10.1155/2021/5333278
http://dx.doi.org/10.1016/B978-0-323-91781-0.00017-X
http://dx.doi.org/10.1016/B978-0-323-91781-0.00017-X
http://dx.doi.org/10.1016/j.engappai.2010.05.007
http://dx.doi.org/10.1007/978-3-031-20105-9_5
http://dx.doi.org/10.1007/978-3-031-20105-9_5
http://dx.doi.org/10.1504/IJMIC.2010.033208
http://dx.doi.org/10.1007/s11227-023-05086-6
http://dx.doi.org/10.1007/978-981-19-9225-4_5
http://dx.doi.org/10.1007/978-981-19-9225-4_5
http://dx.doi.org/10.1007/s00500-022-07410-3
http://dx.doi.org/10.1006/dspr.2000.0384
http://dx.doi.org/10.1007/s10489-018-1354-4
http://dx.doi.org/10.1155/2022/2904625
http://dx.doi.org/10.1016/j.aeue.2004.11.003
http://dx.doi.org/10.1016/j.aeue.2004.11.003
http://dx.doi.org/10.1109/TIE.2009.2031194
http://dx.doi.org/10.1016/j.cma.2021.114194
http://dx.doi.org/10.1126/science.220.4598.671
http://dx.doi.org/10.1007/s12065-021-00615-9

IEEE Access

S. Ekinci et al.: SA Aided Artificial Hummingbird Optimizer for IIR System Identification

[19]

[20]

[21]

[22]

[23]

[24]

[25]

[26]

[27]

[28]

[29]

[30]

[31]

[32]

[33]

P. Gonzalez-Ayala, A. Alejo-Reyes, E. Cuevas, and A. Mendoza,
“A modified simulated annealing (MSA) algorithm to solve the supplier
selection and order quantity allocation problem with non-linear freight
rates,” Axioms, vol. 12, no. 5, p.459, May 2023, doi: 10.3390/
axioms12050459.

L. Abualigah, M. A. Elaziz, P. Sumari, Z. W. Geem, and A. H. Gandomi,
“Reptile search algorithm (RSA): A nature-inspired meta-heuristic
optimizer,” Expert Syst. Appl., vol. 191, Apr. 2022, Art. no. 116158, doi:
10.1016/j.eswa.2021.116158.

E. H. Houssein, M. R. Saad, F. A. Hashim, H. Shaban, and M. Hassaballah,
“Lévy flight distribution: A new metaheuristic algorithm for solving
engineering optimization problems,” Eng. Appl. Artif. Intell., vol. 94,
Sep. 2020, Art. no. 103731, doi: 10.1016/j.engappai.2020.103731.

S. Mirjalili, S. M. Mirjalili, and A. Lewis, “Grey wolf optimizer,”
Adv. Eng. Softw., vol. 69, pp.46-61, Mar. 2014, doi: 10.1016/.
advengsoft.2013.12.007.

Y. Niu, X. Yan, Y. Wang, and Y. Niu, “Dynamic opposite learning
enhanced artificial ecosystem optimizer for IIR system identification,”
J. Supercomput., vol. 78, no. 11, pp. 13040-13085, Jul. 2022, doi:
10.1007/s11227-022-04367-w.

A. Mohammadi, S. H. Zahiri, and S. M. Razavi, “Infinite impulse response
systems modeling by artificial intelligent optimization methods,” Evolving
Syst., vol. 10, no. 2, pp. 221-237, Jun. 2019, doi: 10.1007/s12530-018-
9218-z.

M. Kumar, A. Aggarwal, and T. K. Rawat, “Bat algorithm: Application to
adaptive infinite impulse response system identification,” Arabian J. Sci.
Eng., vol. 41, no. 9, pp. 3587-3604, Sep. 2016, doi: 10.1007/s13369-016-
2222-3.

P. Upadhyay, R. Kar, D. Mandal, and S. P. Ghoshal, “A new design
method based on firefly algorithm for IIR system identification problem,”
J. King Saud Univ. Eng. Sci., vol. 28, no. 2, pp. 174-198, Jul. 2016, doi:
10.1016/j.jksues.2014.03.001.

S. K. Saha, R. Kar, D. Mandal, and S. P. Ghoshal, “Harmony
search algorithm for infinite impulse response system identification,”
Comput. Electr. Eng., vol. 40, no. 4, pp. 1265-1285, May 2014, doi:
10.1016/j.compeleceng.2013.12.016.

G. Panda, P. M. Pradhan, and B. Majhi, “IIR system identification using cat
swarm optimization,” Expert Syst. Appl., vol. 38, no. 10, pp. 12671-12683,
Sep. 2011, doi: 10.1016/j.eswa.2011.04.054.

E. Eker, M. Kayri, S. Ekinci, and D. Izci, “A new fusion of ASO with
SA algorithm and its applications to MLP training and DC motor speed
control,” Arabian J. Sci. Eng., vol. 46, no. 4, pp. 3889-3911, Apr. 2021,
doi: 10.1007/s13369-020-05228-5.

D. Izci, S. Ekinci, and H. L. Zeynelgil, “Controlling an automatic voltage
regulator using a novel Harris hawks and simulated annealing optimization
technique,” Adv. Control Appl., to be published, doi: 10.1002/adc2.121.
D. Izci and S. Ekinci, “A novel-enhanced metaheuristic algorithm for
FOPID-controlled and Bode’s ideal transfer function—based buck converter
system,” Trans. Inst. Meas. Control, vol. 45, no. 10, pp. 1854-1872,
Jun. 2023, doi: 10.1177/01423312221140671.

S. Garcia, D. Molina, M. Lozano, and F. Herrera, “A study on the
use of non-parametric tests for analyzing the evolutionary algorithms’
behaviour: A case study on the CEC’2005 special session on real parameter
optimization,” J. Heuristics, vol. 15, no. 6, pp. 617-644, Dec. 2009, doi:
10.1007/s10732-008-9080-4.

S. Zhang and Y. Zhou, “Grey wolf optimizer with ranking-based mutation
operator for IIR model identification,” Chin. J. Electron., vol. 27, no. 5,
pp. 1071-1079, Sep. 2018, doi: 10.1049/cje.2018.06.008.

88636

SERDAR EKINCI received the B.Sc. degree in
control engineering and the M.Sc. and Ph.D.
degrees in electrical engineering from Istanbul
Technical University (ITU), in 2007, 2010, and
2015, respectively. He is currently an Associate
Professor with the Department of Computer Engi-
neering, Batman University, Turkey. His research
interests include electrical power systems, stabil-
ity, control technology, and the applications of
metaheuristic optimization algorithms to various
control systems.

DAVUT IZCl received the B.Sc. degree in electrical
and electronic engineering from Dicle University,
Turkey, and the M.Sc. and Ph.D. degrees in mecha-
tronics and microsystems from Newcastle Univer-
sity, England, U.K. He is currently an associate
professor working on optimization, control system
design, sensing applications, energy harvesting,
microsystems development and applications of
metaheuristic optimization techniques to differ-
ent control systems and real-world engineering
problems.

MUSA YILMAZ (Senior Member, IEEE) received
the M.Sc. and Ph.D. degrees in electrical education
from Marmara University, Istanbul, Turkey, in
2004 and 2013, respectively.

He is currently an Assistant Professor with the
Electrical and Electronics Engineering and Energy
Engineering Departments, Batman University. In
2015 to 2016, he joined the Smart Grid Research
Center (SMERC), University of California at
Los Angeles (UCLA) as a Visiting Scholar. He has
authored over 50 research articles, several book chapters, and frequently
delivers invited keynote lectures at international conferences. His research
interests include smart grid technologies and renewable energy. He has
conducted extensive research in the field of smart grid and solar energy and,
along with Biosys LLC. He is also the inventor of a ventilator class named
“Biyovent.”

Dr. Yilmaz has made significant contributions to academia and publishing.
He served as the Editor-in-Chief of the Balkan Journal of Electrical
and Computer Engineering (BAJECE) and the FEuropean Journal of
Technique (EJT). Additionally, he is a co-founder of INESEG, a publishing
organization. He has also led his research team as the principal investigator
in several European projects.

VOLUME 11, 2023


http://dx.doi.org/10.3390/axioms12050459
http://dx.doi.org/10.3390/axioms12050459
http://dx.doi.org/10.1016/j.eswa.2021.116158
http://dx.doi.org/10.1016/j.engappai.2020.103731
http://dx.doi.org/10.1016/j.advengsoft.2013.12.007
http://dx.doi.org/10.1016/j.advengsoft.2013.12.007
http://dx.doi.org/10.1007/s11227-022-04367-w
http://dx.doi.org/10.1007/s12530-018-9218-z
http://dx.doi.org/10.1007/s12530-018-9218-z
http://dx.doi.org/10.1007/s13369-016-2222-3
http://dx.doi.org/10.1007/s13369-016-2222-3
http://dx.doi.org/10.1016/j.jksues.2014.03.001
http://dx.doi.org/10.1016/j.compeleceng.2013.12.016
http://dx.doi.org/10.1016/j.eswa.2011.04.054
http://dx.doi.org/10.1007/s13369-020-05228-5
http://dx.doi.org/10.1002/adc2.121
http://dx.doi.org/10.1177/01423312221140671
http://dx.doi.org/10.1007/s10732-008-9080-4
http://dx.doi.org/10.1049/cje.2018.06.008

