
Received 20 July 2023, accepted 31 July 2023, date of publication 7 August 2023, date of current version 15 August 2023.

Digital Object Identifier 10.1109/ACCESS.2023.3302527

Attribute Reduction Algorithm for Incomplete
Information Systems Based on Intuitive
Fuzzy Pairs
WEIHAN LI1 AND JIANWEI GUO 2
1Haidian District, Beijing 100097, China
2School of Traffic and Transportation, Beijing Jiaotong University, Beijing 100044, China

Corresponding author: Jianwei Guo (19114023@bjtu.edu.cn)

ABSTRACT The current attribute reduction algorithms for information systems are difficult to handle
imbalanced data with default values. Therefore, to address the shortcomings of traditional attribute reduction
algorithms (ARAs) in incomplete information systems, a new algorithm is proposed by introducing intuitive
fuzzy pairs (IFP). In addition, a composite minority oversampling technique TampC and Central Limit
SMOTE (TampC-CL-SMOTE) is proposed to improve the pre-data samplingmethod of the algorithm, and its
effectiveness is verified by experiments. The experimental results show that the average classification accu-
racy of the improved attribute reduction algorithm on the naive Bayes classifier is 82.13%, and the average
classification accuracy on the support vector machine classifier is 86.48%. In the comparison of operational
efficiency, the average running time of the improved attribute reduction algorithm is 5.92 seconds, and the
overall consumption of running time is lower than that of the comparison algorithm. Meanwhile, the average
accuracy, recall, and F-measure of the algorithm are 76.14%, 78.35%, and 77.19%, respectively. In addition,
the G-means of TampC-CL-SMOTE are 2.9% and 5.3% higher than the comparison algorithm, respectively.
Overall, the improved attribute reduction algorithm has high efficiency in handling imbalanced data, while
the optimization of TampC-CL-SMOTE has effectiveness in practical applications and has advantages in
handling high and low imbalanced data in incomplete information environments.

INDEX TERMS Intuitive fuzzy pairs, incomplete information, attribute reduction algorithm, imbalanced
data.

I. INTRODUCTION
The development of network technology has led to explosive
data growth in various industries. At the same time, the
objective impact of noise in real life leads to many incomplete
and difficult to determine data in current information systems.
To efficiently mine the hidden rules behind data, fuzzy rough
set theory is proposed. It is based on the existing knowledge
base and uses the form of upper and lower approximation sets
to characterize certain uncertain knowledge, ensuring clas-
sification performance without requiring additional data [2].
The attribute reduction algorithm means that the classifica-
tion quality of the related attribute set after attribute reduction
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is the same as that of the original attribute set. The goal
is to discover some necessary conditional attributes from
the set of small item attributes, and based on these condi-
tional attributes, form a classification relative to the decision
attribute, which is consistent with the classification relative
to the decision attribute formed by all conditional attributes,
that is, have the same classification ability as all conditional
attributes relative to the decision attribute.Attribute reduction,
as an important achievement in fuzzy rough set theory, has
gradually been deeply studied in both theoretical and prac-
tical development. Attribute reduction refers to the fact that
the classification quality of the reduced attribute set is the
same as that of the original attribute set. Simply put, attribute
reduction is the minimum conditional subset of attributes
that does not contain redundant attributes and ensures the
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correct classification of the information system [3]. In the
intelligent processing of decision table information, attribute
reduction has gained high practical application value due
to this idea. The goal of summarizing attribute reduction in
practical applications is to discover some necessary condi-
tional attributes from the set of conditional attributes, and
based on these conditional attributes, the classification rel-
ative to the decision attribute formed is consistent with the
classification relative to the decision attribute formed by all
conditional attributes [4], [5]. However, the current ARAs
are mainly applied to complete and general data, and there
is relatively little research on incomplete or unbalanced data.
Meanwhile, the introduction of intuitionistic fuzzy pairs as
important attribute values can effectively handle missing and
missing values in incomplete intuitionistic fuzzy information
systems.At the same time, the current research on attribute
reduction algorithms for incomplete information systems has
some shortcomings, such as high Time complexity, difficulty
in handling unbalanced data with default values, and can
only deal with unbalanced data under the condition of com-
plete information. However, in current real life, many cases
are under incomplete information conditions, so attribute
reduction algorithms for imbalanced data in incomplete infor-
mation systems urgently need to be improved. Based on
this, this paper studies the use of intuitionistic fuzzy pairs
to optimize attribute reduction algorithms under incomplete
information systems, and proposes a sampling method of
the composite minority oversampling technique (TampC and
Central Limit SMOTE, TampC-CL-SMOTE) with temporary
tags and central limits. Its purpose is to solve the problems of
high time complexity and difficulty in handling imbalanced
data with default values in current incomplete information
system ARAs, and to optimize the shortcomings of the pro-
posed reduction algorithm in handling high imbalanced data.

II. RELATED WORKS
In fuzzy rough set theory, ARAs have always been one of its
key research directions, and have high practical application
significance in many fields [6]. At the same time, not every
attribute is essential in a studied information system, as there
are more or less redundant attributes. To obtain non redun-
dant data, attribute reduction is necessary, which is of great
significance for the promotion of theory [7]. In addition, some
unavoidable errors in daily life can result in incomplete data
information, including data loss caused by excessive costs,
data loss caused by transmission errors, and data loss caused
by inadequate data understanding, resulting in incomplete
information systems.It has high practical application signif-
icance in many fields. For example, He et al. proposed an
attribute reduction algorithm for an incomplete classification
decision information system on the basis of fuzzy rough
set, aiming at the related problems in attribute selection in
rough set theory, thus effectively improving the accuracy of
classification data [8]. Song et al. proposed corresponding
measurement tools based on attribute similarity to address

the application of uncertaintymeasurement in attribute reduc-
tion. And its effectiveness was verified using the K-means
algorithm, providing data support for the promotion and
development of set-valued information systems [9]. Bar and
Prasad proposed another optimal ARA using the nearest
neighbor method to address the complexity of the coars-
est granularity index, effectively reducing space utilization
and corresponding computational time [10]. Tsai and Hu
proposed an ARA for mixed data based on the comparison
of different supervised learning technologies, aiming at the
related problems when interpolating missing values under
the condition of missing attribute values, so as to improve
the accuracy of interpolation results and classification accu-
racy [11]. To improve the quality of teaching in online
learning, Han et al. proposed granular adaptive computing
techniques based on ARAs, which effectively improved the
accuracy of anomaly detection for online learners while
strengthening attribute feature selection [12].

In addition, Li et al. proposed an attribute selection method
for incomplete interval valued information systems on the
basis of incomplete interval data analysis to solve the related
problems of attribute selection of information systems in
big data processing. Based on this, a corresponding reduc-
tion algorithm was proposed, which effectively strengthens
the accuracy of attribute selection and improves the effi-
ciency [13]. Karimi and Yahyazade proposed an ARA related
to deviation risk based on rough set theory to address the
risk issues related to project management, thereby providing
assistance in predicting project risk levels [14]. Xu et al.
proposed corresponding ARAs for feature selection in fuzzy
neighborhood rough set models by utilizing fuzzy neigh-
borhood self information measures, effectively improving
the accuracy of classification [15]. Chen et al. proposed a
new integrated selector based on attribute selection analy-
sis to solve the problems related to attribute reduction in
data dimensionality reduction, thus effectively enhancing the
stability in attribute search [16].Ding et al. proposed a new
attribute reduction algorithm based onmulti granularity super
trust fuzzy rough set to solve the problem of poor knowledge
extraction effect of traditional attribute reduction algorithm
in incomplete information systems, which effectively solved
the problem of Big data analysis and summary data mining
[17]. Singh et al. proposed an attribute reduction algorithm
for incomplete information systems based on tolerance rough
set theory to address the related issues of attribute reduction
algorithms in practical applications, effectively improving the
prediction accuracy in practical applications [18].

From the research of domestic and foreign scholars, it can
be seen that current attribute reduction algorithms have more
content in processing complete and general data, while they
have less content in processing incomplete and unbalanced
data. At the same time, the current research on attribute
reduction algorithms for incomplete information systems has
some shortcomings, such as high Time complexity, difficulty
in handling unbalanced data with default values, and can
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only deal with unbalanced data under the condition of com-
plete information. However, in current real life, many cases
are under incomplete information conditions, so attribute
reduction algorithms for imbalanced data in incomplete infor-
mation systems urgently need to be improved. Therefore, the
research on the use of intuitionistic fuzziness in the proposed
attribute reduction algorithm for imbalanced data has certain
innovation. It has important theoretical and practical signif-
icance for the processing of imbalanced data in incomplete
information systems and the expansion of algorithm models.
It will lay the foundation for the subsequent application of
attribute reduction algorithms in image retrieval and text clas-
sification fields, and the introduction of TampC-CL-SMOTE
also provides a reference for the processing of high imbal-
anced data.

III. ANALYSIS OF ARAS FOR INCOMPLETE
INFORMATION SYSTEMS UNDER IFP
A. FUZZY ROUGH SET MODEL IN INCOMPLETE
INFORMATION SYSTEMS
To solve the problems of high time complexity and difficulty
in handling imbalanced data with default values in current
incomplete information system ARAs, an improved ARA is
proposed based on the research of incomplete information
systems with IFP of attributes. The traditional rough set is
based on the equivalence relation, so it is not strong in pro-
cessing noisy data. Many scholars have proposed fuzzy rough
set related models and methods for processing imbalanced
data to address this issue. However, in practical engineering
applications, due to the influence of noise, incomplete infor-
mation systems are mostly incomplete information systems,
and their internal data is in an imbalanced state. Therefore,
it is necessary to use relevant methods to process the imbal-
anced data under the incomplete fuzzy rough set system
model [19]. Previous studies have developed a neighbor-
hood fuzzy rough set model, but its applicability is limited
to information systems under complete information condi-
tions. Therefore, the research extends the practical process
of processing imbalanced data to the fuzzy rough set model
applicable to incomplete information systems based on it.
Based on this, the study elaborates on the model with two def-
initions. The first definition is to consider the data attribute set
B in the incomplete information system I =

(
M ,N , λT ,E

)
,

which contains the attribute set λ , while λ is the union of λ k

and λ b. Among them, Bk contains λ k , Bb contains λ b, and
any attributes pi and pj belong to the set M in incomplete
information systems. Therefore, if any attribute belongs to
λ b, the existing equation is shown in equation (1).

γρb

(
pi, pj

)
=

{
0, Eρb (pi) = Eρb

(
pj

)
∨ Eρb (pi) = ∗ ∨ Eρb

(
pj

)
= ∗

1, other
(1)

In equation (1), γρb

(
pi, pj

)
represents the actual distance

between incomplete symbolic data objects; Eρb represents the

numerical data of the set E . If any attribute belongs to λ k , the
existing equation is shown in equation (2).

γρk

(
pi, pj

)

=



∣∣∣Êρk (pi) − Êρk

(
pj

)∣∣∣2 ,Eρk (pi) ̸= ∗ ∧ Eρk

(
pj

)
̸= ∗

0,Eρk (pi) ̸= ∗ ∧ Eρk

(
pj

)
= ∗

0,Eρk (pi) = ∗ ∧ Eρk

(
pj

)
̸= ∗

0,Eρk (pi) = ∗ ∧ Eρk

(
pj

)
= ∗

(2)

In equation (2), γρk

(
pi, pj

)
represents the distance between

incomplete numerical data objects. Based on the distance
function defined in the first definition, a second definition
can be proposed, which is related to the domain tolerance
relationship, to provide data support for the subsequent con-
struction of incomplete domain fuzzy rough set models.
Based on this, the second definition assumes that λT is the
union of the data attribute set B and the attribute set {f }, and
B contains λ , taking into account the incomplete information
system I =

(
M ,N , λT ,E

)
. In this case, based on the first

definition, the definition formula for the domain tolerance
correlation between attributes and B in the relevant domain
is shown in equation (3).{

Qα
λ

=
{(
pi, pj

)
∈ L

∣∣1λ

(
pi, pj

)
≤ α

}
[pi]αλ =

{
pj

∣∣(pi, pj) ∈ Qα
λ

} (3)

Equation (3) defines the formula for domain tolerance cor-
relation in the first row, and the formula for domain tolerance
definition in the second row for attribute pi. Among them,
Qα

λ
represents the domain tolerance relationship; L repre-

sentation theory; α represents the relevant domain radius
under the neighborhood tolerance relationship of the incom-
plete mixed information system, and its value is maintained
between [1, 0]. For the target approximation set, its upper and
lower approximate expressions in incomplete mixed informa-
tion systems are shown in equation (4).{

Qα
λ

(Y ) =
{
pi| [pi]αλ ∈ Y , pi ∈ L

}
Q

α

λ (Y ) =
{
pi| [pi]αλnY ̸= ∅, pi ∈ L

} (4)

In equation (4),Qα
λ

(Y ) represents the lower approximation
of the target approximation set Y ;Q

α

λ (Y ) represents the upper
approximation of the target approximation set Y . Therefore,
the formula for defining the dependence of the positive and
negative domains of Qα

λ
, boundary domains, and attribute

set f on λ in the target approximate solution is shown in
equation (5).

γρk



Sα
λ

(Y ) = Qα
λ

(Y )

Gα
λ

(Y ) = L − Q
α

λ (Y )

Uα
λ

(Y ) = Q
α

λ (Y ) − Qα
λ

(Y )

ζλ =

∣∣∣nY∈L/f S
α
λ
(Y )

∣∣∣
|L|

(5)

In equation (5), Sα
λ

(Y ) represents the positive domain of
Y with respect to Qα

λ
; Gα

λ
(Y ) represents the negative field of
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Y regarding Qα
λ
; Uα

λ
(Y ) represents the boundary domain of

Y regarding Qα
λ
; ζλ represents the dependency of attribute f

on λ . Therefore, to reduce the impact of uncertainty in the
boundary area, it is particularly important to use incomplete
information systems to determine whether the boundary area
is majority or minority type by defining the upper and lower
boundaries of the boundary area. Based on this theory, the
three definitions proposed in the study are shown in Figure 1.
From Figure 1, the first definition first considers a

non holonomic information system I =
(
M ,N , λT = B∪

{f } ,E
)
, and the upper and lower boundary domain defini-

tions in the non holonomic neighborhood fuzzy rough set are
expressed as shown in equation (6).{

1
α

λ (Y ) = Q
α

λ (Y ) − Y
1α

λ
(Y ) = Y − Qα

λ
(Y )

(6)

In equation (6), 1
α

λ (Y ) represents the upper boundary
domain of a non holonomic neighborhood fuzzy rough set;
1α

λ
(Y ) represents the lower boundary region of a non holo-

nomic neighborhood fuzzy rough set. Due to space limi-
tations, the study only considers the binary classification
problem, that is L

/
f =

{
Y+,Y−

}
. Among them, Y+ rep-

resents positive class (minority class), and Y− represents
negative class (majority class). Therefore, there is a degree
of imbalance between positive and negative categories under
the subjective question object in a non holonomic mixed
information system, as expressed in equation (7).

I =

∣∣Y+
∣∣/∣∣Y−

∣∣ (7)

To reduce the impact of boundary region uncertainty, if the
boundary region of a certain object is being studied, the upper
and lower boundaries of an imperfect neighborhood set can be
defined as usual. The second definition considers a non holo-
nomic information system I =

(
M ,N , λT = B ∪ {f } ,E

)
,

where the upper and lower boundaries of the neighborhood
tolerance class of an object in the attribute set B are expressed
as shown in equation (8).

1
α

λ

(
Y+

)
=

|L|

∪
i=1

1
α,i
λ

(
Y+

)
1α

λ

(
Y+

)
=

|L|

∪
i=1

1
α,i
λ

(
Y+

) (8)

In equation (8), 1
α

λ

(
Y+

)
represents the upper boundary

of the neighborhood tolerance class of object pi under the
attribute set B;1α

λ

(
Y+

)
represents the lower boundary of the

neighborhood tolerance class of the object pi in the attribute
set B. To reduce the impact of positive categories on classi-
fication results under imbalanced data, the upper and lower
bounds of the incomplete neighborhood set for each category
are used as the estimation basis for classification errors.
The third definition considers a non holonomic information
system I =

(
M ,N , λT = B ∪ {f } ,E

)
, where the conditional

attribute xj belongs to the attribute set B and Y+ belongs to
the L. At this point, if negative object p−

i has a high probabil-
ity of misclassification, the flag value of negative object p−

i

that may be misclassified under attribute xj is 1; If the positive
object p+

i has a high probability of misclassification, then the
flag value that the positive object p+

i may be misclassified
under attribute xj is 1. Specifically expressed as two, assum-

ing χα
i =

∣∣∣1α,i
xj

(
Y+

)∣∣∣/(∣∣∣1α,i
xj

(
Y+

)∣∣∣ + π

∣∣∣1α,i
xj

(
Y+

)∣∣∣),
if χα

i is greater than 0.5 and Ef
(
p−

i

)
= Ef

(
Y−

)
, the negative

object p−

i may be misclassified under attribute xj with a
flag value k

α,i
xj of 1, otherwise it is 0. Meanwhile, assuming

εα
i = π

∣∣∣1α,i
xj

(
Y+

)∣∣∣/(∣∣∣1α,i
xj

(
Y+

)∣∣∣ + π

∣∣∣1α,i
xj

(
Y+

)∣∣∣), if εα
i

is greater than 0.5 and Ef
(
p+

i

)
= Ef

(
Y+

)
, then the flag

value kα,i
xj of the positive object p+

i that may be misclassified
under attribute xj is 1, otherwise it is 0. Among them, χα

i
represents the probability that negative object p−

i may bemis-
classified by xj under attributes; εα

i represents the probability
that the positive object p+

i may be misclassified by xj under
attributes; π represents the normative factor used to balance
the uneven distribution between negative and positive classes.
Based on this, based on the probability of misclassification,
the expression of the number of misclassifications is shown
in equation (9). 

d−

j =

(L)∑
i=1

k
α,i
xj

d+

j =

(L)∑
i=1

kα,i
xj

(9)

In equation (9), d−

j represents the actual number of neg-
ative object sets misclassified on attribute xj; d

+

j represents
the actual number of misclassified positive object sets on
attribute xj.

B. ARA FOR INCOMPLETE INFORMATION SYSTEMS
BASED ON IFP
Based on the proposed fuzzy rough set mathematical model
in incomplete information systems, an ARA for incomplete
information systems is constructed by utilizing IFP. Firstly,
the importance of attributes in incomplete intuitive fuzzy
information systems is defined based on the conventional
methods used in previous literature to handle imbalanced
data in complete information systems. The importance of this
attribute largely reflects the uncertainty of boundary domains
and the imbalance of data [20]. Assuming that the conditional
attribute xj belongs to the attribute set B, the definition and
expression of the importance of the attribute are shown in
equation (10).

ϕj = 1 −

µ
d+

j

|Y+|
+ (1 − µ)

d−

j

|Y−|

2
(10)

In equation (10), ϕj represents the importance of the
conditional attribute xj; µ represents the degree of unequal
distribution between positive and negative groups. Based on
this, the correlation matrix expression of the importance of
the attribute set can be Tϕ =

[
λ t ϕ

]
, and since λ t is the

transpose matrix of the conditional attribute xj combination,
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FIGURE 1. Three definitions for solving unbalanced data in incomplete hybrid information systems.

the ordered matrix expression of all attributes can be λ t≻ =(
xi, xj, · · · , xr

)T , in which case ϕi > ϕj. In the information
system of incomplete intuitive fuzzy decision-making, the
use of discernibility matrix can be chosen. Assuming that the
expression of the incomplete intuitive fuzzy decision system
is I =

(
M ,N , λT = B ∪ {f } ,E

)
, then the conventional

decision of the incomplete neighborhood class [pi]αλ of any
object pi can be expressed as Di =

{
Ef

(
pj

) ∣∣∀pi ∈ [pi]αλ
}
.

In addition, in the given incomplete intuitive fuzzy decision
information system I =

(
M ,N , λT = B ∪ {f } ,E

)
, if the

object pi does not belong to [pi]α andDi is not equal toDj, the
corresponding equation expression is shown in equation (11).if xk ∈ Bn, gst =

{
xk

∣∣∣∣∣∣Êxk (xi) − Êxk
(
xj

)∣∣∣ > f
}

if xk ∈ Bb, gst =

{
xk

∣∣∣Êxk (xi) ̸= Êxk
(
xj

)}
(11)

In equation (11), Bn and Bb represent subsets of the
attribute set B; gst represents a set of attributes that differ
between objects. If it is any other case, gst is an empty
set. Based on this, in the given incomplete intuitive fuzzy
decision information system I =

(
M ,N , λT = B ∪ {f } ,E

)
and related discernibility matrix, it is assumed that any gst
belongs to the discernibility matrix. If ∃W ⊆ B occurs
and the intersection of W and gst is not an empty set, then
W is a reduction of the incomplete intuitive fuzzy decision
information system. At this point, if gst is a combination set of
conditional attribute xk and is not an empty set, a correlation
function can be specified, as expressed in equation (12)∑

gst = x1∨x2 ∨ n ∨ xk (12)

In equation (12),
∑
gst represents the functional expres-

sion of gst . If gst is not an empty set, the value of the
function can be given as 1. At this time, the conjunctive
normal form expression of the discriminant function is shown
in equation (13).

DE =
|L|

∧
s=1

|L|

∧
t=1

(∑
gst

)
(13)

In equation (13), DE represents the conjunctive normal
form of the discriminant function, which can be converted
to DEmin =

w
∨
r=1

Wr by the minimum disjunctive normal form

transformation. Among them,w represents the total reduction
quantity in the incomplete intuitive fuzzy decision informa-
tion system;Wr represents a reduction among all reductions,
so its core attribute set can be represented as co =

w
∩
r=1

Wr .

Starting from equations (10) to (13), the design of ARAs for
imbalanced data in incomplete intuitive fuzzy decision infor-
mation systems needs to take into account the importance of
attribute correlation and the discernibilitymatrix. The process
of this algorithm is shown in Figure 2.
From Figure 2, the algorithm takes parameter specifica-

tion factors, related domain radii, and the degree of unequal
distribution between positive and negative groups in the
incomplete intuitionistic fuzzy decision information system
I =

(
M ,N , λT = B ∪ {f } ,E

)
as input values, with the

aim of outputting the attribute reduction set R. The process
first initializes d−

j and d+

j , and uses L
/
{f } =

{
Y+,Y−

}
to

calculate Y+ on the basis that R is not an empty set. Secondly,
for each object pi, the incomplete neighborhood class, the
regularization decision of the incomplete neighborhood class,
the upper boundary of the neighborhood tolerance class of the

84748 VOLUME 11, 2023



W. Li, J. Guo: ARA for Incomplete Information Systems Based on IFP

FIGURE 2. Schematic diagram of ARA for incomplete intuitionistic fuzzy information system based on imbalanced data.

object pi in the attribute set B, and the lower boundary of the
neighborhood tolerance class of the object pi in the attribute
set B are calculated. At this point, according to the assumed
equation after equation (8), if χα

i is greater than 0.5, the actual
number of misclassified negative object sets on attribute xj
will be increased by 1; If εα

i is greater than 0.5, the actual
number of misclassified positive object sets on attribute xj
is increased by 1. Calculate the importance of attributes and
ensure that the actual number of positive and negative object
sets misclassified on attribute xj is 0. Repeat the calculation
until all attribute importance calculations are completed.

Next, rank the importance of all attributes in descending
order to obtain the orderedmatrix of attributes. Then calculate
the discernibility matrix. Finally, for each attribute xi in the
ordered matrix, if the attribute combination set is not an
empty set, then any attribute xi belongs to the attribute com-
bination set, and the attribute reduction set R is equal to the
union of R and {xk}. At this point, the attribute reduction set is
output by making the attribute combination set an empty set;
Otherwise, directly end the process and output the attribute
reduction set. For incomplete intuitive fuzzy decision infor-
mation systems, assuming |L| = n, |B| = g, the relevant time
to be calculated through this ARA includes four parts. The
first step is to calculate the importance of a neighborhood set
and the time spent on each conditional attribute in a scan.
Secondly, the time required to calculate the discernibility
matrix. Next is the time required to calculate the orderliness
matrix. Finally, it is the time it takes to obtain the relevant
subset of attributes. Based on this, the time complexity of the
four parts is shown in equation (14).

Fi = O
(
n (n+ 1) g

/
2
)

Se = O
(
n (n+ 1) g

/
2
)

Th = O
(
g2

)
Fo = O

(
n2g

) (14)

In equation (14), Fi represents the time complexity of the
first part; Se represents the time complexity of the second
part; Th represents the time complexity of the third part;
Fo represents the time complexity of the fourth part. The
overall time complexity of the algorithm is expressed in
equation (15).

Z = O
(
2n2g+ ng+ g2

)
(15)

In equation (15), Z represents the time complexity of the
algorithm; n represents the absolute value of the neighbor-
hood; g represents the absolute value of the B value in the
attribute set. Based on this, an example of the algorithm
operation is given, and the incomplete intuitive fuzzy decision
information system I =

(
M ,N , λT ,E

)
is given. At this

point, the neighborhood value and Y− are assumed to be
{p1, p2, · · · , p12}, Y+ is {p5, p7, p10}, and the attribute set
B is {p1, p2, p3, p4, p5}. The value of α is set to 0.2, and
the value of π is set to 0.3. After normalizing the relevant
attribute values of numerical type, and considering only the
attribute p1, the neighborhood tolerance class of each object
can be calculated according to formula (3). According to
equations (5) and (6), the result of misclassification flag
values kα,i

xj and k
α,i
xj being 0 can be obtained, which gener-

alizes to all attribute pk misclassification being 0. Therefore,
according to formula (9), the number of negative objects in
attribute p1 that may be misclassified is 3, The number of
positive objects in attribute p1 that may be misclassified is 0.
Due to the excessive content involved, the specific process of
attribute reduction was simplified into three steps. Firstly, the
actual number of misclassified positive and negative object
sets on attribute xj and the importance of the objects are cal-
culated, and an ordered matrix about the attributes is obtained
based on the importance of each attribute. The second step
is to calculate the discernibility matrix under the incom-
plete intuitive fuzzy decision information system. Finally, the
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FIGURE 3. Steps for synthesizing new samples using the SMOTE method.

reduction set is calculated by combining the attribute related
ordering matrix and atmosphere matrix.

C. OPTIMIZATION ANALYSIS OF ARA BASED ON
PRACTICAL LEVEL
In applying the proposed ARA to practical problems, there
may be more or less bias towards multi class samples when
solving imbalanced data. Therefore, to further enhance the
attention of ARAs to minority class samples and reduce
decision-making errors of minority class samples, research
is conducted before the operation of ARAs. The synthetic
minority oversampling technique (SMOTE) is introduced to
solve the oversampling problem in data preprocessing. The
steps for synthesizing new samples using the SMOTEmethod
are shown in Figure 3.
From Figure 3, for each sample in a few categories,

the Euclidean distance between this sample and its nearest
neighbor on each attribute needs to be calculated, to obtain
a distance vector with dimensions equal to the number of
attributes in the intuitionistic fuzzy system. Next, it needs to
multiply the obtained distance vector points by a random new
number, which maintains a value between 0 and 1. Finally,
the new vector obtained is added to the original data to obtain
the new data. However, in practical applications, the SMOTE
algorithm still has flaws. The SMOTE method uses a method
of synthesizing new samples for each minority class sample
when synthesizing samples. However, in practical applica-
tions, there are often a few minority classes that are outliers.
If synthesized around these outliers, it is easy to reduce the
effectiveness of the generated new samples. At the same
time, the SMOTEmethodmay encounter a boundary between
positive and negative classes during the synthesis process.
Such boundary samples tend to cause new data to tilt towards
the boundarywhen linear interpolation is performed, andwith
the increase of synthesis times, the boundary between positive
and negative classes tends to blur gradually [21].

Therefore, the study improved the SMOTE algorithm Cen-
tral Limit SMOTE (CL-SMOTE) by introducing a central
limit approach. The sampling rules contained in CL-SMOTE
algorithm will consider both down sampling and oversam-
pling, which is a balance between down sampling and
oversampling methods. The specific sampling rules are man-
ifested as low imbalanced data when the ratio of majority
class to minority class samples is less than or equal to 9.
At this time, the ratio of the two is the ratio of the number
of samples actually increased by oversampling of minority
classes to the number of samples actually decreased by over-
sampling of majority classes. When the ratio of most samples
to minority samples is greater than 9, the data is highly
unbalanced. At this time, the ratio of the two is the ratio of
the number of samples actually reduced by sampling under
most categories to the number of samples actually increased
by oversampling ofminority categories. It is worth noting that
the CL-SMOTE algorithm still has shortcomings in process-
ing high imbalanced data, so the temporary labeling method
(TempC) is introduced to further improve it. The TempC
method is an imbalanced data processing method based on
temporary labeling, which divides the original classification
problem into several sub classification problems through two
steps, thereby reducing category imbalance in the data. The
process of this method is shown in Figure 4.

From Figure 4, the process first involves initializing the
temporarily labeled sample set and dividing the original sam-
ple set intomajority andminority class sample sets. Secondly,
multiple nearest neighbor samples of a sample in a minority
class are identified in the majority class sample set, and the
class of the sample and its multiple nearest neighbor samples
are marked as Class C. At the same time, the sample and
its multiple nearest neighbor samples are copied into the
temporary labeled sample set. Next, a one-step classifier is
constructed using the union of the majority class sample set
and the minority class sample set, and a two-step classifier is
constructed using the temporarily labeled sample set. Finally,
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FIGURE 4. Flow diagram oftempC method.

FIGURE 5. The overall process of combining tempc with CL-SMOTE and
sampling.

two classifiers are output. From this process, it is evident that
the TempC method has significant advantages in handling
imbalanced data, effectively reducing the probability of data
imbalance and improving the recognition rate of minority
class samples. At the same time, it also has high robust-
ness, that is, no matter where the minority class samples are
located, it will not affect the actual classification of the two-
step classifier. Based on this, the overall process of combining
TempC with CL-SMOTE and sampling is shown in Figure 5.

From Figure 5, TempC is first used to process the relevant
training samples in the training set into temporary labeled
parts and the union part of the majority and the minority class
sample set. When conducting specific processing, taking into
account the impact of actual imbalanced ratios, when the data
is highly imbalanced, selecting too few nearest neighbors
will result in difficulties in classifying the union part of the
majority and the minority class sample set; When the data
is low imbalanced, selecting too many nearest neighbors can

make it difficult to classify the temporary labeled part, and in
extreme cases, the union part of the majority and the minority
class sample set is completely equivalent to the temporary
labeled part. Therefore, the actual number of nearest neigh-
bors should be proportional to the imbalanced ratio of the
data. In this case, the grid search method is used to search for
the optimal proportion coefficient in two different datasets to
determine the closest number of neighbors.

Secondly, it is divided into two steps to train the classi-
fier. The first step is to train the first classifier using the
union of the majority and the minority class sample set in
the training set, to classify the C-class and majority class
samples; The second step is to convert the imbalanced C-class
samples into balanced data using the CL-SMOTE method,
and then use the processed training set to temporarily mark
the part to train a second classifier to classify the majority and
minority class samples. Next, it combines the two classifiers,
assuming that a sample is classified as Class C by the first
classifier and as a minority by the second classifier. The
sample will ultimately be classified as a minority class, and
in any other case, it will be classified as a majority class.
Finally, the actual classification results of the two classifiers
are combined to obtain the final result. On the one hand,
the TempC-CL-SMOTE joint sampling method has two steps
that can effectively handle abnormal samples, thereby trans-
forming the classification problem of abnormal data into an
approximate equilibrium classification problem, which can
be solved through traditional classification methods. On the
other hand, during the sampling, it can effectively reduce the
noise caused by oversampling and reduce the information loss
caused by undersampling. In summary, the sampling method
combining TempC-CL-SMOTE is an effective way to solve
the problem of imbalanced data classification.

IV. SIMULATION EXPERIMENT OF ARA
To verify the effectiveness of the proposed ARA, sim-
ulation training was conducted using experiments. Eight
machine learning related datasets from the University of
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FIGURE 6. Content of experimental related datasets.

FIGURE 7. Decision costs for different neighborhood radii in local datasets.

California Irvine (UCI) were selected for the experiment,
which are arrhythmia, bands, vehicles, breast cancer Wiscon-
sin (WDBC), breast cancer prognosis (WPBC), zoo, Pima,
and processed, representing them as 1-8, respectively. There-
fore, the content of the dataset is shown in Figure 6.
The data types of the 8 datasets in Figure 6 are roughly

divided into mixed, numerical, and symbolic types. Before
conducting the experiment, it is necessary to normalize the
relevant attribute values with continuity, so that they are
between 0 and 1. At the same time, the principle of ran-
domness was used to eliminate 3% of attribute values in the
experiment. On this basis, to determine the most suitable
neighborhood radius for the research algorithm, the study
selected neighborhood radius values between 0.02 and 0.3 at
intervals of 0.02 to analyze the decision costs of different
neighborhood radii under some datasets (Datasets 2 and 6
were excluded from this experiment due to their overlap with
datasets 8 and 1). The results are shown in Figure 7.

From Figure 7, the decision costs of different datasets
showed a trend of decreasing first and then increasing. Over-
all, the optimal experimental effect achieved when the neigh-
borhood radius was 0.12. Therefore, a neighborhood radius
of 0.12 was selected for subsequent experiments. On this
basis, study the attribute reduction algorithm constructed on
the basis of introducing K-nearest neighbor rough set (which
integrates K-nearest neighbor and K-nearest neighbor) δ The
advantage of nearest neighbors is explained through iterative
strategies, which enhances the ability to process hetero-
geneous data A hybrid data attribute reduction algorithm
based on neighborhood rough set combination metrics (this
algorithm proposes neighborhood knowledge granularity to
evaluate the granulation ability of attributes in hybrid infor-
mation systems from the perspective of granular computing,
and combines neighborhood dependency with neighborhood
knowledge granularity to propose neighborhood combina-
tion metrics in hybrid information systems, using this metric

84752 VOLUME 11, 2023



W. Li, J. Guo: ARA for Incomplete Information Systems Based on IFP

FIGURE 8. Comparison results of attribute quantity of four algorithms in 8 datasets.

FIGURE 9. Comparison of classification accuracy results of four algorithms in 8 datasets under naive bayes.

method as a heuristic function) And the unbalanced data
attribute reduction algorithm based on neighborhood rough
set (this algorithm proposes a Feature selection method using
the discernibility matrix by studying the acute offset of the
features defined in the upper and lower boundary areas, and
thus constructs this algorithm). The three algorithms are rep-
resented by A, B, C, and the research algorithm is represented
by the letter D. The comparison results of the number of
attributes among the four algorithms in 8 datasets are shown
in Figure 8.

From Figure 8, the ARA proposed in the study had a
smaller number than the comparison algorithm in 7 out of
8 datasets. The number of attributes in datasets numbered 1-8
was 66.3, 10.8, 6.0, 11.7, 13.9, 4.6, 3.2, and 4.4, respectively.
Only the dataset with number 7 was higher than the compar-
ison algorithm. Overall, Algorithm A and Algorithm B did
not consider the imbalanced state of the dataset. Therefore,
the actual attribute selection ability of the algorithm will be
reduced to a certain extent when the corresponding attribute

reduction is carried out, which results in a larger actual result
of attribute reduction. And algorithm C and the algorithm
studied, as they were constructed on imbalanced data, had
significantly better results in attribute reduction sets. At the
same time, due to the introduction of intuitive fuzziness in the
research to construct fuzzy information systems, it had certain
advantages in processing missing data, resulting in a reduc-
tion performance that is much better than algorithm C. Due
to the different processes of attribute evaluation and reduc-
tion methods, it is necessary to analyze attribute selection
methods using classificationmethods to verify the superiority
of the proposed ARA. Therefore, the study introduces naive
Bayes and support vector machines to verify the classification
accuracy of the four algorithms. Among them, the classifi-
cation accuracy comparison results of the four algorithms in
8 datasets under naive Bayes are shown in Figure 9.

In Figure 9 (a), there are datasets numbered 1-4 from
the inner ring to the outer ring; In Figure 9 (b), there are
datasets numbered 5-8 from the inner ring to the outer ring,
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TABLE 1. Comparison of classification accuracy between four algorithms in 8 datasets under support vector machine.

FIGURE 10. Comparison of runtime results of different algorithms on
8 datasets.

respectively. From Figure 9, the classification accuracy of the
algorithm studied under Naive Bayes was also higher than
that of the comparison algorithm on all datasets except for the
dataset numbered 7, with the highest being 97.93% and the
lowest being 70.66%. Overall, the algorithm proposed in the
study has high effectiveness in improving classification accu-
racy. To verify this result, the study applied four algorithms
to another classifier, and the results are shown in Table 1.
FromTable 1, the support vectormachine classifier showed

the same results as Figure 5, with the highest classifica-
tion accuracy of 94.40% and the lowest of 80.58%. Overall,
compared with other literature, the proposed algorithm could
effectively improve the performance of different classifiers
on most datasets. Algorithm A and Algorithm B are both
ARAs that handle ordinary datasets, but they have limitations
in handling imbalanced datasets. The research is based on an
incomplete modular intuitive fuzzy information system, and
compared to algorithm C, which does not consider default
values, it has more advantages. Overall, the algorithm studied
is superior to the comparative algorithm. To further verify
the superiority of the research algorithm, the study compared
the operational efficiency of four algorithms. The results are
shown in Figure 10.

From Figure 10, on dataset 2, the algorithm under study
ran for 8.02 seconds; The running time on dataset 3 was
12.01 seconds; The running time on dataset 5 was 3.49 sec-
onds; The running time on dataset 6 was 1.72 seconds; The
running time on dataset 8 was 4.6 seconds; All were lower
than the comparison algorithm C. On dataset 1, the run-
ning time was 6.5 seconds; The running time on dataset 4
was 11.01 seconds; Both were lower than Algorithm A and
Algorithm B, but slightly higher than Algorithm C. Overall,
the average running time of the algorithm proposed in the
study was 5.92 seconds, and the overall consumption of run-
ning time was lower than that of the comparison algorithm,
indicating that it has higher running efficiency. Regarding
the relevant uneven data, the study introduced Accuracy,
Recall, and F-measure as evaluation indicators. Therefore,
the accuracy comparison results of different algorithms on
8 datasets are shown in Figure 11.
From Figure 11, in accuracy comparison, the overall accu-

racy of the improved attribute reduction algorithm is higher
than that of the comparison algorithm. Among them, the
accuracy rates of datasets 1-8 were 70.26%, 72.67%, 81.69%,
84.91%, 56.03%, 71.06%, 91.04%, and 81.45%, respectively,
with an average accuracy of 76.14%. Overall, the algorithm
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FIGURE 11. Comparison of accuracy results of different algorithms on 8 datasets.

TABLE 2. Comparison of recall rates of different algorithms on 8 datasets.

proposed in the study has a high accuracy, which is signif-
icantly superior to Algorithm A and Algorithm B; Except
for dataset 7, it outperforms comparison algorithm C and has
overall high performance. The comparison results of recall
rates between different algorithms on 8 datasets are shown in
Table 2.

From Table 2, the recall rate of the algorithms proposed
in the construction research of the vast majority of datasets
was higher than that of the comparative algorithms. Among
them, the highest recall rate was achieved on the dataset num-
bered 7, at 91.46%; The minimum recall rate was achieved
on dataset number 5, which was 57.98. In addition, when
only dataset 6 was studied, the recall rate for algorithm C
was 71.08%, and algorithm C was 72.90%, the reason is that
Algorithm C is also built on imbalanced datasets, and it has
certain advantages in processing data such as zoo complete
systems. Overall, research on recall rate indicators has high
performance. Based on Table 1 and Table 2, it can be seen that
the algorithm proposed in the study is generally more suitable
for handling imbalanced data in incomplete systems.Finally,
the F-measure comparison results of different algorithms on
8 datasets are shown in Figure 12.

From Figure 12, the F-measure value of the improved
attribute reduction algorithm is also higher overall than that
of the comparison algorithm, only lower than the comparison
algorithm C. At this time, the F-measure of the research

algorithm was 71.07%, while the F-measure of algorithm C
was 72.17%. In addition, the highest value of the research
algorithm appeared on dataset 7, at 91.25%, and the lowest
value appeared on dataset 5, at 56.99%. Based on Figures 7, 8,
and Table 2, the dataset used in the study contained partially
imbalanced data. Therefore, Algorithm A and Algorithm B
had limitations in processing data from these datasets, result-
ing in lower performance than the research algorithm and
Algorithm C. In addition, the research algorithm was specif-
ically proposed to solve imbalanced data in incomplete
intuitive fuzzy systems. Therefore, compared to AlgorithmC,
which can only handle imbalanced data in complete systems,
the performance of the research algorithm on most datasets
was better than Algorithm C. Overall, it is more suitable for
handling imbalanced data in incomplete intuitive fuzzy sys-
tems. At the same time, the research algorithm has extremely
high attribute reduction performance and high effectiveness
in the application of incomplete intuitive fuzzy systems.

Finally, in practical applications, the TempC-CL-SMOTE
algorithm in the preprocessing was studied and validated.
At this time, seven datasets were selected based on the
principle of high or low imbalanced data, namely low dimen-
sional and low imbalanced Haberman, Yeast, and Abalone;
Low dimensional and high imbalancedWine; Ionosphere and
ZAlizadeh with high dimensionality and low disequilibrium;
High dimensional and high imbalanced Data Mining and
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FIGURE 12. Comparison of F-measure results of different algorithms on 8 datasets.

TABLE 3. Comparison results of different sampling methods on 7 datasets.

KnowledgeDiscovery buffer (Kddcupbuffer). It analyzed and
compared the area under the curve (AUC), F1 value, and
G-mean of CL-SMOTE, TempC, and TempC-CL-SMOTE,
represented by a∼g, respectively. The results are shown in
Table 3.

From Table 3, the TempC-CL-SMOTE method had advan-
tages in three aspects: low dimensional low disequilibrium,
low dimensional high disequilibrium, and high dimensional
high disequilibrium, compared to the separate use of the
CL-SMOTE method and the TempC method. Its perfor-
mance only on high-dimensional and low imbalanced data
was not as good as the CL-SMOTE method. This might
be because the TempC method did not play a significant
role in processing high-dimensional and low imbalanced

data, but the CL-SMOTE method had good adaptability.
Overall, compared to the TempC algorithm, the average
AUC value of the TempC-CL-SMOTE algorithm was 3.2%
higher; The average F1 value was 4% higher; G-means was
2.9% higher; Compared with CL-SMOTE, AUC and F1
increased by 3.7% and 7.9% respectively, and the G-mean
was 5.3% higher. Overall, it has shown better results and
provided better support for the implementation of ARAs.To
further validate the superiority of the TempC-CL-SMOTE
algorithm, the experiment was expanded by applying
CL-SMOTE, TempC, and TempC-CL-SMOTE to a new
dataset consisting of Page blocks0 and Segment0, respec-
tively. At the same time, an improved version of the previ-
ously used dataset was introduced, which compared Pima,
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TABLE 4. Comparison results of different algorithms.

Vehicle1, Vehicle0, and Yeast1 with F1 and AUC values. The
results are shown in Figure 4.
From Table 4, the AUC and F1 values of the TempC-

CL-SMOTE algorithm are higher than those of the compar-
ison algorithm, indicating that it has better performance in
processing imbalanced datasets. Overall, the improvement
direction proposed in the study is correct, and the improved
algorithm performance has been significantly improved.

V. CONCLUSION
To solve the problems of high time complexity and difficulty
in handling imbalanced data with default values in current
incomplete information system ARAs, the introduction of
intuitive fuzziness in incomplete information systems was
studied, and an ARA was proposed. In response to the
shortcomings of this algorithm in handling high imbalanced
data, the TempC-CL-SMOTE algorithm was introduced to
optimize its preprocessing method for preprocessing data,
and its effectiveness was verified through experiments. The
experimental results show that in the comparison of attribute
quantity, the algorithm proposed in the study has the highest
value of 66.3 and the lowest value of 3.2, which is generally
lower than the comparison algorithm. In the comparison of
classification accuracy, the highest was 97.93% under the
naive Bayes classifier. The highest classification accuracy
under the support vector machine classifier was 94.40%.
In the comparison of operational efficiency, the average run-
ning time of the studied algorithm was 5.92 seconds, and

the overall consumption of running time was lower than that
of the comparison algorithm. In the comparison of accuracy,
the average accuracy of the studied algorithm was 76.14%;
In the comparison of recall rates, the average recall rate of
the studied algorithm was 78.35%; In the F-measure compar-
ison, the average F-measure value of the studied algorithm
was 77.19%. In the validation experiment of the TempC-
CL-SMOTE algorithm, its AUC value was 3.2% higher than
the TempC algorithm and 3.7% higher than the CL-SMOTE
algorithm. Overall, the attribute reduction algorithm pro-
posed in the study outperforms the comparison algorithm in
terms of accuracy, recall, and other indicators, and has better
performance. The TempC-CL-SMOTE sampling method has
high effectiveness in optimizing data sampling, and the com-
bination of the two has practicality in handling imbalanced
data.However, the attribute reduction algorithm proposed in
the study only involves binary classification, so in subse-
quent research, it is necessary to study the attribute reduction
algorithm of information systems under multi classification.
At the same time, the rough set model mainly proposed in
the research is mainly used to handle incomplete information.
However, in practical life, there is a large amount of mixed
symbolic and numerical data, so it is necessary to conduct
in-depth research on various types of incomplete rough set
models in the future.
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