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ABSTRACT Attention deficit hyperactivity disorder (ADHD) for children is one of the behavioral disorders
that affect the brain’s ability to control attention, impulsivity, and hyperactivity and its prevalence has
increased over time. The cure for ADHD is still unknown and only early detection can improve the quality
of life for children with ADHD. At the same time, children with ADHD often suffer from various comor-
bidities like autism spectrum disorder (ASD), major depressive disorder (MDD), etc. Various researchers
developed computational tools to detect children with ADHD depending on handwriting text. Handwriting
text-based systems are depending on a specific language that causes problems for non-native speakers of
that language. Moreover, very few researchers considered other comorbidities such as ASD, MDD, etc.,
in their studies to detect ADHD for children. In this study, handwriting patterns or drawing is assumed as an
aspect to identify/detect ADHD children who have ASD using machine learning (ML)-based approaches.
We collected handwriting samples from 29 Japanese children (14 ADHD with coexisting ASD children and
15 healthy children) using a pen tablet. We asked each child to draw two patterns, namely zigzag lines (ZL)
and periodic lines (PL) on a pen tablet and repeated them three times. We extracted 30 statistical features
from raw datasets and these features were analyzed using sequential forward floating search (SFFS) and
selected the best combinations or subsets of features. Finally, these selected features were fed into seven
ML-based algorithms for detecting ADHD with coexisting ASD children. These classifiers were trained
with leave-one-out cross-validation and evaluated their performances using accuracy, recall, precision, f1-
score, and area under the curve (AUC). The experimental results showed that the highest performance scores
(accuracy: 93.10%; recall: 90.48%; precision: 95.00%; f1-score: 92.68%; and AUC: 0.930) were achieved
by the RF-based classifier for the PL predict task. This study will be helpful and provide evidence of the
possibility of classifying ADHD children having ASD and healthy children based on their handwriting
patterns.

INDEX TERMS ADHD, ASD, detection, handwriting patterns, machine learning.

I. INTRODUCTION

Attention deficit hyperactivity disorder (ADHD) is one of the
behavioral disorders that affect the brain’s ability to regu-
late attention, impulsivity, and hyperactivity [1]. It is mainly
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developed in childhood or preschoolers (aged 3-5 years) and
becomes more acute/severe problems in school-aged children
and can persist into adulthood [2], [3]. Children with ADHD
suffer from various complications like poor academic perfor-
mance and employment attainment [4], poor physical/mental
health [4], and suicide attempts [4], [S], [6], [7]. More-
over, males are more affected by ADHD than females [8].
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According to CDC, the number of children with ADHD has
fluctuated over time: 4.4 million children with ADHD aged
3-17 years were diagnosed n 2003 [9], 5.4 million in 2007 and
6.1 million in 2016 [8]. This rate has gradually increased
globally. Moreover, children or adults with ADHD also suffer
from other psychiatric disorders such as autism spectrum
disorder (ASD), major depressive disorder (MDD), etc [10],
[11], [12]. Moreover, existing studies found that adults with
ADHD had at least one coexisting psychiatric disorder [10],
[11], [12].

Various diagnostic tools like MRI [13], [14], fNIRS [15],
EEG [16], [17], [18], questionnaires-based [19], [20], and
performance test [21], [22], etc. were widely used for detect-
ing ADHD. Moreover, many existing works utilized hand-
writing text to detect children with ADHD [23], [24], [25].
Handwritten analysis can be performed in two ways: hand-
writing text and handwriting patterns which can be done
both offline and online. Handwriting text-based systems are
depending on a specific language that causes problems for
non-native speakers of that language. Since non-native speak-
ers do not know a language properly, they will face difficulties
to write down a text of that language which will prevent them
to generate actual signals to detect ADHD children. Patterns
are common for all people and it creates an equal opportunity
to draw the pattern for detecting ADHD.

Recently, handwriting patterns have also been used to clas-
sify age groups [26], [27], ADHD detection [28]. Moreover,
very few researchers considered other coexisting comor-
bidities in their studies to detect ADHD for children [29].
In this work, we proposed a handwritten pattern for detecting
ADHD children with coexisting ASD. Nowadays, various
digital devices such as pen tablets allow us for recording the
sequences of measurements from the tasks of handwriting.
These recorded data are analyzed using statistical analysis
and multiple algorithms based on machine learning (ML)-
based approaches.

In this work, we also used handwriting patterns to detect
children who have both ADHD and ASD problems. Two
types of handwriting patterns such as zigzag lines (ZL) and
periodic lines (PL) have two conditions: trace and prediction.
At the same time, we tried to extract some statistical fea-
tures and implemented sequential forward floating selection
(SFFS) with seven ML-based approaches in order to select
the best combination of effective and efficient features based
on classification accuracy. These seven ML-based algorithms
were support vector machine (SVM), random forest (RF),
decision tree (DT), Gaussian naive Bayes (GNB), k-nearest
neighbors (k-NN), logistic regression (LR), and extra tree,
respectively. This study found an excellent finding that hand-
written PL predict pattern had discriminative power and was
more capable to distinguish ADHD children with coexist-
ing ASD from healthy children compared to other patterns.
Moreover, Our proposed RF-based system produced the high-
est classification accuracy for detecting ADHD in children
having ASD problems. In summary, the contributions of this
study are as follows:
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FIGURE 1. ML-based framework for predicting children with ADHD who
had ASD.

o We proposed a novel handwriting pattern instead of
handwriting text for detecting ADHD for children who
have ASD.

« We have extracted statistical features from raw features.

« More effective and efficient features were selected using
the SFFS method.

o Finally, seven machine learning algorithms were
adopted for ADHD detection for children having ASD.

The remaining part of this study is organized as follows:
Section II introduce materials and methods. This section
includes the proposed methodology, subject and recruitment
process, data collection device and its procedure, feature
extraction, normalization, feature selection, and classification
algorithms. Experimental design and performance metrics are
presented in Section III. Moreover, the experimental results
along with discussions are presented in Section IV. Finally,
we summarize the conclusion and future direction of this
study in Section VIL.

Il. MATERIALS AND METHODS

A. PROPOSED METHODOLOGY

In this study, we designed an ML-based framework for detect-
ing ADHD children having ASD problems. Fig. 1 illustrates
the overall framework of this work. To conduct this study,
we performed the following steps. Firstly, the handwritten
dataset was first taken as input data and then divided into two
phases: the training and testing phases. In the testing phase,
one subject was taken and the remaining (n-1) subjects were
chosen for the training phase. In the training phase, training
data was used to train ML-based models, and test data was uti-
lized to predict children with ADHD having ASD problems.
The second step was feature extraction from raw features,
followed by feature normalization. This was designed to keep
the extracted features within a similar scale. The next step was
feature selection, which involved selecting the dominant fea-
tures by removing irrelevant features. In this work, SFFS was
employed as a feature selection method and selected the dom-
inant features. These features were used to train ML-based
framework algorithms and tuned their hyperparameters using
the grid search method. In the training phase, these tuned
parameters were utilized to train again ML-based algorithms.
Moreover, the selected dominant features were also extracted
from the test phase and fed into trained ML-based algorithms
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TABLE 1. Summarization of utilized handwritten pattern datasets.

Age No. of No.of No.of Total
Class labels .

(years)  subjects task repeat  samples
ADHD with
coexisting ASD 5-14 14 4 3 168 (14x4x3)
Healthy children ~ 8-12 15 4 3 180 (15x4x3)

Pen All_titude: )

(9, 0)

‘. Elapsed Time: t

FIGURE 2. Pen tablet device.

to predict children into two classes: children with ADHD who
coexist with ASD and healthy children.

B. SUBJECTS AND RECRUITMENT PROCESS

In this work, we included 29 Japanese school students or
subjects aged 5-14 years. All subjects were diagnosed by a
medical practitioner using the psychiatric disorders (ADHD
or ASD) using the Autism-Spectrum Quotient (AQ) [30],
[31] and the ADHD-Rating Scale-IV (ADHD-RS-1V) [32].
Depending on the rating scales, subjects were classified as
ADHD children with coexisting ASD and healthy children.
We found that 14 subjects had ADHD with coexisting ASD
(age: 5-14 years) and the remaining 15 subjects had no dis-
order or were healthy (age: 8-12 years). The summarization
of the dataset is presented in Table 1. All subjects were con-
firmed to be right-handed. Prior to participation in this study,
we obtained written or oral consent from all subjects or their
guardians (parents/grandparents/elder sisters or brothers).

C. DATA COLLECTION DEVICE

In this paper, we collected a handwriting pattern dataset based
on a pen tablet (Cintiq Pro 16, Wacom Co. Ltd., Japan),
which had a 15.6-inch screen with a resolution of 2560 x
1440 resolution. In this work, we used a stylus pen to draw
handwritten on the pen tablet device and recorded their draw-
ings at a resolution of 200 Hz. When subjects were drawn
the handwritten patterns using a stylus pen on the pen tablet
device, the pen tablet device provided us with six raw features
such as x and y coordinates (in pixels), drawing speed, pen
pressure, and pen tilt (horizontal/vertical angle), time which
is shown in Fig. 2.
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FIGURE 3. Handwritten data collection procedure for four tasks.

D. DATA COLLECTION PROCEDURE

We asked each subject to sit on a desk in a such way that
their feet touched the floor and kept the pen tablet near the
center of their body. At the same time, we set the distance
between the pen tablet and their eyes at about 40 cm. In this
work, two handwriting patterns were implemented to identify
ADHD with coexisting ASD subjects and healthy subjects.
One pattern was a continuous zigzag and another pattern
was a periodic line (PL). Each pattern had two conditions
including trace and predict. In trace condition, subjects need
to use a pen to trace the entire or complete pattern that was
visible on the screen of the pen tablet. Whereas, subjects con-
tinued their drawing pattern in predicted conditions, which
was also visible on the screen of the pen tablet. The pattern
was initiated at a distance of 2.1 cm from the left edge and
3.3 cm from the top of the pen tablet screen.

We set the following requirements in order to draw a zigzag
line on the screen: 70 degrees apex angle, 80 degrees bottom
angle, and 2.5 cm of each side, which was repeated 5 times.
The space among these five lines was 3.5 cm, which was pre-
sented in gray color for the trace line. Whereas, only the 1st
segmentation or parts were visible in the predicted condition.
We asked subjects to draw predict or trace-based patterns
without lifting the pen tip from the tablet and continue to
the next line after finishing one line. To make a stimulus
diagram of the PL line, we alternatively arranged a baseless
quadrangle (height: 2 cm vs. width: 1.3 cm) and an isosceles
triangle (vertex: 70 degrees). About 7.5 cycles were arranged
in a row for triangles and squares. Five lines of PL line were
presented in light gray on one screen.

To form a dataset, three blocks were executed in succes-
sive order. In order to perform tasks, we set the following
condition for each block: 20-second rest, 30-second for the
drawing task of trace and another 20-second rest, and a 30-
second for predictive drawing. We instructed each subject to
perform these tasks 3 times. The data collection procedure of
handwritten is explained in Fig. 3.
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E. FEATURE EXTRACTION

In this work, a set of 30 statistical features were extracted
for each task to discriminate handwriting patterns by ADHD
with coexisting ASD children from healthy children. These
30 features were computed from six raw features including
x and y coordinates (in pixels), drawing speed, pen pressure,
and pen tilt (horizontal/vertical angle). These statistical fea-
tures are well-known and widely used in other domains [26],
[27]. The list of extracted feature names, explanations, and
their computational calculation formula is shown in Table 2.

F. FEATURE NORMALIZATION

Feature normalization is known as feature scaling or z-score
normalization in the field of statistics and machine learning.
In this work, we used z-score normalization in order to make
a standardization transformation for feature normalization,
which is computed using the following formulae:

Xk 1

b4
o
where X is the input feature; p is the mean/average of the
feature, and o is SD. The value of z ranges from O to 1.

G. FEATURE SELECTION TECHNIQUE

Feature selection (FS) is a technique or process that reduces
the dimension of the training set by selecting or identifying
only the biomarkers that are associated with or relevant to the
class or study variable (here, ADHD with coexisting ASD).
This study excludes the biomarkers or features that: (i) have
a lower or minimum discriminative power capability and
(ii) are redundant or irrelevant to each other [34]. Because
the selection of effective and efficient biomarkers or features
may increase or improve learning algorithm efficiency, and
predictive accuracy, and reduce computational time and cost.
Moreover, the biomarkers or features that are fed into pre-
dictive or learning algorithms are hypothetically assumed to
be associated with underlying class labels or diseases (here,
ADHD+ASD). This study used the SFFS-based FS algorithm
to determine efficient or potential biomarkers. The details
of SFFS-based FS algorithms are explained in the following
subsections:

1) SFFS-BASED ALGORITHMS

Sequential feature selection (SFS)-based methods are the set
of greedy algorithms that are utilized to reduce feature dimen-
sion space [35]. In this study, SFFS was used to determine a
proper subset or combination of biomarkers or features for
ADHD with coexisting ASD. The pseudo-code of the SFFS-
based algorithm is summarized in Fig. 4.

H. CLASSIFICATION MODEL

Seven ML-based algorithms such as SVM, RF, DT, GNB, k-
NN, LR, and ET were employed to distinguish ADHD with
coexisting ASD children from healthy children, which are
shortly discussed in the next subsections:
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Input: Y = {y1,y2,...,ya}
Output: X, = {Xg|j = 1,2,...,k; x; € Y}, where k = (0,1,2,...,d)
Initialization: X, = 0,k = 0
Select the subset of features:
x* = argmax J(Xy + x), where x € Y — Xj.
Xps1 = X +x5 k=k+1
5. Select the worst features:
X~ = argmax J(Xyx — x), where x € Xy
6. If J(Xx — %) > J(Xg), then
Xp1=Xe—x3k=k+1
Go to step 5
Else
Go to step 4

> W =

FIGURE 4. Pseudo code of SFFS-based algorithm.

1) SUPPORT VECTOR MACHINE

SVM is a powerful supervised learning method that can be
used to solve problems in classification and regression [36],
[37]. The main purpose of SVM is to find boundaries (hyper-
planes) that can easily be separated the class label (yes/no) by
solving the following constraints:

n

n n
1
max .El % =5 E E a;ayiyiK (zi, zj) )
=

i=1 j=1

Subject to

n
D vila
i=1
—1,0<q<Ci=1,....n&V¥i=1,23,....n (3

The final discriminate function is written as:

n
f@ =D aiK(z, ) +b “
i=1
where, b is the bias term and K(z;, z;) is a gram or kernel
matrix, which needs to be chosen or defined during perform-
ing SVM. In this work, we used a radial basis kernel, which
is mathematically defined ass:

K(zi, z) = exp(-y lzi-zlI%) Q)

In this work, the value of cost (C) and gamma (y) are
optimized using a grid search method. At the same time,
we chose the optimum value of C and y at which points SVM
provides the highest classification accuracy. In the case of this
study, we have used the following steps in order to perform
SVM for predicting ADHD with coexisting ASD children:

Step 1: Spilt the dataset into training and test set. Whereas,
1 subject was taken as a test set, and the remaining (n-1)
subjects are used as the training set.

Step 2: Select a suitable kernel on the basis of the charac-
teristics of the training set. Here, we chose the radial basis
function.

Step 3: Select the hyperparameters of regularization
parameter C and gamma (y) of the kernel function using the
grid search method.

Step 4: After optimizing hyperparameters (C and y),
trained SVM with RBF model on the training set.
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TABLE 2. List of 30 extracted statistical features from the raw dataset and their computational formula .

SN Feature Descriptions Formula
1 Width Range of X coordinate Max (X)-Min (X)
2 Height Range of Y coordinate Max (Y)-Min (Y)
3 Length (L) Total length of the drawing > h—1 Gk, Where, a = {z e Distance}
4 Velocity (V) Total velocity of the drawing L/Total drawing time
5 Max_V_P Maximum velocity of the Peak Max{zeV}
6 Min_V_P Minimum velocity of the Peak Min{zeV}
7 Max_A_P Maximum acceleration of the Peak Max{zeA}
8 Min_A_P Minimum acceleration of the peak Min{zeA}
9 Mean_GA_H_Mean  Mean of grip angle for horizontal agh = @, Where, a = {z € Angles}
10 Mean_GA_V Mean of grip angle for vertical gy = @, Where, a = {x S Angles}
mn C—a= )2
11 SD_GA_H SD of Grip angle for horizontal SD (ah) = M, Where, a = {z € Angles}
n —aau)2
12 SD_GA_V SD of Grip angle for vertical SD (av) = 4/ M, Where, a = {z € Angles}
13 Mean_Press Mean of recorded pressure ap = @, Where, a = {x € Pressure}
n c— 2
14 SD_Press SD of recorded pressure SD (p) = \7/ M, Where, a = {z € Pressure}
15 Mean_Pos_C_Pres Mean of positive change in pressure Appe = @, Where, a = {ac S Pressure} >0
n A 2
16 SD_Pos_C_Pres SD of positive change in pressure SD (ppc) = M, Where, a = {z € Pressure} > 0
17 Max_Pos_C_Pres Maximum of positive change in pressure Max(k), where, k=x € Pres>0
18 Mean_Neg_C_Pres Mean of negative change in pressure Anpe = @, Where, a = {:E S Pres} <0
n a2
19  SD_Neg_C_Pres SD of negative change in pressure SD(npc) = M, Where, a = {& € Pres} <0
20 Max_Neg_C_Pres Maximum of negative change in pressure ~ Max(k), where, k={x€& Pressure }<0
No. of outliers and triangle square .
21 Error errors based on angles (Square Angle-Triangle Angle) <0
22 Mean_Peak_Pres Mean of Peak pressure at minima app = @, Where, a = {z € Pressure}
23 ErrorStopTime M_e an of starting time at M, Where, a = {z € Time}
minima point before error n
24 Mean_Angle_Mean  Mean of angles at maxima and minima ap = @, Where, a = {x € Angles}
n a2
25 Angle_Var Angle variance Var (A) = M, Where, a = {x € Pressure}
26 RegL_Slope Slope of regression model [33]
27 RegL_Inter Intercept of the regression model [33]
Spent of writing time partitioned by n _
28  LoopCount the number of peaks > h—1ak, Where a = {x € Peaks}
. Mean of velocities at the edge of - .
29 Angle_Velocity the peaks and valleys Distance/Time
30 Error_Rate Rate of Error Error/Peaks

Step 5: Use the trained SVM with RBF kernel to predict
the class label (ADHD with coexisting ASD vs. HC) of the

test set.

Step 6: Repeat Step 1 to Step 5 into n times.
Step 7: Compute performance metrics such as accuracy,
recall, precision, f1-score, and AUC.

2) RANDOM FOREST
Random forest (RF) is an ensemble learning that integrates
multiple weak learners based on a decision tree to improve
generalization ability. It is also used for both regression and
classification problems. RF generates multiple decision or
classification trees during the training phase. Each tree is
created using bootstrapping sampling from the original data
and the classification tree method. After forming a forest,
a new object is placed on each tree for classification. The
forest is selected according to the class that provides the
maximum votes for the object. RF is performed as follows:

Step 1: Draw the number of trees (71 ) bootstrap samples
from the n training samples.

Step 2: Construct classification trees for each bootstrap
sample by taking m,, of predictors and choosing the best split
from among these variables.
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Step 3: Predict the new class by combining the prediction
of the (ny.) trees.

Error rate or classification accuracy can be assessed in
two ways: training and test set. In this paper, we trained
the RF-based model for the training set and evaluated its
performance for the test set. The hyperparameters were opti-
mized using a grid search method and the value of (7e)
and m,, were selected at the points that provided the highest
classification accuracy or lowest error rate, respectively.

3) DECISION TREE

Decision tree (DT) is a tree-structure-based technique that
is widely used in data mining for solving regression and
classification tasks [38]. The objective of DT is to build
a model that can predict the study variable by learning or
training simple decision rules from input features. In DT,
there are three nodes: the internal node, the decision node, and
the leaf node. Here, internal nodes are the set of input features,
decision nodes are utilized to make any decision by learning
or training and leaf nodes are the output of these decisions.
Nowadays, it is widely used in different fields like healthcare,
medical imaging, and so on.
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4) GAUSSIAN NAIVE BAYES

Gaussian Naive Bayes (GNB) is a classification method that
is also widely used in ML. GNB assumes that the distribution
of each input feature must follow a normal or Gaussian
distribution. Assume that we have a set of input features
xi i =1, 2,..., k) and y, be the outcome or class label
(k =0, 1). Here, “0” stands for healthy children and “1”
stands for ADHD with coexisting ASD children and. First, the
input training set is segmented by class label and computes or
estimates the mean and standard deviation (SD) of each input
feature for each class using the following formula:

1 n
Mean : p; = - Z;‘x,- (6)
=

(l > i fc)z) (7)
n i

Suppose that we have taken some observations value “v’.

SD : o0, =

The probability density function (pdf) of “v” given yi is
computed as follows:
1 ,l(m)Z
P =viy) = e *\ %k
oxN 21
ox >0and —o0 <v, ur <00 ®)

For a given testing data point, we compute the likelihood or
posterior probability based on the estimated value of p; and
oy for each class (1/0). The predicted class label is expected
to belong to the class with the highest posterior probability.

5) K-NEAREST NEIGHBORS

k-nearest neighbors (k-NN) is a popular ML-based technique
developed by Fix and Hodges in 1951, later expanded by
Cover and Hart [39] that can be utilized to solve regression
and classification problems. It is a distance-based learning
algorithm to measure feature vector similarity. This paper
used Euclidean distance to compute the distance to all train-
ing data points and select the value of k. At the same time,
we determine the majority class among k-neighbors that are
treated as predicted classes. In this paper, we tune or optimize
the value of k using a grid search technique to achieve better
performance.

6) LOGISTIC REGRESSION

Logistic regression (LR) is a statistical method that is used
for binary classification tasks. It is usually used to estimate
or predict the probability of binary class labels based on input
feature vectors. Whereas, input features can be continuous or
categorical, and the class label is binary either “1”” or “0”.
Here, “1” stands for ADHD with coexisting ASD children,
and “0” stands for healthy children. During the training
phase, LR used logit or sigmoid function, which is defined
as:

1
"= e W ”
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where, w = Z;{:o o;X; withag = 1. Here, X; is the set of ith
input features, and ¢; is the set of ith unknown coefficients,
which needs to be estimated. In this paper, we estimated
these coefficients by MLE during the training phase and these
coefficients were used to predict the outcome or class label as
ADHD with coexisting ASD children and healthy children.

7) EXTRA TREE

An extra tree (ET) is an ensemble of DTs that perform clas-
sification or regression depending on a tree-based algorithm.
Unlike the RF-based algorithm, the ET-based algorithm also
constructs multiple DTs based on random subsets of training
sets and features. At the same time, it randomly chooses the
thresholds for each feature. The ET-based algorithm main-
tains its optimization ability while adding an additional layer
of randomization [40].

lll. EXPERIMENTAL SETUP AND

PERFORMANCE METRICS

A. EXPERIMENTAL SETUP

In this paper, we used Python version 3.10 to perform all
experiments. As an operating system, Windows 10 version
21H1 (build 19043.1151) 64-bit is configured and Intel(R)
Core (TM) i5-10400 with 16 GB RAM is used in terms
of hardware. In this work, we have used the leave-one-out
cross-validation (LOOCV) protocol. Whereas, the dataset
was divided into two sets: a training set and a test set. Here,
one subject was used for the test set and the remaining (n-
1) subject was used for the training set. During training
predictive models, we set the initial interval or range for each
hyperparameter of each predictive model, which is shown
in Table 3. For example, SVM used “RBF” kernel with
cost (C) of {0.0001, 0.001, 0.01, 0.1, 1, 10, 100, 1000};
and gamma (y): {0.00001, 0.0001, 0.001, 0.01, 0.1, 1}. RF:
the max_depth: {5, None}; the n_estimator: {50, 100, 200,
300}; the min samples_split: {2, 3}, the min samples leaf:
{1, 3}, bootstrap: {True, False}, and the criterion: {*“gini”,
“entropy”}. DT: the max depth of {1, 2, 3, 4, 5}; the
min samples leaf of {1 to 10}, the min samples split of
{2,3,4,5}. k-NN: the value of n neighbors from 1 to 20; the
weight of {’uniform’, ‘distance’}, ’p’: {1, 2}. LR: cost (C)
of {10**i for i in range (-4,4)}, the penalty of {11, 12"},
and the solver of ‘liblinear’. ET: the max depth of {3,4,5},
the min samples leaf of {1,4,7}, the min samples split of 2.
In the training phase, we used the initial parameters of each
classifier and tuned these parameters using the grid search
method. After optimizing the parameters of each classifier,
we trained again all classifiers, which were used to predict
the class label on the test set. This entire process was repeated
n times. Moreover, we also computed the predicted class of
each trial and its probability for all subjects over four tasks.

B. PERFORMANCE METRICS

Performance metrics are used to assess the effectiveness
or efficiency of predictive models in making predictions or
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TABLE 3. Set hyperparameters of classifiers.

CT Search Range of Parameters
SVM C: {0.0001, 0.001, 0.01, 0.1, 1, 10, 100, 1000} ;

~: {0.00001, 0.0001, 0.001, 0.01, 0.1, 1}
max_depth: {5, None}, n_estimators: {50, 100, 200, 300},
RF min_samples_split: {2, 3}, min_samples_leaf: {1, 3},
bootstrap: {True, False}, criterion: {"gini", "entropy"}
max_depth: {1, 2, 3,4, 5}, min_samples_leaf: {1 to 10},

DT hin_samples_split: (2, 3, 4, 5)

GNB  None

KNN n_neighbors: np.arange (1, 20),
weights: {"uniform’, *distance’}, 'p’: {1, 2}

LR C: {10**i for i in range (-4,4)}, penalty: {"11", "12"},
random_state: [1], solver: [’liblinear’]

ET max_depth: [3, 4, 5], min_samples_leaf: [1, 4, 7],

min_samples_split: [2]

classifications. In this work, different performance metrics
like accuracy (ACC), precision (Preci), recall (Rec), F1 score
(FS), and ROC-AUC score were used to evaluate the per-
formance of seven predictive models. These metrics provide
insight into how well the predictive models are able to accu-
rately identify ADHD in children with ASD based on the
input data. These performance metrics were computed based
on true positive (TP), true negative (TN), false positive (FP),
and false negative (FN), which are presented in Table 4. ACC,
Preci, Rec, and FS are computed using the following formula:
Accuracy:

Accuracy measures the proportion of correct predictions.
The ratio of correctly predicted classes to the total predicted
classes is mathematically expressed as:

TP + TN
ACC (%) == x 100 (10)

Recall:

Recall measures the proportion of true positive predicted
class out of all actual positive classes, which is mathemati-
cally expressed as:

TP
Rec (%) =— x 100 (11)
Ry
Precision:

Precision measures the proportion of true positive predic-
tions (i.e., correctly identifying ADHD with coexisting ASD)
out of all positive predictions classes and is mathematically
expressed as:

TP
Prec (%) =— x 100 (12)
Ci
Fl-score:
FS is computed based on the value of recall and precision
using the following formula:

2TP

FS (%) =—
) =P+ FP T FN

x 100 (13)

IV. EXPERIMENTS RESULTS

We organized the experimental results section into two sub-
sections. Firstly, we described the statistical baseline charac-
teristics of ADHD children with coexisting ASD and healthy
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FIGURE 5. Classification accuracy of seven classifiers for all features over
four tasks.

children. Subsequently, we discussed the experimental results
for the classification models that included a comprehensive
performance analysis of the classifiers by considering all
features and selecting optimal features.

A. STATISTICAL BASELINE CHARACTERISTICS OF ADHD
WITH COEXISTING ASD AND HC CHILDREN

The statistical baseline characteristics of ADHD with coex-
isting ASD and healthy children are presented in Table 5.
As shown in Table 5, the overall prevalence of ADHD chil-
dren with coexisting ASD and healthy children were 48.28%
and 51.72% and their average ages were 8.57+ 2.24 and
9.92 + 1.23 years. Moreover, we found that male children
were more likely to have ADHD with coexisting ASD prob-
lems compared to females. Furthermore, about 57.89% of
male children had ADHD with coexisting ASD problems and
the remaining male children were healthy. It was observed
that age and gender had no significant difference between
ADHD children with coexisting ASD and healthy children.

B. EXPERIMENTAL RESULTS OF CLASSIFICATION MODELS
In this study, we performed two experiments for predicting
ADHD children with coexisting ASD: (1) all feature-based
performance analysis for predicting ADHD children with
coexisting ASD and (ii) significant feature-based perfor-
mance analysis for detecting ADHD children with coexisting
ASD. The results of these two experiments are more clearly
explained in the following subsections:

1) EXPERIMENT-I: ALL FEATURE-BASED

PERFORMANCE ANALYSIS

The purpose of this experiment was to examine the perfor-
mance of seven classifiers for identifying ADHD children
with coexisting ASD by considering all 30 features, which
were extracted from six raw features (See in Table 2). Next,
seven ML-based classifiers (SVM, RF, DT, GNB, KNN, LR,
and ET) with LOOCYV were trained and the hyperparameters
of each classifier were optimized to detect ADHD children
with coexisting ASD. At the same time, we computed the
classification accuracy of each classifier over four tasks. The
classification accuracy of seven classifiers over four tasks is
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TABLE 4. Confusion matrix.

Predicted Class

i Total
ADHD with )
Actual coexisting ASD Healthy children
Class ADHD with _
coexisting ASD ™ FN R1=TP+FN
Healthy children FP TN Ro=FP+TN
Total C1=TP+FP Co=FN+TN N= Ri+ Ro= Ch+ Co

TABLE 5. Baseline characteristics of ADHD with coexisting ASD and healthy children.

Variables Overall ADHD with coexisting ASD  Healthy children  Statistics p-value!
Total, n (%) 29 14 (48.28) 15 (51.72)

Age,Mean +=SD  9.27 + 190 8.57+2.24 9.92+1.23 t=2.02, df=27 0.053
Gender, Male (%) 19 (70.4) 11(57.89) 8 (42.11) X2=2.04,df=1 0.121

df: degrees of freedom; Ip-value is gained from independent t-test for age variable and chi-square test for gender variable

TABLE 6. Classification accuracy (in %) of seven classifiers for all
features over four tasks.

CT Zigzag Trace  Zigzag Predict ~ PL Trace  PL Predict
SVM  68.97 70.11 79.31 82.76
RF 73.56 75.86 86.21 88.51
DT 68.97 71.26 75.86 82.76
GNB  60.92 58.62 56.32 72.41
KNN  68.97 68.97 71.26 77.01
LR 70.11 62.07 75.86 80.46
ET 70.11 62.07 73.56 79.31

CT: Classifier Types and PL: Plain Line

shown in Table 6, and their corresponding results are also
shown in Fig. 5

As shown in Table 6 and Fig. 5, we observed that the
RF-based model achieved the highest classification accuracy
for all tasks compared to other classifiers. More specifi-
cally, RF obtained 73.56% accuracy for zigzag trace, 75.86%
accuracy for zigzag predict, 86.21% accuracy for PL trace,
and 88.51% accuracy for PL predict, respectively. We also
observed that the RF-based model produced a higher accu-
racy (88.51%) performance for PL predict tasks than the rest
of the other tasks and classifiers.

2) EXPERIMENT-II: SIGNIFICANT FEATURE-BASED
PERFORMANCE ANALYSIS

This section showed the performance analysis of seven classi-
fiers for the identification of ADHD children with coexisting
ASD by selecting optimal or significant features. The optimal
features were selected by SFFS. In this work, we employed
SFFS with seven classifiers (SVM, RF, DT, GNB, KNN, LR,
and ET). Moreover, we trained these classifiers separately
with LOOCV and also optimized their hyperparameters.
At the same time, we computed the classification accuracy
of each classifier and tried to determine the most effective
combination of features that yielded the highest classification
accuracy. The classification accuracy results of SFFS with
seven classifiers for four tasks are presented in Table 7. Their
correspondence results are also illustrated in Fig. 6.

It was noticed that SFFS with an RF-based classifier pro-
duced better classification accuracy for all tasks than other
classifiers. But, SFFS with RF-based classifier selected 9 fea-
tures and produced the highest classification accuracy of
93.10% for the PL prediction task compared to other tasks
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TABLE 7. Classification accuracy (in %) of seven classifiers of individual
task for optimal features.

CT Zigzag Trace Zigzag Predict ~ PL Trace PL Predict
NSF ACC NSF ACC NSF ACC NSF ACC
SVM 10 7701 6 80.46 16 8736 5 86.21
RF 5 8736 5 85.06 7 88.51 9 93.10
DT 2 8276 16 82.76 14 86.21 3 91.95
GNB 8 78.16 2 66.67 10 79.31 16 82.76
KNN 6 8276 8 8276 3 81.61 5 90.80
LR 13 7586 5 62.07 17 81.61 5 88.51
2

7701 5 77.01 5 80.46 10 88.51
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FIGURE 6. Classification accuracy of seven classifiers for optimal features
over four tasks.

and classifiers. For PL predict task and selected 9 features, the
classification accuracy of 86.21%, 91.95%, 82.76%, 90.80%,
88.51%, and 88.51% were obtained by SVM, DT, NB, k-NN,
LR, and ET, respectively. On the other hand, SFFS with an
LR-based classifier selected the combination of 5 features
and obtained the lowest classification accuracy of 62.07% for
the zigzag prediction task.

Moreover, the confusion matrix of the RF-based classifier
for four tasks is presented in Fig. 7. Four performance evalu-
ation parameters including recall, precision, FS, and AUC of
SFFS with RF-based classifier for four tasks are presented in
Table 8. We observed that the RF-based model obtained the
highest performance scores (precision: 95.00%; FS: 92.68%;
and AUC: 0.930) except recall was obtained by RF for
predicting PL tasks compared to other tasks. We observed
that the PL predict task with an RF-based model has more
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TABLE 8. Four Performance parameters of proposed RF-based model.

Task Precision  Recall  F1-Score

Types NSE (%) % (%) AUC
Zigzag Trace 5 89.74 83.33 86.42 0.872
Zigzag Predict 5 85.37 83.33 84.34 0.850
PL Trace 7 84.78 92.86  88.64 0.887
PL Predict 9 95.00 90.48  92.68 0.930

(a) Zigzag Trace (a) Zigzag Predict
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FIGURE 7. Confusion Matrix of RF-based model for: (a) Zigzag Trace;
(b) Zigzag Trace; (c) PL Trace; and (d) PL Predict. Here, “1” represents
ADHD children with coexisting ASD, and “0” represents healthy
children.

discriminative power to discriminate ADHD with coexisting
ASD children from healthy children.

V. DISCUSSION

ADHD for children is one of the most common psychiatric
and behavioral disorders. Children with ADHD also suffered
from various comorbidities and its prevalence has increased
globally. Moreover, the cure for ADHD with other comor-
bidities were still unknown and only early detection can
improve the quality of life. Existing studies were designed
only for ADHD detection systems based on handwritten
text [24], [25] and other diagnostic tools [41], [42], [43].
These handwritten-text-based systems were developed based
on offline systems that required a specific language. As a
result, non-native speakers faced a little bit problem to write
down the text of these languages. In order to solve these prob-
lems, we designed a handwritten pattern with an ML-based
algorithm to discriminate children with ADHD having ASD
from healthy children.

In order to design this system, we performed some steps.
Firstly, we asked children to draw four handwritten patterns
(zigzag trace, zigzag predict, PL trace, and PL predict) on the
pen tablet device using a stylus pen and repeat them three
times. As a result, the pen tablet device generated six raw
features, which are already discussed in the data collection
procedure section. From these six raw features, we extracted
thirty statistical features. Subsequently, we performed two
experiments to conduct this study. The first experiment was
to examine the performance of classifiers by considering all
features. In order to perform this experiment, we adopted

84982

seven ML-based algorithms and trained these models with
LOOCYV protocol for all features. Our experimental results
showed that PL predict-based patterns with an RF-based
algorithm achieved outstanding performance than other clas-
sifiers and other tasks. The second experiment was to examine
the discriminative power of classifiers by selecting signifi-
cant features. We employed SFFS-based algorithms in order
to select the subset of the relevant features, which were
used in seven classifiers to discriminate ADHD children
with coexisting ASD from healthy children. We also trained
these classifiers with LOOCV protocol for four tasks and
their results are shown in Table 7. Our experimental results
also confirmed that the PL predict task with an RF-based
algorithm also obtained outstanding performance compared
to other algorithms and other tasks. Finally, we concluded that
our proposed system has high discriminative power to detect
ADHD children with coexisting ASD.

VI. FUTURE WORK DIRECTION

Despite this study obtaining promising results and its had
still limitations. For example, this study used a relatively
small number of subjects whose all subjects were confirmed
to be right-handed. In our future work, we will extend this
study by including more subjects and also considering left-
handed subjects. Moreover, we will also implement deep
learning-based algorithms to detect ADHD with coexisting
ASD children.

VII. CONCLUSION

This paper proposed an ML-based ADHD with coexisting
ASD detection system from handwriting patterns. In order
to build this system, we performed the following experi-
ments. First, we extracted 30 statistical features from the raw
data and normalized them by Z-score. Second, we employed
SFES to determine relevant features and implemented a grid
search technique to select the optimal parameters of the
classification algorithms. This study used seven classification
algorithms to discriminate ADHD children with ASD from
healthy children for each task. The experimental results illus-
trated that the RF-based algorithm achieved 93.10% accuracy
for the PL prediction task, which was comparatively higher
than other classifiers and other tasks. This study suggests
that the PL predict pattern with an RF-based classifier has a
high discriminative to detect ADHD children with coexisting
ASD. This study will be helpful for medical practition-
ers/physicians to detect children with ADHD having ASD at
an early stage.

INSTITUTIONAL REVIEW BOARD STATEMENT

All procedures followed were according to the ethical stan-
dards of the responsible committee on human experimenta-
tion (institutional and national) and with the Helsinki Decla-
ration of 1964 and later versions. Ethical approval for this
dataset was granted by the Interview Review Board (IRB)
of Kumamoto University, Japan. (Approval Number: 45,
Approval Date: 25 May 2021).
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in the present study are publicly available at the follow-
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ASD-HANDWRITING/ADHD-ASD-Dataset.zip. To ensure
the anonymity of participants, the authors removed demo-
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