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ABSTRACT Since the position of the classroom surveillance camera is not fixed, the angle of the face
captured through the surveillance video is also different. The deep learning-based face verification model
has achieved good results in controlled environments, but there is still much room for improvement in the
face verification ability in uncontrolled environments. The performance of the model depends not only
on the results of the network but also on the quality and diversity of the dataset. The current Asian face
dataset in an uncontrolled environment is insufficient; for this reason, this paper constructs a Chinese face
dataset (UCEC-Face) in an uncontrolled classroom environment, which is collected by 35 real classroom
surveillance videos. The UCEU dataset contains 7395 images of 130 subjects, including 44 males and
86 females. To verify that there is still room for improving the performance of existing face verification
models for Asian face verification, we further utilize four models such as OpenFace and ArcFace for face
verification, as well as the VGG-Face model for gender, expression, and age recognition on the UCEC-Face.
The experimental results show that the UCEC-Face constructed in this paper is more challenging and difficult
to verify in face verification tasks because it is closer to the real environment, and the best results obtained
on the existing models only reach 69.7%, which is largely below the average accuracy of the identification
results of other datasets.

INDEX TERMS UCEC-face dataset, face recognition, face verification, face detection.

I. INTRODUCTION
Face recognition has been an active topic in the field of
computer vision. With the advancement of convolutional
neural networks, deep learning-based methods have achieved
great success in face recognition tasks. In face recognition
tasks, the image is generally used as the input, and the output
is obtained through face detection, face alignment, and face
representation, for a total of three steps [1]. Face detection is
the first stage of the face recognition task, and its job is to
locate the position of the face in the image. Specifically, face
detection aims to locate the position of faces in the image and
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output the coordinates of bounding boxes with confidence
scores. Face detection is mainly divided into single-stage [2],
dual-stage [3], [4], and multistage methods [5], [6], and in
the experiments, each stage is demonstrated to reflect the
inspection effect of different methods in a real environment.
The second stage is face alignment, which crops the image to
a normalized pixel size. based face alignment utilizes spatial
transformation to calibrate faces to the predefined canonical
layout by involving facial landmarks as the reference [7],
[8] [9], [10]. Landmark-free Face [11], [12], on the other
hand, processes the alignment transformation in DCNNs
without using facial landmarks. Sincewe collected the dataset
without landmark operations, the second face alignment
method is used in the processing of the alignment. The third
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step is the face representation phase, where the features are
extracted from the aligned facial images, and the extracted
features are used to calculate the similarity, thus completing
the face recognition task. The current achievements in face
representation are due to advances in deep learning network
architectures, and in addition to traditional network architec-
tures [13], [14] [15], [16] [17], [18], supervised training also
plays an important role in the face representation task. In the
supervised approach, we can divide the existing techniques
into three subsets: classification, feature embedding, and
hybrid methods. Classification methods focus on learning
representations of faces by classifying them into different
categories. They use an ‘‘N-way classification’’ objective,
where each of the N classes represents an identity. The goal is
to train themodel to recognize and differentiate between these
identities accurately. Feature embedding methods, however,
aim to optimize the representation of facial features. They
work by minimizing the distance between samples of the
same identity (intraperson distance) while maximizing the
distance between samples from different identities (interper-
son distance). Hybrid methods combine both classification
and feature embedding approaches. These methods leverage
the benefits of both strategies by jointly training the network.
By doing so, they seek to improve the accuracy of identity
classification while also optimizing the feature distances
within and between identities.

The face recognition ability depends not only on the
architecture of the network model but also on the dataset used
for training. Most of the current datasets [19], [20] used to
train state-of-the-art face recognition frameworks are limited
to European and American faces or frontal poses [21], such
as Annotated Thermal Faces in the Wild Dataset (TFW) [22],
but none of these datasets are specifically designed for Asian
face design. We address this issue here by designing a
classroom dataset of Chinese students in which images of
Chinese students’ faces with different shadows, lighting, side
faces, age and expression variations are explicitly collected
in the dataset.

With the development of artificial intelligence, AI is
gradually being used in various environments, and schools
can also go for intelligent management through AI. Many
excellent face recognition models [23], [24] [25], [26]
and high-quality datasets have emerged in recent years,
and although the recognition of facial images collected in
controlled environments is good, the recognition of facial
images collected under classrooms is still not high. Due to
the irregular camera positions in the classroom and many
variables in the camera capture process, including camera
capture angle, face size, pose, expression, occlusion, age,
and lighting, all of these can make face recognition difficult.
To facilitate research on Asian face detection and face recog-
nition, we propose a Chinese face dataset in an uncontrolled
classroom environment. Moreover, in addition to the various
challenges involved in state-of-the-art datasets, the images
of the proposed dataset are captured in uneven and different
backgrounds, which is lacking in most datasets. The dataset

is available for download at https://github.com/Shensxf/Face-
Dataset.

In this paper, our main innovations, compared to other
studies, are as follows:

1) In this paper, we propose a facial dataset in an
uncontrolled environment. We constructed a dataset of
Chinese students’ faces in uncontrolled classroom scenarios,
whichwas extracted from classroom surveillance videos from
35 different schools. The extraction was performed by using
a Python script to intercept images of the videos frame by
frame, followed by manual filtering, resulting in 7395 facial
images of 130 targets. The dataset we collected is diverse
and contains a number of variations, including angle, lighting,
glasses, occlusion, gender, age group, etc.

2) Improving the recognition capability of face recognition
models. The results obtained by experimenting with four
models, OpenFace, DeepFace, DeepID, and ArcFace, using
our dataset show that the current face recognition models
are not effective in uncontrolled environments and that the
performance of these models can be improved even more by
training them with the proposed dataset.

3) Improve the performance of facial feature model recog-
nition. By using the VGG-Face model on our dataset and
other datasets for gender, age, and expression recognition,
it is demonstrated through experimental results that the
VGG-Facemodel has poor gender, age, and expression recog-
nition ability for Chinese faces, weak model generalization,
and room for improvement in recognition ability.

The rest of the article is organized as follows: in Section II,
we summarize common public face datasets, face detection
algorithms, and related face recognition network models.
In Section III, the dataset we propose is described, and the
evaluation method is illustrated. In Section IV, we show the
experimental results of face recognition on different models
for the dataset and the experimental results of age recognition,
emotion recognition and age recognition on the VGG-Face
model for the dataset. Section V summarizes all the work.

II. RELATED WORK
In this section, we first briefly review common public face
datasets and provide a brief summary of these datasets, which
are mostly collected in a controlled environment. Second,
we outline the face detection methods and face recognition
network models used in this case. Next, we summarize
the capture methods for the datasets. Finally, we provide
a detailed description of the protocols used for the facial
datasets.

A. PUBLIC FACE DATASETS
In 2004, one of the few datasets collected under realistic
conditions, the BioID face dataset [27], was released. The
BioID face dataset contains 1521 grayscale images with a
resolution of 384 × 286 pixels. Each image is derived from
23 different frontal angles of the test subject’s face. These
images have various illumination levels, backgrounds, and
facial dimensions. The dataset maps face images to manually
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labeled human eye position files. Although the size of the
dataset is relatively small and the acquisition sample is
unbalanced, the authors placed special emphasis on ‘‘real
world’’ conditions in the creation of the dataset.

In 2004, the CASIA face dataset [28] was released by
the Institute of Automation, Chinese Academy of Sciences.
Although most face datasets are predominantly European and
American, the CASIA dataset is one of the few Asian face
datasets but was created in a specific controlled environment.
CASIA-FaceV5 contains 2500 color face images from
500 subjects. CASIA-FaceV5 volunteers included graduate
students, workers, waiters, and others. All face images
are 16-bit color BMP files with an image resolution of
640*480. Typical intraclass variations include lighting, pose,
expression, glasses, imaging distance, etc. The CASIA
dataset suffers from the same drawbacks as the BioID dataset
in that the CASIA shooting environment is limited to an
indoor setting, while the sample is unbalanced and the people
photographed have a minimum of one image and a maximum
of 804 images.

In 2007, the LFW (LabledFacesintheWild) [29] dataset
contained 5749 IDs and 13233 images from natural scenes
in life. This face dataset is a common test set for face recog-
nition, which is made more difficult due to factors such as
pose, lighting and expression. The image size is 250 Ã— 250
and contains not only black and white images but also
color images. In 2018, the CALFW (Cross-AgeLFW) [30]
dataset and the CPLFW (Cross-PoseLFW) [31] dataset were
released as revolutionary versions of the LFW dataset,
where the CALFW data are based on the LFW dataset
annotated with the cross-age dataset, containing 3000 pairs
of face images with a large age span, and are used to
evaluate the performance of face recognition algorithms in
cross-age recognition. The CPLFW dataset is a cross-pose
dataset annotated based on the LFW dataset. CPLFW is
a crowdsourced collection of human images compared to
LFW, and the positive pairs in CPLFW contain significant
pose differences. The LFW dataset, in addition to sample
imbalance, also has the problem of poor quality because the
images are from the internet.

In 2009, the Public Face Database (PubFig) [32] was
released. The PubFig database is a large, real-world face
dataset consisting of 58,797 images of 200 people collected
from the internet. Unlike most other existing face datasets,
these images were taken from different subjects in a
completely uncontrolled manner. As a result, there are
significant differences in pose, lighting, expression, scene,
camera, imaging conditions, and parameters. Some of the
images in the PubFig dataset were captured in public, such as
press conferences and TV shows. Such acquisition conditions
may lead to a lack of diversity in the dataset to reflect
real-world faces under different acquisition conditions.

In 2015, the large-scale CelebFacesAttributes (CelebA)
dataset [33] was released. CelebFacesAttributesDataset
(CelebA) is a large face attribute dataset with over
200,000 celebrity images, each with 40 attribute annotations.

celebA has large diversity and rich annotations, including
10177 identity counts, 202,599 face image counts, and
5 landmark locations.40 The dataset can be used for face
attribute recognition, face recognition, face detection, face
part localization, and face editing and composition. Since
the images in this dataset cover large pose variations and
background clutter, there may be differences in image quality
and resolution in the CelebA dataset, which may affect the
training and performance of the model.

In summary, most face datasets are collected in a controlled
environment where the person sits at a predetermined
distance from the camera and against a neutral background.
The illumination, room temperature, facial expressions, and
pose are all predetermined [34]. However, in real-world
environments, the number of faces, background environment,
occlusion, illumination, scale and pose vary greatly from
image to image. Meanwhile, most face datasets are collected
in the European region, which is still a neglected part of
the Asian face recognition domain in uncontrolled environ-
ments. Therefore, to address the above issues, we propose
a dataset based on uncontrolled classroom environments,
where images are intercepted frame by frame from real
classroom surveillance videos and manually filtered to obtain
a high-quality and more realistic face dataset.

B. FACE DETECTION ALGORITHMS AND FACE
RECOGNITION NETWORK MODEL
We use the proposed dataset to evaluate the performance
of different face recognition network models and test the
performance of the dataset on the VGG-Face [35] model for
predicting expression, age and gender.

Face recognition consists of two steps: face detection and
face recognition. Early face detection relied on classifiers
to achieve face detection by extracting face features, such
as the Haar cascade classifier [36] and HOG (histogram
of orientation gradient) [37]. Although these types of
classifiers are able to detect faces in simple environments,
the performance of the classifier degrades continuously as the
environment becomes more complex. Subsequently, better
results were obtained for face recognition using convolutional
neural networks [38].
Currently, with the rapid development of deep learning,

more network models for face detection and recognition are
constantly being updated. The proposed dataset in this paper
tests the performance of several models and concludes in
the test results that the proposed dataset is more difficult in
face recognition and determining expression and age. In the
experimental section, we tested five face detection algorithms
and four commonly used face recognition models, including
the state-of-the-art network model.

Face detection algorithms include OpenCV, SSD, Dlib,
RitinaFace, andMediapipe. Face recognition networkmodels
include OpenFace, DeepFace, DeepID, and ArcFace. The
detection results of the above different face detection
algorithms on face images are shown in Fig1. The network
structure of the four face recognitionmodels is shown in Fig2.
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FIGURE 1. The effect of different face detection algorithms for extracting face regions in images. We used five face detection algorithms to extract facial
regions in the images: OpenCV, SSD, DLib, Retinaface, and Mediapipe.

FIGURE 2. The architecture diagram of the experimental process. In the experimental part, we first use a face detection algorithm to extract the facial
region in the image and then use face recognition models for face recognition. Face recognition models include OpenFace, DeepFace, DeepID, and
ArcFace. At the same time, we also recognize the facial features of the dataset, including gender, age, and expression.

OpenFace [39] is a deep learning-based face recognition
model developed by Adam Harvey and Alexander T. Berg
at CMU. It uses convolutional neural networks (CNNs)

to extract features from face images and map them to a
128-dimensional vector space. OpenFace can be used for face
recognition, face tracking, expression recognition and other
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face analysis tasks. The advantage of OpenFace is that it can
process a large number of images in a short time and can be
trained in different environments. In addition, OpenFace can
be used for video analysis, which can detect faces in videos
and recognize people in videos.

DeepFace [40] is a deep learning model for face recog-
nition developed by the Facebook AI Institute. It uses a
convolutional neural network (CNN) [41] to extract features
from face images and a three-layer deep neural network
(DNN) [42] to recognize these features. Nose, mouth, and
so on. These features can be used to recognize a person’s
face even under different lighting conditions. Joint modeling
and adaptive modeling techniques are also used, which
can combine face features from multiple photos, while
the parameters of the model can be automatically adjusted
according to the input image, thus improving recognition
accuracy.

The DeepID [43] model was developed by Professor
Xuantian Lin and his team at the Institute of Computing
Technology, Chinese Academy of Sciences. The DeepID
model is a multilayered neural network, and the main feature
of the model is that it can extract a series of features from
face images without manual annotation, and these features
can be used to recognize faces. In addition, the DeepID
model can learn automatically, thus improving recognition
accuracy.

ArcFace [44] was invented by Dr. Hongbin Zhang, a depth
scientist. The core idea of ArcFace is to project face features
onto the hypersphere so that each face feature has a unique
angle and thus it is easier to distinguish different faces.
The model structure of ArcFace consists of three parts: a
feature extractor, a projector and a classifier. The feature
extractor is used to extract face features from the input image,
the projector is used to project the face features onto the
hypersphere so that each face feature has a unique angle, and
finally, the classifier is used to classify the projected features
to achieve face recognition.

We will test the proposed dataset on the above model to
determine the complexity of the dataset. In addition, five
face detection algorithms are tested in this paper, including
opencv, ssd, dlib, mtcnn, retinaface, and MediaPipe.

The OpenCV face detection algorithm is a computer
vision-based technique for recognizing and detecting faces in
images. The detection algorithms work as follows: first, they
use feature detection algorithms (e.g., Haar [45] features) to
detect faces in images, and then, they use machine learning
algorithms (e.g., support vector machines [46]) to recognize
faces. It recognizes faces in images and can identify different
faces based on their features (e.g., eyes, nose, mouth, etc.

SSD [47] (SingleShot MultiBox Detector) is a deep
learning-based target detection algorithm that can detect
multiple targets simultaneously in a single inference. Its main
idea is to use a network structure to segment the input image
into multiple boxes of different proportions and then use
multiple convolutional layers to detect the targets in each
box.

The Dlib [48] face detection algorithms detect a face from
an image and return the position and size of that face. It can
also detect multiple faces in an image and can detect faces
from different angles, such as front, side and oblique. It uses
a technique called a convolutional neural network (CNN) that
can detect faces from an image and return the position and
size of the face.

RetinaFace [49] was developed by the Tencent Youtu
Lab and can achieve high-precision face detection with
lower computing resources. Face detection algorithms
were developed by the Tencent Youtu Lab and can
achieve high-precision face detection with lower computing
resources.

TheMediapipe [50] face detection algorithms use convolu-
tional neural networks and sliding windows to detect faces in
images and can also detect the expressions of faces, as well as
the age and gender of faces. In addition, the Mediapipe face
detection algorithms can detect the position of the eyes, nose
and mouth in an image.

In the experimental part, we will evaluate the performance
on our proposed dataset using five face detection algorithms
paired with four network models. Since the face recognition
model is already very mature and achieves good results on the
prevalent face dataset, to verify that our proposed dataset is
more challenging, we also evaluate it on three other datasets,
and the results also show that our proposed dataset is more
valuable.

C. DATASET CAPTURE METHODS
Common methods of constructing facial datasets include
filming in a lab or filming studio, filming in natural scenes,
collecting from the internet, etc. For datasets shot in labs or
shooting studios such as the Yale Face Database and AR Face
Database, the environment of the datasets constructed by this
method is controlled and cannot reflect real face recognition
scenarios. Datasets taken in natural scenes are labeled Faces
in the Wild (LFW), CelebA. This method can collect more
realistic facial data, but the control conditions are poor and
may be affected by factors such as lighting, background
and pose, and the data quality may be degraded. Datasets
collected from the internet include the VGG Face Dataset,
MS-Celeb-1M, and FaceForensics++ [51]. This method can
collect a large amount of facial data, but the data quality
is uneven, and there are obvious data biases, while more
effort is needed to filter and clean the collected datasets.
In this paper, a newer dataset construction method is used
to obtain the dataset in the real environment by cropping,
filtering and enhancing the video frame by frame to obtain
the dataset in the real environment to obtain facial data closer
to the real environment. To avoid the close facial features in
the dataset images, when selecting the surveillance videos,
we chose the classroom surveillance videos of elementary
schools, middle schools, high schools, and universities as
the resources, thus collecting the facial images of students
in different age groups, which ensures the authenticity and
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FIGURE 3. Sixteen images were randomly selected from the dataset for presentation.
Subjects included elementary, middle school, high school, and college populations, and
the images were diverse in nature, including changes in lighting, differences in angle,
occlusion, and wearing glasses.

reliability of the image uncontrolled environment and ensures
the diversity of the images.

D. PROTOCOLS FOR THE USE OF DATASETS
This UCEC-Face is made available under the Open Database
License: http://opendatacommons.org/licenses/odbl/1.0/. Any
rights in individual contents of the database are licensed under
theDatabase Contents License: http://opendatacommons.org/
licenses/dbcl/1.0/ Attention, images are for research purposes
only. Third, not using face images in any suchmanner leads to
embarrassment among the subjects involved in this database.
Fourth, it is prohibited to provide the images to a second party.
Fifth, the study was not used for any commercial purpose
without prior approval from the authors.

III. THE PROPOSED DATASET AND EVALUATION
METHOD
A. PROPOSED DATASET
The facial dataset of Chinese students in an uncontrolled
classroom environment (UCEC-Face) was obtained by
purchasing classroom surveillance videos from different
schools, and we filtered the surveillance videos to obtain
35 surveillance videos that met the conditions of an
uncontrolled environment. On this basis, manual filtering and
data enhancement operations were obtained. The proposed

dataset contains variations of different poses, lighting,
expressions and scenes to make the dataset conform to the
unconstrained environment. The proposed dataset consists
of 130 individuals, including 44 males and 86 females. The
UCEC-Face dataset is used for research purposes only. The
image of the dataset part is shown in Fig3.

The students’ classroom videos were obtained through
https://so.vjshi.com/ [52] purchase. We took frame-by-frame
screenshots of the 35 eligible surveillance videos. These
videos contain various activities of the students, such as
listening, singing, writing, and speaking. After the frame-by-
frame screenshots, 189,369 images were obtained. Some of
these images were invalid, and the invalid cases included no
facial area in the intercepted images, very serious occlusion,
duplication, etc. After manually filtering to remove these
invalid images, we performed data enhancement on the
filtered images and finally obtained 7,395 images. We then
classified these images and finally classified 130 subjects.
One subject’s image contained up to 85 images and at
least 25 images, of which 69.2% of the subjects contained
60 facial images (see Fig4 for statistics). Table 1 shows
some of the features contained in the proposed dataset. Next,
we illustrate the experiments performed on the proposed face
dataset. The collection process of the dataset is shown in
Fig5.
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FIGURE 4. Statistics of our fig feature. (a) shows the statistics of the
percentage of males and females in the dataset, (b) shows the statistics
of the characteristics of males in the dataset, and (c) shows the statistics
of the characteristics of females in the dataset.

TABLE 1. A summary of the characteristics of the dataset, in which 48%
of male images were frontal, 52% were non-frontal, 100% were light
changes, 25% were subjects wearing glasses, and 16% were images of
facial occlusions; 30% of female images were frontal, 70% were
non-frontal, 100% were light changes, 24% were subjects wearing
glasses, and 37% were images of facial occlusions.

B. EVALUATION METHOD
To validate the dataset capability, we analyzed the evaluation
accuracy with the recognition rate obtained by each algorithm
separately and used three distances, cosine distance [53],
Euclidean distance [54] and Euclidean_L2 distance, to find
the distance metric for the best performance for the proposed
dataset. Additionally, to verify the significant differences
between our proposed dataset and other datasets, we used
the independent sample t test method [55] in our evaluation
method.

1) DISTANCE METRICS
The cosine distance measures the similarity of two vectors by
calculating the cosine of the angle between them. The closer
the value of cosine distance is to 1, the more similar the two
vectors are; the closer it is to 0, the less similar the two vectors
are.

Cosine distance(a,b)=
a⃗ · b⃗

∥a⃗∥
∥∥∥b⃗∥∥∥ (1)

where a and b are two vectors that represent the dot product of
the vectors and denote the modal lengths of the two vectors,
respectively. In face recognition, a face image is represented
as a vector, where each element represents a feature of the
face. If the cosine distance between two face images is less
than a threshold, they are considered to be from different
people; conversely, they are considered to be from the same
person. The Euclidean distance and Euclidean_L2 distance
are commonly used similarity measures to calculate the linear
distance between two vectors.

euclidean distance(a, b) =

√
(x2 − x1)2 + (y2 − y1)2 (2)

L2 distance(a, b) =

√√√√ n∑
i=1

(ai − bi)2 (3)

where a and b are two n-dimensional vectors, and the vector
representations of the face images are a and b, respectively.
Then, the Euclidean distance between them can be calculated
by the above equation. In practical applications, the Euclidean
L2 distance is usually used to distinguish themagnitude of the
distance between two vectors, while the Euclidean distance is
more often used in classification tasks.

2) T TEST FOR INDEPENDENT SAMPLES
The t test for independent samples is a statistical method used
to compare whether the means of two independent samples
are significantly different from each other. Its basic principle
is to compare the mean and variance of two samples and
determine whether they are different enough to indicate the
significance of the difference. In performing the independent
sample t test, we compare the proposed dataset with other
datasets separately and first verify the chi-square between
the two datasets. Since the sample size of each dataset is
20, the normality needs to be verified, and if normality
is satisfied, the formal independent sample t test begins;
otherwise, a nonparametric version of the validation method,
such asMann-Whitney, is used. The workflow for conducting
independent sample t tests in this paper is shown in Fig6.

IV. EXPERIMENTAL RESULTS
In the experimental results section, the performance metrics
obtained by testing the above different detection algorithms
with different models on the dataset will be listed, and it will
be concluded by comparing other datasets that our proposed
dataset is more difficult and challenging in terms of face
recognition.

The average recognition rate of the model for face
recognition on the proposed UCEC-Face dataset was used as
the evaluation score of the model. The average recognition
rate is calculated by taking the average of the recognition
accuracy of all objects in the UCEC-Face dataset.Due
to the data augmentation performed on the UCEC-Face
dataset, in order to enhance the reliability of the comparative
experiments, we also applied data augmentation to other
datasets. To determine which distance is more suitable for the
proposed UCEC-Face dataset, experiments were conducted
using different distance measures, such as cosine distance,
Euclidean distance, and Euclidean_l2 distance.

Table 2, Table 3, Table 4, Table 5 and Table 6 sum-
marize the experimental results, which contain the average
recognition rates of the UCEC-Face dataset, AT&T dataset,
CASIA dataset, CELAB dataset, and MFace dataset using
cosine distance in different models paired with different face
detection algorithms, respectively.

From the experimental results, it is clear that ArcFace is
the best performer among all hand-made descriptors, with an
average recognition rate of 69.7% on the UCEC-Face dataset.
Among these face recognition models, ArcFace is the best
performing model, and OpenFace is the worst performing
model because the training process of the OpenFace model
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FIGURE 5. The dataset was collected by first cropping images by frame from the classroom surveillance video, manually classifying the images into a
total of 130 subjects, followed by repeated filtering and data enhancement operations on the images, and finally obtaining 7,395 facial images.

TABLE 2. The UCEC-Face face recognition results at cosine distance.
UCEC-Face dataset uses cosine distance for face recognition under four
models after five face detection algorithms detect facial regions, where
the ArcFace model has the best recognition effect and the OpenFace
model has the worst recognition effect.

TABLE 3. The AT&T face recognition results at cosine distance. AT&T
dataset uses cosine distance for face recognition under four models after
five face detection algorithms detect facial regions, in which the ArcFace
model has the best recognition effect and the OpenFace model has the
worst recognition effect, and the overall recognition effect is better than
the UCEC-Face dataset.

does not take into account many complex factors, such as
illumination, expression, angle, size, and age.

Additionally, we performed independent sample t test tests
on the data separately, and the recognition results of the
UCEC-Face dataset and AT&T on the OpenFace model were
used as examples, and 10 experimental result data were added
to participate in this experiment. UECE-dataset (n=5) and

TABLE 4. The CASIA face recognition results at cosine distance. CASIA
dataset uses cosine distance for face recognition under four models after
five face detection algorithms detect facial regions, among which the
ArcFace model has the best recognition effect, the DeepFace model has
the worst recognition effect, and the overall recognition effect is better
than the UCEC-Face dataset.

TABLE 5. The CELAB face recognition results at cosine distance. CELAB
dataset uses cosine distance for face recognition under four models after
five face detection algorithms detect facial regions, in which the ArcFace
model has the best recognition effect and the OpenFace model has the
worst recognition effect, and the overall recognition effect is better than
the UCEC-Face dataset.

AT&T (n=5) were used by the OpenFace model for face
recognition. The data showed that the UCEC-Face dataset
recognition rate (M=22.08, SD=10.65) was significantly
lower than the AT&T recognition rate (M=56.42, SD=2.08),
t=6.1, p(two-tailed)=0.003, d=2.72, 95% CI [18.71:49.96].
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FIGURE 6. In the independent sample t test procedure, we performed an independent sample t test on the
comparison results of the experiments. First, the data are verified by homogeneity of variance. If the data
satisfy homogeneity of variance, then a normality test is performed; if not homogeneity of variance or
normality test, then the nonparametric test method is used. After the data satisfied the normality test, then
the t test for independent samples was performed. We do this to make a comparison between the results
using other datasets and the proposed dataset under the same model and whether this result is
significantly different.

TABLE 6. The MFace face recognition results at cosine distance. MFace
dataset uses cosine distance for face recognition under four models after
five face detection algorithms detect facial regions, where the ArcFace
model has the best recognition effect and the OpenFace model has the
worst recognition effect.

In the above results, we obtained the mean of the difference
(M) equal to 34.34, standard deviation of the difference
(SD) = 12.58, t-statistic = 6.10, p (one-tailed) value =
0.001, d-value = 2.72, 95% confidence interval (CI) of the
difference = (18.719047702203355, 49.96095229779665).
Since the p value is less than 0.05, we can reject the
null hypothesis and obtain that the difference between
the UCEC-Face dataset recognition results and AT&T’s

recognition results is significant and has a significant
difference.

By an independent sample t test, we obtained the result
that under cosine distance, the recognition rate of our dataset
is significantly lower, closer to the real environment, and
more difficult to recognize than the recognition rate of other
datasets. More detailed results of the independent sample test
can be found in the Appendix.

Table 7 summarizes the average recognition rates of
different models with different face detection algorithms on
the dataset when using Euclidean distance. We only show
the experimental results for the UECE-Face dataset, and the
results for other datasets will be shown in the Appendix.

We can observe that the ArcFace model with Retinaface
face detection algorithms is still the best performing model
with an accuracy of 68.4%, while the Opencv face detection
algorithms with Openface model performs the worst with
an average recognition rate of 19.4%, because the accuracy
of the Opencv face detection algorithms is already low,
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TABLE 7. The UCEC-Face face recognition results at Euclidean distance.
UCEC-Face dataset uses Euclidean distance for face recognition under
four models after five face detection algorithms detect facial regions,
where the DeepFace model has the best recognition and the OpenFace
model has the worst recognition.

TABLE 8. The UCEC-Face face recognition results at Euclidean L2
distance. UCEC-Face dataset uses Euclidean L2 paradigm distance for face
recognition under four models after five face detection algorithms detect
facial regions, where the ArcFace model has the best recognition effect
and the OpenFace model has the worst recognition effect.

TABLE 9. We use the VGG-Face model [57] for facial feature recognition,
facial features including emotion, age, and gender, and we use the
UCEC-Face dataset to compare with a South Asian student facial
dataset [58], and the recognition results are significantly lower than
MFace, especially in the age recognition gap is larger.

and our proposed dataset contains variations in illumination,
expression, angle, size, and age, all of which affect the
recognition rate of this model [56].

Table 8 summarizes the average recognition rates of
different models with different face detection algorithms on
the dataset when using the L2 distance. We only show the
experimental results for the UECE-Face dataset, and the
results for other datasets will be shown in the Appendix.

As seen from Table 7, ArcFace is still the best performing
model with a recognition rate of 69.0%, and OpenFace is the
worst performing model with a recognition accuracy of only
21.4%.

We note that the cosine distance performs well in the
ArcFace model. For the proposed dataset, the use of
Euclidean distance is not recommended. Although we used
L2 distance in other experiments, the best results (i.e., 69.7%
accuracy) were obtained for the ArcFace model using cosine
distance.

Table 9 summarizes the average recognition rates of
expressions, ages, and genders recognized using VGG-Face
on the proposed dataset and compares them with the
average recognition rates of expressions, ages, and genders
recognized on the IIITSMFace dataset, a dataset of student
faces collected in a controlled environment, on this model.

The results show that the model is more likely to
recognize the expression, age and gender of the subjects
on the IIITSMFace dataset, i.e., the model is more likely

FIGURE 7. We use the proposed dataset and four additional datasets,
AT&T, CASIA, CELEB, and MFace, and use the cosine distance under the
ArcFace model to obtain the results of face recognition, as shown in Fig.

FIGURE 8. We use the proposed dataset and four additional datasets:
AT&T, CASIA, CELEB, and MFace, and perform face recognition under the
ArcFace model, using Euclidean distance, to obtain the results of face
recognition as shown in Fig.

to recognize expression, age and gender in a controlled
environment, and it can also be seen that the model is less
accurate for female gender in our proposed UCEC-Face
dataset because there are more female facial images in the
dataset.

In summary, it can be seen that the ArcFace model has the
best performance among the four models, and we will show
the experimental results of our proposed dataset with other
datasets on the Arcface model through pictures. 7, 8, and 9
show the experimental results of our proposed dataset
using cosine distance, Euclidean distance, and Euclidean l2
distance under the ArcFace model, respectively, and the
experimental results on the AT&T dataset, CASIA dataset,
and CELEB dataset are also shown together for easy
observation and comparison.

There are some challenging datasets in the literature, such
as different side poses, obscured faces, and different light
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FIGURE 9. We use the proposed dataset and four additional datasets:
AT&T, CASIA, CELEB, and MFace, and perform face recognition under the
ArcFace model, extracting using the Euclidean L2 paradigm distance and
obtaining the results of face recognition as shown in Fig.

TABLE 10. Comparison of our proposed dataset with the AT&T [16],
PubFig and CASIA-FaceV5 datasets. Here, ‘‘Y’’, ‘‘N’’, and ‘‘P’’ represent the
presence, absence, and partial presence of effects such as non-frontal
(Non-Fro), occlusion (OCCL), illumination change (IllVar), and background
change (BackVar). The last row shows the accuracy (%) measured using
the ArcFace face recognition model in each database using cosine
distance.

intensities. These datasets are discussed in the introduction
section. However, the proposed UCEC-Face dataset is more
challenging than other existing face datasets, such as Yale,
LFW, and PubFig, as shown in Table 10.

V. CONCLUSION & FUTURE DIRECTION
To address the lack of Chinese facial datasets in the field of
face recognition, as well as the lack of real bad context factors
in facial datasets, this paper constructs a facial dataset of
Chinese students in an uncontrolled classroom environment.
To verify the impact of facial images on the performance
of face recognition models in an uncontrolled environment,
we use four face recognition models, OpenFace, DeepFace,
DeepID, and ArcFace, on the UCEC-Face dataset and
experiment with four datasets, AT&T, CASIA, CELEB, and
MFace, under the same conditions. The results are compared.
Compared with the above four datasets, there are more
variables in our dataset, such as angle of the captured
face, image size, subject’s pose, subject’s facial expression,
subject’s facial occlusion, subject’s age, lighting variation,
etc. On the face recognition task, the highest accuracies
of the AT&T, CASIA, CELAB, MFace, and UECE-Face
datasets for face recognition in the OpenFace model were
74.2%, 71.1%, 75.9%, 76.3%, and 56.0%, respectively; the

TABLE 11. Comparison of UCEC-Face dataset test Face Recognition
Algorithms with Different detection algorithms at cosine distance.

TABLE 12. Comparison of AT&T Dataset Test Face Recognition Algorithms
with Different detection algorithms at cosine distance.

TABLE 13. Comparison of CASIA Dataset Test Face Recognition
Algorithms with Different detection algorithms at cosine distance.

highest accuracies of face recognition in the DeepFace model
were 69.4%, 99.7%, 76.6%, 74.6%, 69.1%, respectively; the
highest accuracy rates of face recognition in the DeepID
model were 69.6%, 78.8%, 77.7%, 72.7%, 68.1%; and the
highest accuracy rates of face recognition in the ArcFace
model were 99.2%, 100.0%, 90.3%, 88.9%, and 69.6%,
respectively. Overall, although these models obtain better
results in face recognition tasks in controlled environments,
the accuracy of face recognition in our proposed uncontrolled
environment dataset has not yet exceeded 70%. Meanwhile,
facial feature recognition using UCEC-Face and MFace on
the VGG-Face model, where the accuracy of expression
recognition is reduced by 22.3%, the accuracy of gender
recognition is reduced by 58%, and the gender recognition
rate is reduced by 30.2%. The experimental comparison
shows that the current model with excellent performance for
face recognition tasks and facial feature recognition tasks
does not achieve good results in the recognition of Chinese
faces. I believe that in the future, I will further develop
models with better performance for face recognition and
facial feature recognition based on the Chinese face dataset
in uncontrolled environments. At the same time, since this
dataset provides face images in real scenarios, it can help the
algorithm to better handle various situations, thus improving
the recognition accuracy and facilitating the optimization and
improvement of the algorithm, enabling researchers to train
more effective face recognition algorithms. It is also hoped
that the release of this dataset will promote the development
of face recognition technology, contribute to the stability of
society, and play an important role in more areas, such as
finding missing persons and fighting crime.
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TABLE 14. Comparison of CELAB Dataset Test Face Recognition
Algorithms with Different detection algorithms at cosine distance.

TABLE 15. Comparison of MFace Dataset Test Face Recognition
Algorithms with Different detection algorithms at cosine distance.

TABLE 16. Comparison of UCEC-Face Dataset Test Face Recognition
Algorithms with Different detection algorithms at Euclidean distance.

TABLE 17. Comparison of AT&T Dataset Test Face Recognition Algorithms
with Different detection algorithms at Euclidean distance.

TABLE 18. Comparison of CASIA Dataset Test Face Recognition
Algorithms with Different detection algorithms at Euclidean distance.

TABLE 19. Comparison of CELAB Dataset Test Face Recognition
Algorithms with Different detection algorithms at Euclidean distance.

TABLE 20. Comparison of MFace Dataset Test Face Recognition
Algorithms with Different detection algorithms at Euclidean distance.

APPENDIX
In the appendix section, we present the detailed results of the
experimental part through tables.

TABLE 21. Comparison of UCEC-Face Dataset Test Face Recognition
Algorithms with Different detection algorithms at L2 distance.

TABLE 22. Comparison of AT&T Dataset Test Face Recognition Algorithms
with Different detection algorithms at L2 distance.

TABLE 23. Comparison of CASIA Dataset Test Face Recognition
Algorithms with Different detection algorithms at L2 distance.

TABLE 24. Comparison of CELAB Dataset Test Face Recognition
Algorithms with Different detection algorithms at L2 distance.

TABLE 25. Comparison of MFace Dataset Test Face Recognition
Algorithms with Different detection algorithms at L2 distance.
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