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ABSTRACT Contrastive learning is a promising approach to unsupervised learning, as it inherits the
advantages of well-studied deep models without a dedicated and complex model design. In this paper, based
on bidirectional encoder representations from transformers (BERT) and long-short term memory (LSTM)
neural networks, we propose self-supervised contrastive learning (SCL) as well as few-shot contrastive
learning (FCL) with unsupervised data augmentation (UDA) for text clustering. BERT-SCL outperforms
state-of-the-art unsupervised clustering approaches for short texts and for long texts in terms of several
clustering evaluation measures. LSTM-SCL also shows good performance for short text clustering. BERT-
FCL achieves performance close to supervised learning, and BERT-FCL with UDA further improves the
performance for short texts. LSTM-FCL outperforms the supervised model in terms of several clustering
evaluation measures. Our experiment results suggest that both SCL and FCL are effective for text clustering.

INDEX TERMS Clustering methods, data augmentation, self-supervised learning, semisupervised learning.

I. INTRODUCTION
Text is a fundamental task for various downstream applica-
tions, such as opinion mining, automatic topic labeling [1],
language modeling, recommendation [2], and query expan-
sion in retrieval [3]. It involves grouping a set of unlabeled
texts, regardless of their sizes, so that texts in the same
cluster are more similar to each other than to those in other
clusters. Due to the following two reasons, achieving good
performance in clustering can often be challenging in aca-
demic settings: (1) texts are high-dimensional data and (2)
the cluster centers and the number of clusters are unknown.
Without proper representations to reduce the dimension, the
usage of only traditional distance-based clustering methods
(e.g., K-means and spectral clustering (SC)) cannot be effec-
tive. Recent progress has suggested that neural language
paradigms can assist clustering through learning of repre-
sentations, and supervised approaches can further improve
the effectiveness of representations. However, often there
are no ‘‘gold clusters’’ (true labels) in real corpus to guide
supervised learning. Moreover, obtaining gold clusters is
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time-consuming and costly, and requires complex statistics
algorithms to reduce subjective labeling bias.

Therefore, unsupervised learning is a practical approach
to clustering. In early generation, unsupervised neural struc-
tures are generative (e.g., generative adversarial network and
autoencoder families, etc.), specifically they usually employ
a bottleneck structure, where an encoding network learns
latent representations for input texts and a generative network
transfers the latent representations into input-like informa-
tion. By optimizing the representation in high-dimension, the
most appropriate latent representations can be learned. Then,
the best latent representations are used to cluster the texts.
However, these generative approaches usually require novel
and complex design of architectures (e.g., autoencoder (AE),
graph autoencoder (GAE), and variational graph autoencoder
(VGAE), etc.) to do without labels, and they are limited in
terms of effectiveness.

On the other hand, the recent success of a discrimi-
native contrastive learning (CL) framework in the image
classification field [4] inspired similar approaches in the
natural language processing (NLP) field (see Section II).
CL changes the traditional supervised training manner and
achieves weak-label and label-free model optimization. More
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specifically, the original CL introduces a contrastive loss to
measure the significance of the similarity of a pair of samples
in the sum of the similarities of all sample pairs inside a
batch. Thus, the clustering problem is reduced to binary
classification. Notably, CL is different from a similarity task
(e.g., sentence BERT, a Siamese BERT structure), which
only learns the similarity of every single pair. Additionally,
to construct positive and negative samples in a batch without
any annotations of texts, data augmentation is mandatory
(i.e., categorized as Instance-CL by Zhang. et al. [11]). More
specifically, augmented samples are positive samples of the
original samples, others are regarded as negative samples.
As a result, binary classification is transformed into unsuper-
vised learning.

In addition to being free of text annotations, another advan-
tage of contrastive learning (CL) for clustering, as opposed
to generative models, is its ability to readily utilize classic
and practical neural networks. For instance, among ear-
lier latent representation encoders, Long-short term memory
(LSTM) is widely utilized. However, the network structure
and the number of parameters tend to limit its performance.
Subsequently, language models (LMs) such as bidirectional
encoder representations from transformers (BERT) were pro-
posed to improve the effect of representation learning. The
origin BERT is pre-trained on domain-free datasets. Thus,
fine tuning is necessary to improve performance on domain-
specific datasets.

Consequently, in the present study, to combine the effec-
tiveness of the non-generative models with the advantage in
terms of label-free CL, we explore the dedicated usage of
CL to tackle the text clustering task. More specifically, our
contributions are as follows:1

• We first propose a few-shot contrastive learning (FCL)
framework, which transfers multi-class labels into
binary labels. In addition, we adopt the unsupervised
data augmentation (UDA) [5] to improve the perfor-
mance.

• To further remove the requirements of labels, we pro-
pose a self-supervised contrastive learning (SCL) frame-
work, where two data augmentations, i.e., multi-
language back translation (BT) and random masking
(RM) are used.

We use either LSTM [6] or BERT [7] as the core of the
proposed frameworks, to represent the powerful neural archi-
tectures and the cornerstone pre-trained LMs, respectively.
LSTM or BERT can also be replaced by other models. To ver-
ify generalization ability, we evaluated the aforementioned
frameworks on two short-text datasets (SearchSnippets [7]
and Stackoverflow [8]) and two long-text datasets (20News-
group [9] and Reuters [10]).

We enhance the latent representations and do clustering
through K-means and SC accordingly. Our SCL outperforms

1An early version of the present study was presented at IEEE SMC
2021 [12].

the existing unsupervised clustering models (e.g., Support-
ing Clustering with Contrastive Learning [11] (SCCL)) and
achieve state-of-the-art accuracy on three datasets except
SearchSnippets. In addition to the evaluation in terms of
accuracy, we also evaluated the stability of the model to the
number of the gold classes, i.e., a hyperparameter, and the
results show that SCL has a good ability to estimate the proper
number of classes.

On the other hand, FCL is mainly compared to supervised
learning, as it needs weak labels. The results show that FCL
(using a few of the training data) performs close to supervised
learning (using entire training data), and UDA additionally
improve the performance for short texts.

II. RELATED WORK
A. CONTRASTIVE LEARNING
CL was seen to be first proposed by Hadsell et al. [13], only
supervised way was considered (0-1 labels were required).
Until 2020, in the visual representation task, Chen et al. [4]
proposed an unsupervised CL paradigm based on data aug-
mentation, and achieved a performance improvement of 7%,
detonating CL attempts in different fields. For instance,
Inoue et al. [14] used semi-supervised CL in speaker recog-
nition; Hassani et al. [15] did graph representation by CL.

B. LEARNING METHODS IN NLP
As the neural network is introduced into NLP tasks, at early
stages, long-short term memory (LSTM) families [6], [16]
were used in a supervised manner. In recent three years,
after the Transformer [17] was proposed, BERT works in a
pre-trained and fine-tuning manner, and a lot of tasks were
achieved by few-shot learning accordingly. Although pre-
trained BERT [7] is capable of unsupervised learning, it is
not effective in obtaining latent representations for domain-
specific datasets. Several generative models were proposed
to enhance unsupervised learning, such as the Autoencoder
(AE) [19] families. Generative learning requires complex
models and fails to take advantage of the powerful pre-trained
LMs.

C. CONTRASTIVE LEARNING IN NLP
Gunel et al. [20] proposed a supervised CL architec-
ture for multiple language tasks. Fanget et al. [21] proposed
contrastive self-supervised encoder representations from
transformers to predict whether two augmented sentences
originated from the same sentence. Li et al. [22] proposed
CL with mutual information maximization for cross-domain
sentiment classification. Wu et al. [23] designed a metric that
covers both linguistic qualities and semantic informativeness
using BERT-based CL. Xiong et al. [24] proposed approx-
imate nearest neighbor negative contrastive estimation for
dense text retrieval. However, the aforementioned methods
neither explored the CL in an unsupervised manner nor
applied the CL on a text clustering task.
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FIGURE 1. Learning framework.

D. TEXT CLUSTERING
In traditional unsupervised clustering, Yuan et al. [25] pro-
posed feature clustering hashing (FCH), and Li et al. [26]
proposed subspace clustering guided convex non-negative
matrix factorization to perform text clustering. Subsequently,
Wang et al. [27] proposed Gaussian bidirectional adversarial
topic (G-BAT) models to achieve higher accuracy among
these methods. Graph autoencoder (GAE) and variational
graph autoencoder (VGAE) [28] can be used for generative
unsupervised clustering. Chiu et al. [1] provided a summary
of comparisons of these methods. Semi-supervised deep clus-
tering methods have also been proposed based on deep archi-
tectures, such as deep clustering network (DCN) [29] and text
convolutional Siamese network [30]. It can be seen that the
previous researcheswere semi-supervised or generative unsu-
pervised, and did not consider discriminative unsupervised
learning.

III. METHODOLOGY
Figure 1 illustrates the learning framework for FCL and SCL
(they have the same input and output format):m pairs of texts
(i.e., named as a mini-batch) are fed into the encoder (i.e., the
aforementioned ‘‘core’’ of the framework), where intra-pair
texts and inter-pair texts are treated as positive samples and
negative samples, respectively; the encoder learns the latent
representations, and they are used to calculate the contrastive
loss. We train/fine-tune the encoder mainly through the con-
trastive loss. The trained/fine-tuned encoder transfers texts
into their latent representations ui (i = 1, 2, · · · ,N ), where
N is the number of items in the dataset for clustering), and a
cluster (e.g., K-means and spectral clustering, etc.) completes
clustering based on these latent representations.

Two main differences between FCL and SCL are the
mini-batch construction methods and the loss function
choices, which are detailed in Section III-A and Section III-B.

A. FEW-SHOT CONTRASTIVE LEARNING (FCL)
A mini-batch of FCL has m text pairs from the gold clusters,
thus the size of a mini-batch is also 2m. Each pair contains
two original texts, xci,i and xci,j, which have the same cluster
label ci. Any two pairs are strictly from two different clusters.
To guarantee this, we suggest m = n, where n is the number
of the gold clusters, which can also help to make full contrasts
of the texts in all the clusters.

Note that the aforementioned mini-batch construction pro-
cedure is designed upon the gold clusters, which usually
contain labels covering all categories (the number of cate-
gories is usually greater than 2). To prepare an adapted format
of datasets to utilize FCL, one can label the data as (xi, xj, t),
where xi and xj are any two texts, and t ∈ {Negative,Positive}
to judge the similarity of the text pair, which essentially
makes the clustering weak label guided.

We first give the basic contrastive loss LCL , as shown in
Equation 1:

LCL =
1
2m

m∑
p=1

[l(2p− 1, 2p) + l(2p, 2p− 1)] (1)

where l(i, j) is a pair loss, and i = 2p − 1, j = 2p(p =

1, 2, · · · ,m) in the p-th pair. The contrastive loss is the aver-
age of the pair losses. The pair loss is shown in Equation 2:

l(i, j) = − log
exp (si,j/τ )∑2m

k=1,k ̸=i exp (si,k/τ )
(2)

where si,j is the cosine similarity of the learned latent repre-
sentation vi and vj (i = 2p − 1, j = 2p(p = 1, 2, · · · ,m)) of
a text pair (xci,i and xci,j). The τ (> 0) denotes a temperature
parameter that can impact the intra-cluster and inter-cluster
distance, thereby impacting the clustering accuracy.

One can directly use the LCL (Equation 1) as the FCL
loss, LFCL . Additionally, as FCL is without any data aug-
mentation, to improve FCL performance, we propose UDA
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TABLE 1. Dataset samples.

as an optional enhancement to FCL. UDA was originally
proposed for binary emotion classification [5]. When we
apply UDA for FCL, every text in a dataset D is back
translated to construct D′. A core takes a text xi in D and
three texts x ′

i,q(q = 1, 2, 3) in D′ as inputs, and feeds
outputs into a UDA model with parameter set θ to obtain
the distributions, pθ (y|xi) and pθ (y|x ′

i,q). In the process of
FCL, one needs to calculate the average KL-divergences
of {pθ (y|xci,i), pθ (y|x ′

ci,i,q)} and {pθ (y|xci,j), pθ (y|x ′
ci,j,q)}. The

UDA loss LUDA (Equation 3) in amini-batch is the summation
of each average KL-divergence. The loss of the FCL combing
the UDA is then shown in Equation 4.

LUDA =

m∑
i=1

KL(pθ (y|xi) ∥ pθ (y|x ′
i )) (3)

LFCL+UDA = LCL + LUDA (4)

B. SELF-SUPERVISED CONTRASTIVE LEARNING (SCL)
For SCL, the entire dataset was used for tuning. m texts are
first randomly selected from the dataset. We do not require
that the texts are from the different classes. For a selected
text xi, i = 1, 2, · · · ,m, x ′

i and x
′′
i are two texts generated by

a data augmentation methods. The two commonly accepted
data augmentation methods are back translation (BT) and
randommasking (RM). In BT, given a text in language A, this
text is translated into language B, and then is translated back
to language A again. RM is to randomly mask some words in
the original text and then to obtain the augmented test. The
original text is excluded in a mini-batch. Thus, the size of a
mini-batch is 2m.

Note that during the mini-batch construction in the SCL,
the selected m original texts are likely to be from repeated
categories. Therefore, the augmented texts should be positive
samples of each other but will be treated as positive samples.
This adds noise to the learning process of SCL, potentially
limiting performance gains. However, removing this noise
requires additional input of information. Therefore, it can
be expected that SCL loses some performance in exchange

for the advantage of not using any labels. The SCL shares
the same loss function with FCL without UDA, that is in
Equation 1.

Notably, data augmentation plays different roles in FCL
and SCL, respectively. FCL can be used without data aug-
mentation, and in this paper we try to explore the additional
performance boost of data augmentation over FCL. SCL
requires data augmentation to be label-free. Without data
augmentation, sampling in SCL cannot be conducted, and the
model the degenerates back to general CL.

IV. EXPERIMENT
A. DATA
Following previous work in text clustering [1], [2], [27], [34],
we evaluated text clustering methods using four text catego-
rization datasets. The dataset samples are exhibited in Table 1.
The dataset statistics are shown in Table 2, whereN is the total
number of texts in a dataset, T is the total number of tokens,
LAvg. is the average length of the texts (average word counts),
and n is the number of the gold clusters. As for Reuters, due
to the imbalance in the amount of texts in different classes,
we select the top 10 classes from all 20 classes.

B. SETTINGS
In our main experiments (to perform both SCL and FCL),
we use the basic and uncased BERT released by Hugging
Face2 and LSTM as the encoder, respectively. The dimension
of a latent representation vi is 20. The mini-batch size is
2m = 160 and 2m = 40 for the short texts and the long texts,
respectively. For LSTM, we adopt Glove 300-dimension pre-
trained vector to initial the embedding matrices. The hidden
dimension in LSTM is 300 for both FCL and SCL. The
activation function is Tanh() and the rate of dropout is 0.2.
Max sentence length is set to be 128. The learning rate is
2 × 10−5, and the optimizer is Adam. In the contrastive loss

2https://huggingface.co/bert-base-uncased
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TABLE 2. Dataset statistics.

function, τ = 0.5, we verified that this value is the best setting
for clustering task in Section V-A.

In SCL, we chose Google Translate3 to perform English-
Spanish-English and English-French-English BT to generate
positive pairs. 30% and 15% of words are masked for a short
and a long text in RM, respectively. This is because a small
percentage setting may cause no words to be masked in a
short text, whereas a large percentage may cause a long text
to lose contexts. For FCL as well as FCL with UDA (FCL
+ UDA), we take 1% and 10% labeled items to tune BERT
and cluster all the texts for each dataset. We chose K-means
as the method to cluster the texts. Note that as we are not
sure if the learned latent presentations can be clustered in the
Euclidean space, we also tried using the SC as an alternative
clustering algorithm. As a result, SC slightly underperformed
K-means. This suggests the latent representations are linearly
space separable.

C. EVALUATION MEASURES
For SCL, to enable comparisons with previous works [1],
[2], we evaluated clustering methods using clustering accu-
racy (ACC) and normalized mutual information (NMI) for
the short texts, and ACC and adjusted mutual information
(AMI) [31] for the long texts. These measures assume that
the desired number of clusters n (i.e., the number of gold
classes) is given to the system. However, this assumption may
not be entirely practical. We therefore additionally adopted
BCubed F1 Score [33] to evaluate our frameworks while
varying the estimated number of gold classes n̂. For FCL,
we choose ACC, AMI, and adjusted random index (ARI)
for comparisons. We illustrate the definitions and usage of
ACC, as the clustering ACC is different from classification
accuracy. We additionally detail BCubed F1 because it is an
essential metric to evaluate the performance of our methods.

1) ACC
TheACC requires themapping between the predicted clusters
and the gold clusters, which is defined as Equation 5:

ACC =

∑n
i=1 δ(cti ,map(ĉti ))

N
(5)

where n is the number of the clusters, and N is the total
number of texts. cti is the ground truth cluster of text i,
and ĉti is the predicted cluster of text i. If cti = map(ĉti ),
then δ(cti ,map(ĉti )) = 1. The function map(·) indicates a

3https://translate.google.com/?hl=zh-CN

permutation mapping that best matches the predicted clusters
to the ground truth classes.

The method to calculate clustering accuracy follows
CoClust [35]. First, we construct a L × L matrix, where
L = max (|C|, |Ĉ|), and C and Ĉ are the ‘‘ground truth’’
partition (i.e., the gold clusters) and the predicted partition of
a dataset. This measure assumes a previously known |C| = n,
thus |Ĉ| = |C| = n. Then, we count the number of repeated
texts in Ci and Ĉj as L(i, j), where Ci or Ĉj is the i-th class
or j-th cluster of C or Ĉ , respectively. L now can be seen as
an adjacent matrix of a bi-graph, and we can apply a method
such as theHungarian algorithm to find themaximum perfect
match of this bi-graph. Thus, we can get the best mapping
between C and Ĉ . We can calculate ACC and other metrics
based on this mapping.

2) BCubed F1 SCORE
The precision and recall of an item i in the dataset is:

p(i) =
|Ĉ(i) ∩ C(i)|

|Ĉ(i)|
, r(i) =

|Ĉ(i) ∩ C(i)|
|C(i)|

(6)

where Ĉ(i) is the predicted cluster that i belongs to, and C(i)
is the gold cluster that i belongs to.

The F score for i is defined as:

f (i) = (1 + β2)
p(i) · r(i)

β2p(i) + r(i)
(7)

where we let β = 1. Finally, the BCubed Precision (P), Recall
(R), and F1 (F) are defined as:

P =
1
N

∑
i

p(i), R =
1
N

∑
i

r(i), F =
1
N

∑
i

f (i) (8)

D. BASELINES
For short texts, we primarily compared SCL with SCCL
(i.e., state-of-the-art model for short texts) and its baseline
SIF + Aut.,Self-Train. We also included the other methods
reported by Hadifar et al. [2] for comparisons. For long texts,
we primarily compared SCL with SS-SB-MT [1] (i.e., state-
of-the-art model for long texts) and its baseline G-BAT [27].
We also included the other methods for comparisons such as
GAE, AE and VAGE reported by [1]. We present the main
baselines including SCCL, SIF + Aut.,Self-Train., SS-SB-
MT and G-BAT.

1) SCCL
This method contains two part: (1) Instance-wise Contrastive
Learning (2) clustering learning: pushing the cluster assign-
ment probability towards the target distribution by optimizing
the KL divergence. This method concurrently optimizes a
top-down clustering loss and a bottom-up instance-wise con-
trastive loss by utilizing a BERT pretrained model for the task
of short text clustering.

2) SIF + AUT.,SELF-TRAIN
The model includes three steps: (1) short texts are embed-
ded using Smooth Inverse Frequency (SIF) embeddings; (2)
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TABLE 3. SCL performance comparisons for short-text datasets: ∗

denotes the results reported by [2]; for SCCL, r are our reproduced
average results of 10 experiments; the bold results are the best scores;
BERT-emb.=BERT-embedding; S. BERT=Sentence BERT.

during a pre-training phase, a deep autoencoder is applied to
encode and reconstruct the short-text SIF embeddings; (3) in
a self-training phase, we use soft cluster assignments as an
auxiliary target distribution, and jointly fine-tune the encoder
weights and the clustering assignments. Note that this method
was not tested with long texts in the original work [2].

3) SS-SB-MT
This method builds a keyword correlation graph (KCG) for
a text using node features (embeddings from a SBERT),
word co-occurrence edges, sentence similarity edges and
sentence position edges. Then the constructed graphs of the
texts are fed into a Multi-Task GAE (MTGAE). Clustering
is based on the latent representations from MTGAE. The
name SS-SB-MT comes from Sentence Similarity, SBERT
and MTGAE. Note that this method is not suitable for short
texts, as the KCG is hard to construct when the number of
word co-occurrence edges is too small.

4) G-BAT
The proposed bidirectional adversarial training (BAT) con-
sists of three components: (1) the Encoder E takes the
V -dimensional document representation dr sampled from
text corpus C as input and transforms it into the correspond-
ing K -dimensional topic distribution θr ; (2) the Generator G
takes a random topic distribution θf drawn from a Dirichlet
prior as input and generates aV -dimensional fake word distri-
bution df ; (3) the Discriminator D takes the real distribution
pair pr = [θr ; dr ] and fake distribution pair pf = [θf ; df ]
as input and discriminates the real distribution pairs from
the fake ones. The outputs of the discriminator are used as
supervision signals to learn E , G and D during adversarial
training.

We compared FCL with a supervised method that takes
training data and cross-entropy loss to tune BERT [32] and
to train the LSTM model. For 20Newsgroup, we use its orig-
inal training data and test data, which occupy approximately

TABLE 4. SCL performance comparisons for long-text datasets: ⋆, †, ‡,
and ∗ denote the results reported by [1], [25], [27], and [34] respectively;
for SIF + Aut.,Self-Train., r are our reproduced results; for SS-SB-MT,
r1 are our reproduced results; r2 are the results reproduced and reported
by [18]; the bold results are the best scores;
BERT-emb.=BERT-embedding; S. BERT=Sentence BERT.

70% and 30% of the total data, respectively. For the datasets
which are not originally divided into training and test parts,
we randomly select 70% of the items in each dataset to tune
the models, and the other 30% for clustering evaluation.

E. RESULTS
1) SCL PERFORMANCE
a: SHORT TEXT
As an essential comparison, in addition to using CL,
SCCL [11] also incorporates the clustering task into the loss
function, thereby replacing the traditional clustering process.
Our reproduction of SCCL suggests that introducing clus-
tering into the loss will cause serious overfitting, and the
clustering accuracy is unstable (the difference between dif-
ferent experiments can reach 7.1 scores). In Table 3 (results
for short texts), we first reproduce SCCL using the source
code provided by Zhang. et al [11], and the results are
several points lower than the reported ones. This is mainly
due to unstable results of multiple experiments. Then, as for
SIF+Aut.,Self-Train., our reproduced results are exactly the
same as the reported ones. When we choose BERT as the
text encoder, for SearchSnippets, SCL (BT) underperforms
SCCL by 2.0 points, while outperforms SIF + Aut.,Self-
Train. by 1.1 points in terms of ACC. SCL (RM) outperforms
SCCL and SIF + Aut.,Self-Train. by 2.0 and 7.1 points in
terms of NMI, respectively. In contrast, for Stackoverflow,
our results show larger improvements. More specifically,
SCL (BT) outperforms SCCL and SIF + Aut.,Self-Train.
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by 17.2 and 17.9 points in ACC, and by 19.8 and 17.7 points
in NMI, respectively.

To verify that SCL fine tuning of BERT has independent
effectiveness, we also report the clustering metrics using
original BERT embeddings and Sentence BERT (pretrained
by a unsupervised similarity task). LM-based encoder out-
performs very traditional TF and TF-IDF due to latent rep-
resentations in vector space. Furthermore, SCL enhances
this representation ability to meet the intent of a clustering
task.

When we use LSTM as the encoder, for SearchSnipp-
nets, SCL (RM) underperforms SCCL and SIF + Aut.,Self-
Train. by 5.1 and 2.0 points in terms of ACC. In terms
of NMI, it underperfroms SCCL by 3.1 points, however
outperforms SIF + Aut.,Self-Train. by 2.0 points. For Stack-
overflow, LSTM shows substantial improvements. SCL (BT)
outperforms SCCL by 13.5 and 9.2 points in ACC and
in NMI, respectively. In contrast, SCL (BT) outperforms
SIF + Aut.,Self-Train. by 8.6 and 7.1 points in ACC and
NMI, respectively. Note that compared to SCCL and SIF +

Aut.,Self-Train., LSTM is much lighter and easier to deploy.
The results also suggest that SCL framework enhances the
performance of the classic models, by taking an advantage
from the self-supervised learning approach.

b: LONG TEXT.
As shown in Table 4 (results for long texts), the performance
of SS-SB-MT that we reproduced is far below what was
reported in the original work [1]. As Chiu et al. [1] provided
neither code nor the entire parameters, although we exactly
follow the description in the paper, we cannot guarantee that
every parameter is set correctly. However, note that our repro-
duced results are similar to the ones reported by Alireza [18].
We also test SCCL and its baseline SIF+Aut.,Self-Train. for
long texts, and their performance heavily deteriorates.

When the encoder is BERT, for 20Newsgroup, SCL
(BT) outperforms SS-SB-MT and G-BAT by 2.7 points and
8.8 points in ACC, respectively; meanwhile, for Reuters,
both SCL (BT) and SCL (RM) outperform SS-SB-MT and
G-BAT in ACC. Furthermore, SCL (RM) achieves the best
ACC. However, SS-SB-MT outperforms SCL in AMI for
20Newsgroup and Reuters. This may be because SS-SB-MT
uses topics to build graphs for the texts, and the clustering
results are more interpretable.

To highlight the advantage of our method, We specifically
compare the SCCL for long-text clustering with SCL using
BERT. For 20Newsgroup, SCCL underperforms SCL (BT)
by 6.6 and 2.5 points in ACC and AMI, respectively. For
Reuters, SCCL underperforms SCL (RM) by 17.0 points,
however outperforms SCL (RM) by 1.3 points in AMI.
Considering the performance in both short-text and long-
text clustering, SCCL lacks either stability and generation
ability. It suggests that clustering learning has a side effect
on performance. Additionally, original BERT embeddings
and Sentence BERT show less effectiveness for long-text

TABLE 5. BCubed F1 Scores under BERT-SCL for the datasets with
unknown n from gold clusters; the bold results are the best scores.

TABLE 6. BCubed F1 Scores under LSTM-SCL for the datasets with
unknown n from gold clusters; the bold results are the best scores.

than short-text clustering, This confirms the role of SCL fine
tuning in improving performance.

When the encoder is LSTM, for 20Newsgroup, SCL (BT)
outperforms SCL (RM), and SCL (BT) outperforms SIF +

Aut.,Self-Train. by 1.18 points and 3.6 points in ACC and
AMI, respectively. For Reuters, SCL (BT) underperforms SS-
SB-MT by 1.3 and 12.4 points in ACC and AMI, respectively.
The reason may be that LSTM has light structure and no
pre-trained knowledge (it is also an advantage from a deploy-
ment perspective, even if it hurts performance) to effectively
learn the representations of long texts.

We further compare BCubed F1 Score for SCL (BT) and
SCL (RM) in Table 5 for BERT under different numbers of
clusters, n̂. For SearchSnippets and Stackoverflow, the best
scores are obtained when n̂ is close to the n of the gold
clusters (8 and 20, respectively). However, for 20Newsgroup
and Reuters, we obtained the best scores when n̂ are 15 and
5, respectively. Then we change the encoder into LSTM and
report and the BCubed F1 Score in Table 6. It can be observed
that except 20Newgroup, the LSTM helps to obtain the best
score when n̂ is close to or equals the n of the gold clusters.
Results in Table 5 and Table 6 indicate that both BERT
and LSTM are capable of distinguishing categories, as the
encoders of SCL.

As mentioned earlier, we introduce UDA into FCL to
enhance the model ability to distinguish categories by adding
KL divergence. BT/RM (data augmentation for positive and
negative sampling) in SCL and UDA have different opti-
mization objectives. Nevertheless, we still explore the perfor-
mance of SCL combinedwith UDA, and the results are shown
in the Table 7. Compared with FCL+UDA, SCL+UDA has
little improvement in performance.
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TABLE 7. SCL ablation study: the bold results are the best scores.

TABLE 8. FCL performance comparisons: the bold results are the best scores.

2) FCL PERFORMANCE
Comparing FCL to SCL and other unsupervised methods
may not be fair, because FCL is a semi-supervised model
and uses weak labels. Therefore, we compare the FCL
results to the aforementioned supervised method by employ-
ing two encoders (see Section IV-D). In addition to the
training data percentage, we emphasize that even if FCL
and supervised learning use the same proportion of train-
ing data, the advantage of FCL is also reflected in the no
requirement for full category labeling. In Table 8, given
the same proportion of training data, the performance gap
between FCL and supervised learning is small. Even if we
compare 10% FCL and 100% supervised learning, using
BERT model, FCL underperforms the supervised method by
6.4 points and 3.0 points for SearchSnippets and Stackover-
flow in terms of ACC, respectively. When UDA is added
in addition (FCL + UDA), we can obtain higher ACC and
AMI scores for both datasets. FCL underperforms the super-
vised method by 3.1 points and 17.2 points in ACC for
20Newsgroup and Reuters, respectively. However, for FCL
+ UDA, this difference reduces to 10.4 points for Reuters.
That is, FCL performs very close to supervised learning, and

the additional UDA shows sound effects for the short texts
clustering.

When using LSTM, FCL underperforms the corresponding
supervised method by 7.5 and 9.1 points in terms of ACC
for SearchSnippets and Stackoverflow, respectively. This
performance gap is larger than the one between BERT-FCL
and supervised BERT. The performance gap is larger for long
texts, suggesting a lack of pre-trained knowledge in LSTM
again. It is likely that LSTM is not suitable for long text
clustering also because the supervised learning method can
achieve decent scores in ACC but poor scores in AMI and
ARI. In contrast, LSTM-FCL increases the scores in AMI
and ARI. As for UDA, it does not appear to bring any benefit
over LSTM.

V. DISCUSSION
A. TUNING
1) TUNING BATCH SIZE
The batch size in our experiment was small (i.e., 2m =

160 for short texts and 2m = 40 for long texts) due to resource
(i.e., GPUs) constraints. However, according to [4] who used
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TABLE 9. Clustering ACC for 20Newsgroup under τ variations.

TPUs, we expect that we can improve performance given the
larger batch size.

2) TUNING τ

To examine the effect of the choice of the temperature param-
eter τ on clustering accuracy, we report on the results of an
additional experiment using different τ values. Note that the
purpose of this experiment is to investigate the best possible
performance; as we are exploiting gold clusters to compute
cluster accuracy, tuning τ in this manner is not practical.
From the clustering accuracies for the 20Newsgroup under τ

variations shown in Table 9, it can be seen that both 10% FCL
withUDAand SCLwith BT can achieve the best performance
when τ is 0.5, and the accuracy decreases when either τ <

0.5 or τ > 0.5. Therefore, we suggest setting τ = 0.5 as the
default for the clustering tasks.

B. FAIRNESS OF THE COMPARISONS
As SCL is an unsupervised method, we compared
it with state-of-the-art unsupervised methods. However,
we acknowledge that SCL exploits BT and RM as an addi-
tional knowledge source. The main disadvantage of SCL is
that, in a mini-batch, two positive pairs may be generated
from two texts in the same class. However, we treat these
two pairs as negative samples for each other, which limits
the performance of SCL. As for FCL, we compared it with
a supervised method rather than other few-shot learning
methods. Note that while FCL is semi-supervised, it is
different from traditional few-shot learning methods. More
specifically, although we use the texts for all classes when
constructing a mini-batch, the only prior knowledge needed
is whether the two texts are similar or not. That is, we can
transfer an n-clustering problem using n classes of labels to
one using binary discriminative labels.

VI. CONCLUSION
In this paper, we proposed SCL and FCL with UDA for text
clustering by using two kinds of neural structures. SCL is
label-free, whereas FCL requires weak labels and outper-
forms SCL. We tuned and trained LSTM and BERT by our
learning methods and performed clustering according to the
learned latent representations. In SCL, we introduced two
data augmentation methods, BT and RM. In FCL, we option-
ally use the UDA. Our main findings from the experiments
are as follows.

• BERT-SCL outperforms the state-of-the-art in terms
of ACC over Stackoverflow (short-text), 20Newsgroup
and Reuters (long-text), whereas existing methods are
usually valid only for short texts or only for long

texts. In particular, although BERT-SCL underperforms
the state-of-the-art in terms of ACC (2.0 points) over
SearchSnippnets (short-text), the stability and genera-
tion ability of our methods are stronger than that of
SCCL.

• LSTM-SCL performs reasonably for short-text clus-
tering, however, does not perform well for long-text
clustering.

• BERT-FCL shows that FCL can obtain performance that
is very close to a supervised method, and even compar-
ing 10%FCL with 100% supervised learning; FCL with
UDA improves the performance for short texts further.

• LSTM-FCL shows a performance improvement in terms
AMI and ARI, compared to that of supervised models,
which suggests the advantage of FCL.

To the best of our knowledge, we are the first to suc-
cessfully apply CL in an unsupervised manner to perform
clustering tasks. To ensure the reproducibility of our work,
we have made our code and experiment results available.
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