
Received 1 July 2023, accepted 31 July 2023, date of publication 7 August 2023, date of current version 25 August 2023.

Digital Object Identifier 10.1109/ACCESS.2023.3302696

Improved Particle Filter-Based Modeling With
Robotic GMAW for Weld Forming Prediction
ZIQUAN JIAO 1,2, XINGYU GAO 1, ZHIQIANG FENG 2, TONGSHUAI YANG 2,
SHANBEN CHEN3, (Senior Member, IEEE), AND WENJING LIU4
1School of Mechanical and Electrical Engineering, Guilin University of Electronic Technology, Guilin 541004, China
2Guangxi Engineering Technology Research Center of Ship Digital Design and Advanced Manufacturing, Beibu Gulf University, Qinzhou 535011, China
3Intelligentized Robotic Welding Technology Laboratory, Shanghai Jiao Tong University, Shanghai 200240, China
4Faculty of Education, Saitama University, Saitama 338-8570, Japan

Corresponding author: Xingyu Gao (sjtufjzq@sina.com)

This work was supported in part by the National Natural Science Foundation of China under Grant 51969001 and Grant 52261044, in part
by the Guangxi Innovation-Driven Development Special Fund Project of China under Grant GuikeAA18118002-3, in part by the Guangxi
Natural Science Foundation of China under Grant 2021GXNSFBA075023 and Grant 2018JJA170110, in part by the Guangxi Science and
Technology Plan Project of China under Grant GuikeAD18281007, and in part by the Innovation Project of Guangxi Graduate Education
under Grant YCBZ2019050 and Grant 2020YCXB01.

ABSTRACT To solve the knowledge modelling problem of strong nonlinear characteristics such as
multivariable, high coupling and stochastic interference in the GMAWprocess of hull structures, a clustering
similarity particle filter (CSPF) method based on the consistency principle of the state trajectory is proposed
to establish a knowledge model for welding dynamics. The modelling mechanism of the stochastic process
is selected to construct a Hammerstein model with uncertain noise in the relationship between the welding
parameters and geometric characteristics of the weld pool, and the Hammerstein model is identified using
a step response test of constant specification and two parameter identification algorithms: the recursive
least squares method and the final prediction error criterion. Thus, the state space equation of the accurate
identification structure is provided for knowledge process modelling. Relying on the particle filter algorithm
as the core of themodelling framework and theoretical analysis, SISfiltering andGPF predictionmethods are
adopted to obtain the combined trajectory formed by the current (original) and future multistage (modified)
spatial state information, and the state similarity between the combined trajectory and the actual system
trajectory is measured by the cluster analysis method. A new proposed distribution is generated under the
guidance of similarity measurement to improve the particle degradation phenomenon, update the first-order
Markov process with new observation information to compensate and modify the importance weight
calculation, replace the resampling strategy to eliminate the particle depletion problem, and then establish the
welding knowledgemodel of state tracking and forming prediction. Through simulation and experimentation
of hull structure GMAW, it is concluded that both the training effect of state tracking and the prediction accu-
racy of weld formation can meet the process requirements of ship welding by particle filter and its improved
method. Meanwhile, integrated with the convergence theorem of the CSPF algorithm, compared with the
standard particle filter and auxiliary particle filter, the training effect of state tracking is better in the appli-
cation of the CSPF method in the process knowledge modelling of hull structure GMAW, and the prediction
results of weld forming have the advantages of higher accuracy, stronger robustness, and better timeliness.

INDEX TERMS Particle filter, robotic GMAW, weld forming prediction, Bayesian theory, Markov process,
clustering similarity.

I. INTRODUCTION
As an important part of modern shipbuilding technology,
gas metal arc welding (GMAW) using intelligent robots
has received increasing attention from marine engineers
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[1], [2], [3]. The traditional GMAWprocess for hull structures
mainly depends on manual operations by experienced techni-
cians. However, it has the shortcomings of high welder labour
intensity, low production efficiency and difficulty in ensur-
ing product quality, which promotes the transition of ship
welding manufacturing from manual operation to automa-
tion, robotics and intelligence. The premise of realizing the
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intelligent requirements of ship GMAW technology is to be
able to describe and master the knowledge of various weld-
ing states, that is, the knowledge modelling of the welding
dynamic process [4], [5]. The purpose is to raise welding
phenomena to their essence, determine the trends and charac-
teristics representing different welding behaviours, upgrade
it from technology to science, and provide theoretical and
technical support for the development of welding automation
and intelligence.

However, the knowledge modelling of ship GMAW
describes the relationship between process parameters and
forming characteristics, which is generally expressed in the
theoretical form of physics or mathematics, and the accuracy
of the model seriously depends on the degree of understand-
ing welding requirements [6]. Aiming at the unmeasurable
problem of forming prediction, it is usually necessary to
establish a mapping relationship between the welding spec-
ification parameters and weld forming characteristics, that
is, knowledge modelling of the welding dynamic process.
At present, the research on welding process modellingmainly
includes three categories: numerical simulation, weld pool
vibration method and geometric characteristic modelling.
Numerical simulation [7], [8] uses a numerical analysis
method to calculate the physical law of the heat flow field
of a weld pool and the surrounding environment during the
welding process according to some theoretical assumptions
and then establishes the corresponding relationship with the
welding parameters, such as the temperature field model [9],
penetration andweld pool surface contourmodel [10], plasma
arc model [11], etc. Although the model has high prediction
accuracy under the premise of theoretical assumptions, it can
only be used in off-line process because of its poor description
and large amount of calculation for complex and changeable
welding dynamic process. The weld pool vibration method
assumes that the weld pool can be represented by a mathe-
matical model with uncertain parameters and a determined
model structure. According to the deterministic relationship
between the inherent oscillation frequency and model param-
eters, the unknown parameters of the weld pool model can
be determined by measuring the oscillation frequency of the
weld pool. Kotecki [12] first pointed out that the change
in arc force caused by welding current can cause the weld
pool to vibrate, including the oscillation of the weld pool at
a natural frequency after arc termination. Wang et al. [13]
found that a current superimposed with an AC signal of a
certain frequency during DC welding will cause a periodic
change in the arc force, causing vibration on the surface of the
weld pool, and then obtained the corresponding relationship
between the weld pool size and vibration frequency. On the
premise of specific welding methods, this method can ensure
a high accuracy level of penetration prediction, but it requires
a variety of specific measurement sensors, which has certain
application limitations.

The characteristic modelling of weld pool geometry is
an important premise to ensure welding quality. However,

in practical engineering applications, due to the complexity
of the ship structure and various processes and limited by the
environmental conditions, it is difficult to directly observe the
geometric characteristics of the weld pool in real time, such
as the front weld width, reinforcement, weld depth, etc. Many
engineering practices and welder experiences [14], [15] show
that there is a correlation between the geometric character-
istics of the weld pool and the welding process parameters.
Through the adjustment of the process parameters, the geo-
metric characteristics of the weld pool can be predicted and
controlled. This paper mainly studies the knowledge mod-
elling method of ship intelligent GMAW, which belongs to
the above classification. At the same time, with the develop-
ment of artificial intelligence technology, such as neural net-
works, support vector machines, fuzzy sets, and rough sets,
an increasing number of scholars have introduced artificial
intelligence modelling methods into the prediction and con-
trol of welding dynamic process. The dynamic process of ship
GMAW has the characteristics of strong nonlinearity, con-
tinuity, time-delay, multivariable coupling, uncertain factors
and stochastic interference. An artificial intelligence method
can well describe the whole welding process to a certain
extent. Li and Amith et al. [16], [17] established an artificial
neural network prediction model based on the relationship
between welding process parameters (peak current, welding
speed, wire filler rate, etc.) and the geometric characteristics
of the weld pool. Chen and Feng [18], [19], [20], [21] fully
obtained welding experience knowledge and established a
knowledge model of the ship welding process by extracting
fuzzy set and rough set rules using a support vector machine
to solve the problem of predicting the geometric characteris-
tics of the weld pool.

Although the above methods have made great research
progress, due to the operation requirements of these methods,
it is necessary to discretize the continuity of the welding
dynamic process and learn from a large amount of prior
knowledge, resulting in the inclusion of more subjective
factors in the modelling method, which affects the accuracy
of the results [22]. Meanwhile, the mathematical model
established using the above method is based on determin-
istic system theory, and the relationship between input and
output strictly corresponds. In the process of obtaining
parameter output according to the model, the influence of
system interference in the process is generally not consid-
ered. The influence of system interference in the process
of obtaining parameter output according to the model is
generally not considered [23].While the particle filtermethod
selected in this paper is to realize Bayesian state estimation
through Monte Carlo simulation technology. The Hammer-
stein stochastic noise model is used to construct the state
space equation, which determines the objective change rule of
welding process parameters and weld formation. Combined
with the particle degradation and depletion problems existing
in conventional particle filter, a cluster similarity particle
filter is used to establish the dynamic knowledge model of
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ship GMAW process under the joint action of multivariable
coupling and stochastic interference factors, which can effec-
tively solve the strong nonlinear problem of continuity, time-
delay and stochastic interference in ship GMAW, and makes
up for the defects of prior knowledge and stochastic noise.

The paper is structured as follows. In Section II, we present
the background knowledge theory of ship GMAW dynamic
process. Section III presents the modelling and application
of a particle filter for ship GMAW and provides a theoretical
explanation of the CSPF and proves the relevant theorems.
In Section IV, the CSPF simulation results of state tracking
and form prediction are compared with other PF algorithms.
Finally, conclusions are drawn in Section V.

II. KNOWLEDGE MODELING OF SHIP GMAW
DYNAMIC PROCESS
There are many types of stochastic disturbances with uncer-
tain characteristics in the ship GMAW process, such as
unstable output of power supply, changes in weld gap, envi-
ronmental temperature fluctuations, thermal deformation and
accumulation, etc., which can cause uncertainty in the actual
operation of the welding system, resulting in the solid state
forming of the weld pool changing with stochastic noise
under constant process parameter input. At present, artifi-
cial intelligence methods are mainly based on deterministic
system theory, and the relationship between parameter inputs
and response outputs is strictly corresponding, without con-
sidering the influence of time-varying processes and stochas-
tic disturbances in welding systems. Knowledge modelling
issues related to ship GMAW nonlinearity, time-delay, mul-
tivariable coupling, and stochastic disturbances, this paper
selects the stochastic mechanism to abstract the welding
dynamic system, which will be more suitable for the actual
process. Based on this, the Hammerstein stochastic noise
model is introduced to establish the nonlinear mapping rela-
tionship between welding specification parameters and weld
pool shape, which accurately reflects the characteristic effect
of stochastic noise in the actual production process. And
then the noise model structure is identified and optimized by
step response test, recursive least squares and final prediction
error criterion to obtain the state space equation representing
the GMAW dynamic physical process, which determines the
objective change rule of welding process parameters andweld
formation.

To solve the problem of nonlinear knowledge modelling
of ship GMAW, the process characteristics should be under-
stood. Process parameters and the material state are two
important factors affecting the characteristic parameters of
the weld pool during dynamic welding. Among them, the pro-
cess parameters include the welding current, arc voltage, wire
filler rate and welding speed, and the material state includes
the welding plate and weld gap. To fully understand the
dynamic change trend of weld pool characteristics with dif-
ferent welding processes in the ship welding process, a state
space mathematical model between the welding specification
parameters and weld pool shape characteristics is established

using the principle of stochastic process modelling, and then
themodel structure and parameters are identified according to
online identification technology. Finally, combined with the
clustering similarity particle filter, the characteristic parame-
ters of the weld pool are predicted, which provides a technical
basis for weld forming quality control in the ship GMAW
welding process.

A. STOCHASTIC VARIABLES AND NOISE INTERFERENCE
IN THE SHIP GMAW PROCESS
Assuming that various process conditions are in an ideal state,
such as standardized plate form, constant weld gap, stable
gas flow and heat dissipation conditions, maintained working
environment temperature and no noise interference, a stable
welding process can be obtained using constant standardized
welding parameters to ensure the stability and quality of
weld formation. However, in an actual ship welding working
environment, the above working conditions (including the
welding specification parameters) are unstable and unpre-
dictable. The stochastic property of this working condition
affects the stability of the welding process, making the weld-
ing results stochastic. In the process of system identification
parameters and knowledgemodelling, process parameter data
are collected using measuring instruments in the dynamic
welding, but the measured values are inaccurate due to noise
interference error.

The action of interference noise on knowledge modelling
can be divided into deterministic interference and stochastic
interference noise [24]. Deterministic interference noise can
be expressed as

Zd (t) = T (t) + ψ(t) (1)

where Zd , T and ψ are the measured value, true value
and interference noise of the system, respectively. Stochastic
interference noise can be expressed as

Zr (t) = f [T (t), Ψ (t)] (2)

where the mixed signal Zr is a nonadditive function of T
and Ψ . These disturbances cause some process parameters
in the welding dynamic system to become stochastic vari-
ables. Only when the stochastic process is introduced into
the welding dynamic modelling can the characteristics and
effects of the stochastic noise in the actual welding process
be truly reflected.

B. STOCHASTIC PROCESS MODELING PRINCIPLE OF SHIP
GMAW
GMAW is a heat treatment process in which hull struc-
tural materials undergo heating, melting, solidification and
continuous cooling under the action of an arc heat source.
According to the theory of heat transfer, arc heat can be
regarded as the excitation of a dynamic system, which is a
static nonlinear functional relationship, and the heat transfer
process can be approximated by a dynamic linear system. For
the welding process that can be decomposed into nonlinear
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FIGURE 1. Hammerstein stochastic noise model for hull structure GMAW.

and linear subsystems, we use a Hammerstein model [25] for
simulation as shown in Figure 1.
In Figure 1, Lq = q−d is the time translation operator of the

delay factor, and d is the time-delay factor. The zero memory
nonlinearity factor isϒ(k) = γ1u+γ2u2+· · ·+γpup+ψ(k)
and the linear dynamic subsystem is

B(Z−1)
A(Z−1)

=
β1Z−1

+ β2Z−2
+ · · · + βnZ−l

α1Z−1 + α2Z−2 + · · · + αnZ−l (3)

where u(k) and Z(k) are the input and actual output variables
of the system process, respectively and γ (u) andϒ(k) are the
input functions and output variables of the nonlinear factor.
The equivalent synthetic noise is e(k) = Ψ (k) + ψ(k)/A(Z),
ψ(k) and Ψ (k) are distributed noise in different stages of the
nonlinear factor and linear part, respectively.

There are many sources of interference noise in the actual
welding process. During model construction, all the stochas-
tic noise effects are integrated together and replaced by an
equivalent noise. The model in Figure 1 can be simplified to
the following time domain expression:

A(q−1)Z(k) = B(q−1)
p∑
i=1

γiui(k−d) + e(k) (4)

Further expansion can be obtained as follows:

Z(k) = −

l∑
i=1

αiZ(k−i)

+

m∑
i=0

p∑
j=1

βiγjuj(k−j−d) + e(k) (5)

Let

Γ (k) = [−Z(k − 1),−Z(k − 2), . . . ,−Z(k − l), u(k − d),

u(k−d − 1), . . . , u(k−d − m), u2(k − d),

u2(k−d − 1), . . . , u2(k−d − m), up(k − d),

up(k−d − 1), . . . , up(k−d − m)] (6)

ϑ = [α1, α2, · · · , αl, β0γ1, β1γ1, · · · , βmγ1, β0γ2, β1γ2,

· · · , βmγ2, β0γp, β1γp, · · · , βmγp]T (7)

Then, the above formula can be rewritten as

Z(k) = Γ (k)ϑ + e(k) (8)

where Γ (k) : 1 × [l + p × (m + 1)] is a dimension vector,
ϑ : [l + p× (m+ 1)] × 1 is a dimension vector, l,m are the
order of the linear dynamic subsystem, p, d are the highest
power and time-delay factor of the nonlinear part, Γ, ϑ are
the model structure and parameters, respectively.

C. STRUCTURE IDENTIFICATION OF THE HAMMERSTEIN
STOCHASTIC NOISE MODEL
Model structure identification is the premise and guarantee
of welding forming prediction. In system identification, there
are many selection methods for structural parameter estima-
tion [26], such as the Akaike criterion, rank estimation of
the Hankel matrix, determinant ratio, variance estimation of
residuals, recursive least squares method (RLS), final pre-
diction error criterion (FPE) and so on. In this paper, under
the reasonable design of an identification test, the structural
parameters of the Hammerstein stochastic noise model are
estimated as the combination of the step response, RLS and
FPE. First, the step response identification method is used
to determine the time-delay factor. Second, assuming the
order of the linear subsystem, the optimal highest power of
the nonlinear part is obtained using the RLS method [27].
Finally, the FPE criterion [28] is used to evaluate the optimal
linear order selection. In this example, the welding current
and wire filler rate are selected as the input parameters to
the model, and the geometric dimension characteristics of the
weld pool represented by the weld width are used as the input
parameters.

The step signal is simple and easy to obtain, and its
response reflects the main information of the welding
dynamic characteristics and can also be used as the input
signal for system identification. Methods to determine the
process transfer function using the step response include
the approximation method, semilogarithm method, tangent
method, two-point method and area method [29]. In this
paper, the more mature area method is used for step
response identification. The specific steps are as follows:
a) Design step response process test to obtain input and output
data; b) Necessary preprocessing of data: simplification and
screening; c) Draw the model response curve and verify
the model; d) The identified discrete model is transformed
into the expression of a continuous transfer function; e) The
time-delay factor of the model is determined according to the
welding empirical knowledge and transfer function.

The material selected for the step response test is low
carbon steel Q235. The most commonly used carbon dioxide
gas shielded welding for hull construction is selected for
GMAW welding. The welding process is flat butt welding.
The process parameters of thewelding specification are deter-
mined through the rule database: the welding current I ranges
from 120 A to 170 A, the arc voltage VA = 20 V, the
welding speed VW = 2.5 mm/s and the plate frame gap
g = 4.0 mm. In the current step test, the arc voltage VA and
welding speed VW remain unchanged. The positive/negative
step of the welding current is 50 A, from 120 A to 170 A,
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and the negative step value is from 170 A to 120 A. In the
welding process, after 60 sampling points are collected with
the initial current, the step change is generated by the current
controller. From the 61st sampling point as the output result
after the step response, the characteristic parameters of the
weld width and welding current are obtained using the weld
pool image and a current sensing system. Using the same
identification method, the transfer function under the condi-
tion of a negative current step can be obtained. The specific
current step response is shown in Figure 2.

FIGURE 2. Transient response of weld width with current step.
(a) Current of positive step (b) Weld width of positive step (c) Current of
negative step (d) Weld width of negative step.

The determination of the time-delay factor is related to the
transfer function of the step response. From the distribution
of data shown in Figure 2, there is no oscillation phenomenon
in the welding process under the current step response. There-
fore, it can be considered a first-order system, and its transfer
function is as follows:

G(s) =
Ke−ds

1 + ts
(9)

whereK is the gain coefficient of the step response and t is the
time constant. Since the structural order of the system transfer
function has been determined, theminimum condition param-
eters of the degree of fitting and comprehensive error FPE
are compared and selected as the time-delay factor, and then
other characteristic parameters of the transfer function are
determined. Since the structural order of the system transfer
function has been determined, the optimal condition param-
eters of the degree of fitting and comprehensive error FPE
are compared and selected as the time-delay factor, and then
the other characteristic parameters of the transfer function
are determined. The transfer function parameters of the shape
characteristics of the weld pool with positive/negative current
steps are shown in Table 1.
According to the identification results shown in Table 1,

the time-delay characteristics of the weld widthWf response

TABLE 1. Transfer function parameters of weld shape characteristics
under current step response.

under positive and negative step conditions are not obvious,
while the time-delay factor d of the weld width under pos-
itive step conditions is larger than that under negative step
conditions, indicating that low carbon steel weld forming is
more sensitive to a reduction in heat input than an increase
in equivalent heat input. Under the condition of a positive
step, the gain coefficient K and time constant t of the weld
width are larger than that of a negative step, which shows
that the weld forming is not only determined by the heat
input but also affected by the arc thrust. With a decrease in
current, the arc thrust decreases rapidly, resulting in a rapid
change in weld forming characteristics. In the positive and
negative step tests, the parameters of the transfer function
obtained are different, indicating that the welding process
has the characteristics of nonlinearity, strong coupling and
variable time delay. Therefore, the above influencing factors
should be fully considered in the knowledge modelling of the
hull GMAW process.

In the GMAW process of a hull structure, the wire filler
rate and its determined wire filling amount are very important
to weld forming. A change in the wire filling amount will
directly lead to a change in the weld width and reinforcement
characteristics. When the wire diameter, feeding and swing
mode of the welding gun are determined, only the wire filler
rate can determine the wire filler effect. Therefore, the wire
filler rate should be considered as an important influencing
factor of weld forming in the knowledge modelling of the
welding process. In this case, the wire filler rateVF is selected
from 2.6 to 4.5 m/min, and other welding process parameters
refer to the current step test. In the welding process, after
60 sampling points are collected with the initial wire filler
rate, a step change of 1.9 m/min is generated by the filler
controller. From the 61st sampling point as the output result
after the step response, the characteristic parameters of the
weld width and filler rate are obtained using the weld pool
image and a wire sensing system. Using the same identifi-
cation method, the transfer function under the condition of a
negative step can be obtained. The specific step response of
the wire filler rate is shown in Figure 3.

From the data distribution shown in Figure 3, it can be
seen that the step response of the wire filler rate has a similar
function structure with the step of the welding current. Using
a similar identification method, the transfer function parame-
ters of the shape characteristics of the weld pool with positive
and negative wire filler rate steps are shown in Table 2.
According to the transfer function identification results

shown in Table 2, the time-delay characteristics of the
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FIGURE 3. Transient response of weld width with wire filler rate step.
(a) Wire filler rate of positive step (b) Weld width of positive step (c) Wire
filler rate of negative step (d) Weld width of negative step.

TABLE 2. Transfer function parameters of weld shape characteristics
under wire filler rate step response.

response of the wire filler rate to the weld width Wf under
positive and negative step conditions are also not obvious.
Under the condition of a positive step, the time-delay factor d
is close to 0 and less than that of a negative step, and the
time constant t is much greater than that of a negative step,
indicating that an increase in wire filler metal leads to a sharp
increase in arc thrust, which quickly affects weld formation.
The gain coefficient K of the weld width under a positive
step condition of the wire filler rate is less than that under
a negative step condition, which indicates that an increase in
wire filler leads to the need for more heat for wire melting.
It also shows that the welding current I and wire filler rate VF
play a decisive role in the shape characteristics of the weld
pool, so it is correct to take the above two factors as the control
variables of the hull structure GMAW.

After determining the time-delay factor of the two
welding process parameters, the highest power of the non-
linear part is identified on the premise that the order of the
linear dynamic subsystem is known. Taking the highest power
pi1, p

j
2 (i, j = 1, 2, . . .) of the current and wire filling rate,

a state that reduces the error index function, which tends
to be smooth, can be obtained. The identification program
is selected because the polynomial approximation theory of
nonlinear systems (the essence of nonlinear characteristics is
polynomial) proves that the greater the highest power p is,

the better the degree of accurate approximation. When p is
equal to the true power of thewelding system, the error should
be the smallest, and the error should remain unchanged theo-
retically when the value of p increases. However, the highest
power p of the actual welding system is uncertain and may
be very large, so a satisfactory error level can be obtained by
increasing the linear order m.

Assuming that the order of the linear dynamic subsystem is
known, {k = k0+1, · · · , k0+N (N ≥ l+p×(m+1))} is taken
for formula (8) to obtain the least squares normal equation

Z =

Z(k0 + 1)
...

Z(k0 + N )

 =

Γ (k0 + 1)
...

Γ (k0 + N )

 · ϑ = ℵ · ϑ (10)

The final prediction error (FPE) criterion can be obtained

2(ϑ) = (Z − ℵϑ)T (Z − ℵϑ) (11)

The minimum value is taken to obtain the least squares
solution as

ϑ̂ = (ℵTℵ)−1
ℵ
TZ (12)

where the model parameters correspond toα̂0, · · · , α̂Nβ̂0, · · · , β̂N
ri+1

 =

 ϑ̂(1), · · · , ϑ̂(N )
ϑ̂(N + 1), · · · , ϑ̂(N + m+ 1)
ϑ̂(N + i(m+ 1) + l)/ϑ̂(l + N )

 ,
{
i = 1, · · · , p− 1
l = 1, · · · ,m+ 1

(13)

With an increase in experimental data, the identification
speed of the above algorithm will be slower, and too much
old information will weaken the role of new information.
Considering the real-time characteristics of the model struc-
ture, the recursive least squares (RLS) identification method
is used to improve the performance.

Assuming the least squares normal equation ZN = ℵNϑ

where N groups of observation data are measured, when the
N + 1 group of data Z(k0 + N + 1) is measured, then

ℵN+1 =

[
ℵN

ℵN+1

]
, ZN+1 =

[
ZN

Z(k0 + N + 1)

]
(14)

Assuming ΛN = [ℵTNℵN ]−1, the recursive formula can be
obtained

ϑ̂N+1 = ϑ̂N +ΛNℵ
T
N+1(1 + ℵN+1ΛNℵ

T
N+1)

−1

(Z(k0 + N + 1) − ℵN+1ϑ̂N ) (15)

ΛN+1 = ΛN −ΛNℵ
T
N+1(1 + ℵN+1ΛNℵ

T
N+1)

−1
ℵN+1ΛN

(16)

The above formula can be simplified to
ϑ̂N+1 = ϑ̂N + K (N + 1)(Z(k0 + N + 1) − ℵN+1ϑ̂N )
K (N + 1) = ΛNℵ

T
N+1(1 + ℵN+1ΛNℵ

T
N+1)

−1

ΛN+1 = (E − K (N + 1)ℵN+1)ΛN

(17)
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The recursive initial value can be selected as
ϑ̂0 = 0

Λ0 = ℓ2E =


ℓ2 · · · 0
. . .

0 · · · ℓ2

 , 105 ≤ ℓ2 ≤ 1010
(18)

The FPE of the recursive algorithm is:

max
∣∣∣ϑ̂N+1 − ϑ̂N /ϑ̂N

∣∣∣ < ε (19)

where ε is appropriately small.

D. EXCITATION SIGNAL TEST DESIGN FOR MODEL
STRUCTURE IDENTIFICATION
The identification algorithm requires that the structural
parameterℵTNℵN must be a regular matrix (reversible matrix),
and the necessary and sufficient condition is that the input
signal of the process parameters in the welding process must
be a first-order continuous excitation signal. This means
that the input required for structure identification cannot
be selected arbitrarily; otherwise, the required identifica-
tion effect cannot be achieved. At present, commonly used
methods are random sequences (such as white noise), pseudo-
random sequences, discrete series and so on. Combined with
the dynamic process characteristics of ship GMAW, based on
the advantages of no memory and no correlation with time
of white noise, this example selects it to obtain the random
excitation signal using the recursive congruence method.

The test platform required in this experiment is the robotic
GMAW system, as shown in Figure 4. It mainly consists of
a Kuka Arc5 robot, a pulsed GMAW power supply system,
an industrial personal computer (IPC), a wire feeder, a visual
sensing, a hall sensor, and a laser-based seam tracking
system. The tracking system is used to identify the weld
trajectory through laser scanning, guide the robot to move
autonomously, and adjust the welding torch attitude to com-
plete the welding preparation accurately and efficiently. The
welding current and arc voltage are acquired by hall sensors.
The visual sensing system is composed of a CCD camera,
lenses, and special filters, by adjusting the relative position of
the CCD camera and the workpiece, the geometric character-
istics of the topside and backside weld pools can be obtained.
The sampling frequency of the data acquisition card (DAQ)
is set to 40 kHz, which can convert the collected analog
signals into digital signals and send them to the data analysis
module of the IPC. The processed feature information, such
as welding current and wire filler rate, is input into the knowl-
edge modelling module of industrial computer controller to
obtain a posteriori probability prediction of weld formation,
thus providing technical support for future research on weld-
ing quality control. Under reasonable welding specification
parameters, the random variation range of the welding current
and wire filler rate is determined. A robot welding test is
carried out under the condition that the above two variables
change randomly, and the shape parameters of the weld pool
are extracted. The specific basic process conditions are shown
in Table 3.

FIGURE 4. Physical and schematic diagram of the ship GMAW experimental platform.

TABLE 3. Random experimental conditions of ship hull GMAW.
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E. GMAW NONLINEAR MODEL OF THE HAMMERSTEIN
STOCHASTIC NOISE
According to the Hammerstein model principle, the structure
of the ship GMAW process knowledge model is complex.
The characteristic output of the weld pool is related not only
to the input of the welding process parameters at the current
and some previous historical times but also to the stochastic
system interference at a historical time. In this case, the char-
acteristic size of theweld pool-front weldwidthWf is taken as
the system output, and the system input is represented by the
welding process parameters: welding current I and wire filler
rate Vf . The mathematical expression of the Hammerstein
stochastic noise model [25] can be expressed as

Z(k) = −

l∑
i=1

αiZ(k−i) +

m1∑
i1=0

p1∑
j1=1

β1i1γ1j1u
j1
1 (k − i1 − d1)

+

m2∑
i2=0

p2∑
j2=1

β2i2γ2j2u
j2
2 (k − i2 − d2) + e(k) (20)

where Z represents the melting width Wf of the system out-
put; uj11 and uj22 represent the welding current and wire filler
rate, respectively, of the system input; e(k) is the stochastic
white noise; l is the linear order of the weld width at the
historical time; m1 and m2 are the linear order of the welding
current and wire filler rate, respectively; p1 and p2 are the
nonlinear highest powers of the welding current and wire
filler rate, respectively; and d1 and d2 are the time-delay
factors of the welding current and wire filler rate of the
nonlinear part, respectively.

Referring to the structural identification method of knowl-
edge modelling for welding dynamic process, the structural
parameters of the relationship model between weld width and
welding current and wire filler rate are optimized. First, the
time-delay factors d1 and d2 are determined according to the
step response test. Second, on the basis of assuming the order
m1 andm2 of the linear subsystem, the RLSmethod is used to
increase the nonlinear power p1 and p2 to identify the optimal
highest power value. Finally, the minimum loss function is
found according to the FPE criterion and then the optimal
order m1 and m2 of the linear subsystem is determined. See
Figure 5 for the specific identification ideas.
Relying on the step response experimental results, the

time-delay characteristics of the ship GMAW dynamic pro-
cess are not obvious, and all the factors d are less than 0.6.
Therefore, the time-delay factors of the welding current and
wire filler rate, which are input parameters to the GMAW
nonlinear knowledge model, are set to 0. In this case, first, the
particle filter algorithm is used to build the prediction model
of forming characteristics, which follows the first-order
Markov process, so it is concluded that the linear order l
of the weld width is set to 1. Second, depending on the
principle of timeliness, the structural model should not be
too complex. Assuming the linear order m1 = m2 = 2,
the highest power of the optimal nonlinearity is determined
as p1 = 1, p2 = 3 using the RLS method; see Figure 6

FIGURE 5. Structural identification of the GMAW nonlinear system model.

for details. Finally, the linear order is changed successively
according to the optimal highest power, and the minimum
loss function is found using the FPE criterion to determine the
optimal linear order m1 = 1, m2 = 3, as shown in Figure 7.

III. DYNAMIC KNOWLEDGE MODELING METHOD
OF SHIP GMAW
In the actual ship weldingmanufacturing process, weld obser-
vation sensor equipment is complex and has high installation
requirements for hull structures. At the same time, the pro-
cessing algorithm of image recognition and feature extraction
is complex and time-consuming, which does not easily meet
the target requirements of real-time observation and moni-
toring. Therefore, this paper uses the improved particle filter
method to establish the GWMA dynamic knowledge model
of hull structures to predict the weld characteristic infor-
mation at the current time to provide accurate information
feedback for the subsequent online real-time control of ship
welding.

A. PARTICLE FILTER
The particle filter in [30] is a Bayesian state estimation
algorithm based on Monte Carlo simulation technology,
which can deal with various forms of nonlinear and non-
Gaussian problems. The core idea is to approximate the
probability density function (PDF) by finding a group of
stochastic samples propagating in the state space and replace
the integral operation with the mean value of the samples to
obtain the minimum variance distribution of the system state.

It is assumed that the welding nonlinear system can be
defined as a dynamic state system model [31] composed of
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FIGURE 6. Model structural identification of nonlinear highest power
under the premise of fixed linear order.

a group of time-varying and unobservable state sequences xk
and a group of observation sequences zk :

xk = f (xk−1,wk ) (State Transition) (21)

zk = h(xk , vk ) (Observation Equation) (22)

where xk and zk represent the system state and observation
information at time k , f (∗) and h(∗) are the state transition
and observation functions, and wk and vk are the system
disturbance noise and observation noise at time k .
It is assumed that state xk follows a first-order Markov

process, and xk remains independent of the observation
information zk . From the perspective of Bayesian theory, the
problem of state estimation is to recursively calculate the
reliability p(xk |z1:k ) of the current state xk according to
the existing observation data z1:k (a posteriori knowledge)
at the previous time, which carries out the above recursion
through two steps of prediction and update.

• Prediction

x0:k = {xi, i = 0, 1, · · · , k} represents the state variable
from time 0 to k , and z1:k = {z1, z2, · · · , zk} represents
the observation information corresponding to time 1 to k .
Assuming that the PDF p(x0:k−1|z1:k−1) from time 0 to k−1 is
known, the prior probability density function of state k is cal-
culated according to the Chapman-Kolmogorov theoretical

FIGURE 7. Model structural identification of linear order under the
premise of optimal highest power.

formula:

p(x0:k |z1:k−1) =

∫
p(xk , x0:k−1|z1:k−1)dx0:k−1

=

∫
p(xk |x0:k−1, z1:k−1)p(x0:k−1|z1:k−1)dx0:k−1

=

∫
p(xk |x0:k−1)p(x0:k−1|z1:k−1)dx0:k−1

(23)

• Update
The reliability of the state occurrence probability is esti-

mated using the likelihood PDF p(z1:k |x0:k ) of the observation
information z1:k from time 0 to k . According to Bayesian
theory, the posterior PDF p(x0:k |z1:k ) of the state variable is
estimated under the condition that the observation informa-
tion marginal PDF p(z1:k ) and the state prior PDF p(x0:k ) are
known:

p(x0:k |z1:k )

=
p(z1:k |x0:k ) · p(x0:k )

p(z1:k )

=
p(zk |x0:k , z1:k−1) · p(x0:k |z1:k−1)

p(zk |z1:k−1)

=
p(zk |x0:k , z1:k−1) · p(xk |x0:k−1, z1:k−1) · p(x0:k−1|z1:k−1)

p(zk |z1:k−1)
∝ p(zk |xk ) · p(xk |xk−1) · p(x0:k−1|z1:k−1) (24)
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The marginal PDF p(z1:k ) of the observation information
can be transformed into a normalized constant:

p(z1:k ) =

∫
p(z1:k |x0:k )p(x0:k )dx0:k (25)

In the engineering application of nonlinear systems, due
to the very complex operation of high-dimensional integrals,
it is difficult to estimate the system state using two-step
recursive operation. To solve the operation problem of the
complex integral in the optimal Bayesian filtering algorithm,
the Monte Carlo random sampling method [32] is introduced
instead of calculating the a posteriori PDF p(x0:k |z1:k ). The
above basic idea can be understood as follows: when the
problem required to be solved is the probability of an event
or the expected value of a random variable, the occurrence
probability is approximated by the frequency of the event
or some statistical characteristics of the random variable
are obtained as the problem solution, as can be found in
Appendix A [33], [34].

However, after several iterations of SIS mentioned in the
Appendix A, the importance weights of some particles may
be as small as approximately negligible. This degradation
phenomenon cannot be avoided due to the defects of the
algorithm itself. Therefore, to reduce the influence of particle
degradation, the importance resampling strategy is intro-
duced. The essence of the strategy is to increase the diversity
of particles and retain and copy the sample points with signifi-
cant weight to adapt to the system dynamic process modelling
to suppress the degradation phenomenon. Figure 8 shows the
resampling process diagram of the particle filter algorithm.
To measure the degradation degree of the importance weight
and judge whether a resampling process is required, the fol-
lowing effective sampling scales Neff are calculated:

Neff =
1∑N

i=1(W
(i)
k )2

(26)

FIGURE 8. Process diagram of particle resampling in the PF algorithm.

The effective sampling scaleNeff measures the degradation
degree of particle importance weights. The larger the value,

the greater the gap between particle weights, indicating that
the more serious the weight degradation is. When it is greater
than a certain threshold Nthre, n particle sets x(i)∗k are regen-
erated through a resampling strategy to meet the condition
x(i)k = x(i)∗k , and the weight Ŵ (i)

k = 1/n of each new particle
is given.

The posterior PDF of the sequential importance resampling
(SIR) method, namely, the standard particle filter method,
is calculated

p(x0:k |z1:k ) ≈

n∑
i=1

Ŵ (i)
k (x(i)0:k )δ(x0:k − x(i)0:k ) (27)

B. CLUSTERING SIMILARITY PARTICLE FILTER
In the SIS process of the standard PF algorithm, since the
prior PDF is assumed to be a known proposed distribution,
the particle weight variance will continue to accumulate with
the increase in the number of iterations, and the weight cor-
responding to most particles will be reduced to a negligible
degree, which is the phenomenon of particle degradation [35].
Degradation means that continuous iterative operation causes
many computing resources to be consumed on insignificant
particles with small weight, resulting in excessive waste of
computing time. At the same time, state estimation cannot
accurately express the real posterior distribution. Aiming at
the problem of particle degradation, a resampling strategy
is introduced to increase the diversity of particles, which
also causes new problems: particles with large weights are
selected for sampling many times, while particles with low
weights are discarded, which makes the sampling results
contain more repeated particles and cannot effectively and
truly reflect the probability distribution of the state variables,
resulting in the problem of sample depletion [36]. Thus, the
state estimation variance becomes larger, and the filtering
performance is greatly reduced. Therefore, to solve the two
defects of the particle filter algorithm itself, a clustering
similarity particle filter algorithm based on the principle of
state trajectory consistency [37] is proposed in this paper.
Based on an information fusion model of the spatial state
trajectory, this method uses data mining analysis to mea-
sure the clustering similarity of current and future multistage
observation information to perfect the proposed distribution,
guide the importance sampling process to effectively improve
the phenomenon of particle degradation, and abandon the
resampling strategy to solve the problem of particle deple-
tion. Appendix B provides further details of specific formula
deduction for CSPF [38].
Based on the above theory, the improved algorithm process

is as follows:{
k

k + L + l

}
7→

{
x◦
k (i)

x ′
k+L+l(i)

}
∼

{
SIS
GPF

}
⇒

{
W •
k (i)

W •
k+L+l(i)

}
(28)

Among them, the particle distribution {x◦
k (i)}

n
i=1 sampled

by the SIS filter at time k and its corresponding impor-
tanceweight {W •

k (i)}
n
i=1 can approximately represent the state
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estimation of the posterior PDF p(xk |z1:k ), and the particle
distribution {x ′

k+L+l(i)}
n
i=1 sampled by the GPF prediction

at time k + L + l and its corresponding importance weight
{x ′
k+L+l(i)}

n
i=1 can approximately represent the state predic-

tion of prior PDF p(xk+L+l |z1:k ). Therefore, the current time
state estimation xk can be obtained using a filtering operation,
and the future time state prediction xk+L+l can be obtained
using a prediction step. The specific implementation of the
improved algorithm is as follows:

• Recursive prediction
The step is consistent with the SIS filtering and GPF pre-

diction process, and sampling forms particle set {X•
k (i)}

n
i=1;

• Update correction
The SIS model is modified and updated using the observa-

tion similarity between the current filter (original trajectory)
and the future multistage Gaussian prediction (modified tra-
jectory) [39], and then the corresponding importance weights
{W •

k (i)}
n
i=1 and {W •

k+L+l(i)}
n
i=1 are calculated and normalized

to obtain {Wk (i)}ni=1 and {Wk+L+l(i)}ni=1.

xk ≈ x̃k =

n∑
i=1

Wk (i)x•
k (i) (Filtering) (29)

xk+L+l ≈ x̃k+L+l =

n∑
i=1

Wk+L+l(i)x ′
k+L+l(i) (Prediction)

(30)

The above steps constitute an iterative process of
the improved algorithm. Different from the standard PF,
the method consists of prediction(filtering)-update-filtering
(prediction) without resampling steps. The specific algorithm
steps are shown in Algorithm 1.

C. CONVERGENCE OF THE CSPF
The clustering similarity particle filter fully conforms to
the principle of the Bayesian state estimation method in
boost filtering theory, which is realized by weighted boot-
strapping [34], [40]. It is assumed that the combined set
{X•

k (i)}
n
i=1 of the state trajectory obeys the continuous PDF

G(x), the posterior probability distribution obtained by the
CSPF algorithm has a constant coefficient proportional rela-
tionship with G(x)U (x), and U (x) is a known corresponding
weight function. In this case, referring to formula (42), it can
be seen that the state posterior PDF p(xk |z1:k ) has a constant
proportional relationship with the product of the observa-
tion likelihood PDF p(zk |xk ) and the prior PDF p(xk |z1:k−1),
in which G(x) can be regarded as the state prior PDF
p(xk |z1:k−1), and referring to formula (54), the weight U (x)
can be equivalent to the product of the observation likelihood
function p(zk |xk ) and the clustering similarity measure. Then,
when the number of samples is n → ∞, the particle discrete
distribution composed of trajectory set {X•

k (i)}
n
i=1 and corre-

sponding normalized weight {U (X•
k (i))/

∑n
i=1U (X•

k (i))}
n
i=1

can approach the posterior probability density distribution of
the actual system. Clearly, the improved method conforms

Algorithm 1 Clustering Similarity Particle Filter
Step 1 Particle set initialization
For i = 1, 2, · · · , n, at time k = 0
Sample initial particle set {x0}ni=1 by prior PDF
x(i)0 ∼ p(x0),W

(i)
0 = 1/n

For i = 1, 2, · · · , n, at time k ≥ 1
Step 2 Importance sampling process
Select importance PDF π (x0:k |z1:k )
Predict prior PDF p(x0:k |z1:k−1) at time k
x(i)k ∼ π (xk |x

(i)
0:k−1, z1:k )

Step 3 Calculate similarity measurement
Compose state trajectories {X•

k (i)}
n
i=1

Draw x◦
j (i) ∼ SIS, j = k, · · · , k + L

x ′
j (i) ∼ GPF, j = k + L + 1, · · · , k + L + l
Evaluate observation likelihood trajectories
Z•
k (i) = h(X•

k (i), vk )
Calculate distance similarity measurement
D•
k (i) = dis({Yk}, {Y •

k (i)}
n
i=1)

Exponential transformation
Dk (i) = eλ×D•

k (i)

Step 4 Update importance weights
Modified proposal distribution
π (xk |x

(i)
k−1, zk ) = Dk (i)p(xk |x

(i)
k−1)

Recursive weights
W •
k (i) ∝ D−1

k (i)p(zk |x
(i)
k )

W •
k+L+l(i) ∝ D−1

k (i)p(zk+L+l |x
(i)
k+L+l)

And normalize
Wk (i) =

W •
k (i)∑n

i=1W
•
k (i)

Wk+L+l(i) =
W •
k+L+l (i)∑n

i=1W
•
k+L+l (i)

Step 5 Bayesian state estimation
xk =

∑n
i=1Wk (i)x

(i)
k

xk+L+l =
∑n

i=1Wk+L+l(i)x
(i)
k+L+l

Let k = k + 1 and repeat Steps 2–5 in sequence.

to boost filtering theory, and the results are reasonable and
effective.
Remark 3.1: In the CSPF algorithm, the prior probability

density of importance sampling is consistent with the transfer
density function used in the SIS process. n× (L+ l) particles
are sampled according to SIS filtering and GPF prediction
and then combined into a particle set of state trajectories.
Remark 3.2: The difference between the CSPF algorithm

and the standard PF is that the state trajectory similarity is
used to guide the generation of the new proposed distribution,
the sampled particles close to the actual state are selected
to increase their weight to improve the particle degradation
phenomenon, and the state trajectory is represented by the
observation likelihood trajectory instead.
Remark 3.3: In the CSPF algorithm, the first-order

Markov process is updated to compensate and modify the
sequential importance weight to replace the resampling strat-
egy and eliminate the particle depletion problem, which not
only reduces the complexity of the algorithm but also does
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not reduce the effectiveness of the accuracy of the prediction
results.
Definition 3.1: The system state X follows a first-order

Markov process, that is, the state Xk at the current time is only
related to the state Xk−1 at the previous time. Assuming the
initial state X0(i) ∼ p(x0), the state transition kernel function
K (xk |xk−1) and the observation likelihood PDF B(zk |xk ) can
be expressed as Lebesgue measures, which can be obtained
by referring to formulas (21) and (22).

K (xk |xk−1) = pw(xk − f (xk )) (31)

B(zk |xk ) = pv(zk − h(xk )) (32)

where pw and pv are the probability density distributions
under the influence of state process noise wk and observation
noise vk , respectively.
Theorem 3.1: It is assumed that the state transition kernel

density function K satisfies the first-order Markov process,
and the observation likelihood probability density function
B is continuous, bounded and strictly positive in the range
of xk ∈ Rnx . Under the random disturbance cn influence of
Monte Carlo sampling, the state estimation measure ϖ̂ n

k|k of
the CSPF algorithm converges to the theoretical statemeasure
ϖk|k of the Bayesian optimal filter (actual system state):

lim
n→∞

ϖ̂ n
k|k = ϖk|k (33)

The proof process of Theorem 3.1 is referred to
Appendix C [41], [42], [43].

IV. STATE TRACKING AND WELD FORMING PREDICTION
OF SHIP GMAW DYNAMIC PROCESS
Weld width, reinforcement and welding penetration are
important indexes to evaluate the forming quality, while
welding penetration and reinforcement are difficult to obtain
in real time during the welding dynamic process. Therefore,
in this case, the weld width is selected as the main factor of
welding reliability. Ship GMAW is a complex process with
time-varying, multivariable, coupling, and strong nonlinear-
ity. To obtain a mathematical model between the welding
specification parameters and weld width, it is necessary to
establish a weld width prediction model according to rel-
evant artificial intelligence methods. Existing theories and
application cases have proven the advantages of particle filter
technology in nonlinear and non-Gaussian systems, but this
method still has the problems of particle degradation caused
by an unknown importance probability density function and
particle depletion caused by resampling strategy. Therefore,
in this example, the particle filter method is adopted to estab-
lish a dynamic knowledge model of ship GMAW process
under the combined influence of nonlinear welding mecha-
nism and stochastic interference noise, which can substitute
for the previous modelling method with more subjective fac-
tors relying on a lot of prior knowledge, expert experience and
hardware detection technology. Furthermore, the advantages
of particle filter in deep data mining are fully utilized to reveal
the objective change rule and the temporal dynamic rela-
tionship of welding process parameters and weld formation.

This results in ensuring the accuracy of output response even
under input conditions with fewer types of parameters, and
significantly reduces the hardware requirements of GMAW
platform sensing and the computational cost of knowledge
model. Meanwhile, the cluster analysis method is used to
measure the distance similarity between the trajectory state
set of the actual system and the sampled particles, guide the
generation of a new proposed distribution and update the
importance sampling process to reduce the impact of particle
degradation and abandon the resampling strategy to solve the
problem of particle depletion. On the premise of making full
use of the advantages of particle filter in nonlinear applica-
tions, it is improved to enhance the accuracy and timeliness
of state tracking and forming prediction in welding dynamic
process.

Based on this, this paper takes the model architecture of
Hammerstein random noise as the core and uses the CSPF
algorithm to establish an estimation model of state tracking
and forming prediction for the dynamic process of ship weld-
ing. First, a structural identification model is created for
the historical samples of the ship welding process, a rea-
sonable identification test is designed, and an efficient and
practical fitting algorithm is selected to identify and optimize
the structural parameters, which is convenient for building a
state space model (state transition and observation equation)
to provide a theoretical basis for welding forming predic-
tion. Second, the cluster analysis method is used to measure
the distance similarity between the observation trajectory
information predicted by the current stage filter (original
trajectory) and the future multistage Gaussian filter (modified
trajectory), which is used to modify the importance PDF to
update the weight calculation in the importance sampling
process to improve the particle degradation phenomenon.
Finally, the Bayesian method is used to train the state tracking
and parameter optimization of the space model, and then the
prediction knowledge model of ship GMAW forming based
on the CSPF is constructed. At the same time, the simulation
schemes of different knowledgemodels are designed to verify
the reliability characteristics such as the prediction accuracy
and timeliness of the improved method. Figure 9 shows the
state tracking and forming prediction method for the ship
welding dynamic process.

According to the state tracking training and parameter
identification method of the GMAW dynamic process, sev-
eral groups of data under the experimental process conditions
in Table 3 are selected as the original data set OX of the
welding test. The standard particle filter (PF), auxiliary par-
ticle filter (APF) and CSPF algorithm are used for simulation
and comparison. OS is selected as the training set of state
tracking, and SX is selected as the test set of forming pre-
diction. Among all algorithms, the state space equation is
initialized by the Hammerstein stochastic noise model after
structure identification (refer to formula (20) and Figure 5)
and the historical data setOS, in which the number of tracking
steps k = 1, 2, . . . , S and S = 120, the number of sam-
pling particles N = 200, the number of running simulations
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FIGURE 9. State tracking and forming prediction method for the ship welding dynamic process.

FIGURE 10. State tracking for the ship welding dynamic process based on four nonlinear prediction models.

T = 200, the state initial value x1 = {OS}k=1, the residual
resampling strategy RS = RR, the noise of state tracking is
vk ∼ N (0,R2k ) and R

2
k = 1, the number of prediction steps

k = S, S + 1, . . . ,X and X = 200, the noise of forming
prediction is wk ∼ N (0,Q2

k ) and Q
2
k = 0.1 are selected.

The computer processor speed is 3.40 GHz, and the RAM
is 16.0 GB. The absolute error (AE) and root mean square
error (RMSE) are selected as the evaluation factors of the state
tracking effect and forming prediction accuracy of various
algorithms. x tur and xest represent the test true value and state

estimation value, respectively, i.e.,

AE = |x turk − xestk | (34)

RMSE =

√√√√ 1
S

S∑
k=1

(x turk − xestk )2 (35)

In addition, in the CSPF algorithm, the correlation coeffi-
cients L = 2 and l = 1, the reliable gradient factor λ = −1,
the clustering similarity adopts two similarity measures of
spatial distance, in which CCSPF represents the similarity
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TABLE 4. Average effect comparison of the state tracking for nonlinear
prediction models running 200 times.

TABLE 5. Average effect comparison of the forming prediction for four
prediction models running 200 times.

algorithm of Chebyshev spatial distance (measurement type
parameter κ = ∞), and ECSPF represents the similarity
algorithm of Euclidean spatial distance (measurement type
parameter κ = 2). Figures 10–12 and Tables 4–5 show the
comparison effect of various algorithms between the training

effect of state tracking and the results accuracy of forming
prediction, in which the table results are quantitatively com-
pared by running 200 simulation calculations. Among them,
the effect indicators of the state tracking include the absolute
error (AE), sum of squares due to error (SSE), mean square
error (MSE), root mean square error (RMSE) and R-squared
(coefficient of determination); the closer AE, SSE, MSE and
RMSE are to 0 and the closer R-squared is to 1, the better
the performance of state tracking. The accuracy indicators of
forming prediction include the AE, RMSE mean and RMSE
variance.

Figure 10 shows that the state tracking effects of the four
methods are good. They are relatively consistent with the
actual change trend of weld formation under different weld-
ing process conditions, accurately extract the forming change
trend implied in the state part of the tracking set OS, and
provide accuracy assurance for maintaining the samewelding
law of the forming prediction in the test set SX . Combined
with Table 4, the effect indicators of the CSPF state tracking
are obviously dominant. Taking ECSPF as an example, the
SSE is increased by 55% and 46% compared with the PF and
APF, the MSE is increased by 54% and 46%, the RMSE is

FIGURE 11. Forming prediction for the ship welding dynamic process based on four nonlinear prediction models.
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FIGURE 12. RMSE comparison of the forming prediction based on four
prediction models running 200 times.

increased by 33% and 25%, and R-squared is increased by
27% and 20%, respectively. It can also be seen that CCSPF
state tracking has the best training effect and strong stability.

Figure 11 shows the comparison of forming results and
absolute error between different nonlinear prediction models
and the actual weld state. Combined with Table 5, it can be
seen that the prediction trend of the four methods is basically
consistent with the actual state of the test set SX , and the
RMSE mean of the prediction results is maintained below
0.88 mm, which shows that the particle filter methods have
certain suitability in the application of knowledge modelling
such as state tracking and forming prediction in the dynamic
process of hull structure GMAW. Figure 12 demonstrates the
RMSE comparison of forming prediction for different non-
linear models running 200 simulations randomly, compared
with the PF and APF methods, the prediction trend of the
CSPF is closer to the characteristic curve of welding form-
ing, and the AE, RMSE and RMSE mean (variance) of the
prediction results are greatly reduced. Taking CCSPFmethod
as an example, the RMSE mean of the forming prediction is
reduced by 46% and 44%, respectively, indicating that the
forming prediction accuracy of the CSPF method is higher.
The curve of the RMSEmean is relatively stable, and its vari-
ance is reduced by approximately 280 times and 260 times,
respectively, which indicates that the dispersion degree of
the particle set representing the state of the CSPF forming
prediction result is the smallest, the expression degree of
uncertainty is the lowest, and the robust stability is stronger.

Under the condition of setting the same running time, the
state estimation accuracy of forming prediction is obtained by
adjusting the number of sampling particles, and the operation
efficiency of various algorithms is proved by comparing the
corresponding running cost; see Table 6 for details. It can
be seen from Table 6 that under the premise of the same
operation cost, the number of sampling particles used by the
CSPF algorithm is the lowest, and the accuracy indicators
of forming prediction are significantly higher than those of

TABLE 6. Comparing analysis for four prediction models running
200 times under the same running time.

the PF and APF, in which the RMSE mean is approximately
twice as high. Therefore, it is verified that the CSPF algorithm
has higher operation efficiency and outstanding timeliness
advantages.

V. CONCLUSION
The clustering similarity particle filter (CSPF) method based
on state trajectory consistency is proposed to solve the knowl-
edge modelling problem of the ship hull structure GMAW
process with strong nonlinear characteristics. SIS filtering
and GPF prediction are used to obtain the current and future
multistage state information to form a spatial combination
trajectory, and the clustering principle is selected to measure
the trajectory similarity between the spatial combination and
the actual state to guide the generation of a new proposed dis-
tribution to reduce the impact of particle degradation. Then,
the importance weight calculation is updated with the latest
observation information to replace the resampling strategy to
finally eliminate the particle depletion problem. Meanwhile,
a convergence theorem for the CSPF method is proposed
and proved theoretically. A step response test is designed,
and the recursive least squares method is selected to identify
the structure of the Hammerstein model representing the
welding process of stochastic noise interference. Then, the
GMAW knowledge model of state tracking training and weld
forming prediction based on the CSPF method is established.
Application cases and experiments show that compared with
the standard PF and APF, the CSPF model has significant
advantages in accuracy, robustness and efficiency in the train-
ing effect of state tracking and the prediction results of weld
forming. The main conclusions are summarized as follows:

1) The training effect of state tracking based on the PF,
APF and CSPF is good to ensure that the forming trend
and influence mechanism impliedin the training set can be
accurately extracted; the prediction trend of weld formation
is consistent with the actual change curve of the test set, and
the accuracy is maintained within 0.88 mm, which shows
that the particle filter method has certain adaptability in the
application of GMAW dynamic knowledge modelling.

2) The CSPFmodel adopts the cluster similarity of the state
trajectory to compensate for the importance sampling process
affected by an unreasonable proposed distribution, which
makes the effect indicators of state tracking better and pro-
vides an accuracy guarantee for the forming prediction of the
weldmodel. Comparedwith the PF andAPF, the RMSEmean
of the CSPF prediction is reduced by approximately 45%,
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and the variance is reduced by approximately 270 times,
which shows that the CSPFmodel has higher prediction accu-
racy, a lower degree of uncertainty expression and stronger
robust stability.

3) The CSPF model ensures computational efficiency by
reducing the number of sampling particles and the order of
state trajectory. In the same calculation time, the number of
sampling particles used by the CSPF method is relatively
minimal on the premise of selecting a reasonable trajectory
order, while the prediction accuracy of weld formation is
much higher than that of the PF and APF, which is approx-
imately twice as high, indicating that the CSPF method has
higher operation efficiency.

The Hammerstein stochastic noise model, which is more
conforming to the weld forming rule, abstracts from the
dynamic welding process and provides theoretical sup-
port for knowledge modelling. Meanwhile, the improved
particle filter method ensures the prediction precision of
ship GMAW forming. Besides, the limited experimental
conditions may not fully represent the actual production
environment. Nevertheless, we provide a new method to
predict welding quality, it is concluded that particle filter has
good application prospects in welding quality monitoring.
In future, more adequate welding tests will be carried out
in factory to find out unknown types of interference effects,
some effort will be done to refine noise model with more
objective factors to achieve more accurate expression of weld
forming mechanism.

APPENDIX
A. SEQUENTIAL IMPORTANCE SAMPLING (SIS)
Assuming that n independent identically distributed (i.i.d.)
samples {x(i), i = 1, 2, · · · , n} (n ≥ 1) can be sampled from
the posterior PDF p(xk |z1:k ), the approximate estimation of
the posterior PDF can be expressed as:

p̂(xk |z1:k ) =
1
n

n∑
i=1

δ
(
xk − x(i)k

)
≈ p(xk |z1:k ) (36)

where δ(x) is the Dirac function. The Monte Carlo method is
used to directly estimate the expected value of the a posteriori
PDF:

Ê[f (xk )] ≈

∫
f (xk )p̂(xk |z1:k )dxk

=
1
n

n∑
i=1

∫
f (xk )δ(xk − x(i)k )dxk =

1
n

n∑
i=1

f (x(i)k )

(37)

It can be obtained according to the strong law of large
numbers [33]

lim
n→∞

Êp̂(xk |z1:k )[f (x)] −→
a.s.

Ep(xk |z1:k )[f (x)] (38)

According to the central limit theorem [33], the conver-
gence rate is expressed as

√
n(Êp̂(xk |z1:k )[f (x)] − Ep(xk |z1:k )[f (x)]) ∼ N (0, σ 2

f ) (39)

where σ 2
f is the variance of f (x). It can be concluded that

the error order O(N 1/2) of the Monte Carlo method is inde-
pendent of the integral dimension and is suitable for solving
high-dimensional complex integrals. However, the posterior
PDF p(xk |z1:k ) does not always produce an analytical for-
mula, which makes it difficult to extract samples from the
distribution directly. Therefore, it is necessary to introduce
the sequential importance sampling (SIS) [34] method to
solve the sampling problem.

It is assumed that the i.i.d. particle sets {x(i), i =

1, 2, · · · , n|n ≥ 1} are extracted from known importance
PDF π (x0:k |z1:k ). When the number of particles n → ∞,
the importance PDF π (x0:k |z1:k ) is highly similar to the a
posteriori PDF p(x0:k |z1:k ), which can be decomposed into
recursive form

π (x0:k |z1:k ) = π (x0:k−1|z1:k−1)π (xk |x0:k−1, z1:k ) (40)

The importance PDF π(x0:k |z1:k ) is introduced to solve the
Monte Carlo high-dimensional complex integral problem:

E[f (x0:k )] =

∫
f (x0:k )

p(x0:k |z1:k )
π(x0:k |z1:k )

π (x0:k |z1:k )dx0:k

=

∫
f (x0:k )W

(i)
k (x0:k )π (x0:k |z1:k )dx0:k (41)

In the importance sampling process, the state xk−1 at time
k − 1 is updated through the particle x(i)k at time k:

p(x0:k |z1:k ) = p(x0)
k∏
i=1

p(yi|xi)p(xi|xi−1)
p(zi|zi−1)

(42)

The importance weightW (i)
k (x0:k ) of time k can be obtained

W (i)
k (x0:k ) =

p(x0:k |z1:k )
π (x0:k |z1:k )

=
p(x0)
π (x0)

k∏
i=1

p(zi|xi)p(xi|xi−1)
p(zi|z1:i−1)π (xi|x0:i−1, z1:i)

(43)

The importance PDF π (x0:k |z1:k ) can be decomposed into

π (x0:k |z1:k ) = π (x0)
k∏
i=1

π (xi|x0:i−1, z1:i) (44)

In the actual calculation process, the particle set x(i)k can be
sampled and obtained according to the following formula:

x(i)k ∼ π (xk |x
(i)
0:k−1, z1:k ) (45)

The recursive importance weight W̃ (i)
k is

W̃ (i)
k ∝ W̃ (i)

k−1

p(zk |x
(i)
k )p(x(i)k |x(i)k−1)

π(x(i)k |x(i)0:k−1, z1:k )
(46)

In sequential importance sampling, it is assumed that the
importance distribution π(xk |x

(i)
0:k−1, z1:k ) satisfies:

π(xk |x
(i)
0:k−1, z1:k ) ∼ π (xk |x

(i)
k−1, zk ) (47)
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The recursive sequential importance sampling weight is

W̃ (i)
k ∝ W̃ (i)

k−1

p(zk |x
(i)
k )p(x(i)k |x(i)k−1)

π(x(i)k |x(i)k−1, zk )
(48)

Normalizing the recursive importance weightW (i)
k

W (i)
k =

W̃ (i)
k∑n

i=1 W̃
(i)
k

(49)

Finally, the posterior PDF of SIS is calculated, i.e.,

p(x0:k |z1:k ) ≈

n∑
i=1

W (i)
k (x(i)0:k )δ(x0:k − x(i)0:k ) (50)

where W̃ (i)
k (x(i)0:k ) represents the weight of importance PDF

π (xk |x
(i)
0:k−1, z1:k ) after normalization of several sample parti-

cles, and δ(∗) represents the Dirac function.

B. THEORY DEDUCTION OF THE CSPF
The particle set {X•

k (i)}
n
i=1 = {x◦

j (i) : j = k, · · · , k + L;
x ′
j (i) : j = k + L + 1, · · · , k + L + l}ni=1 of the state
combination trajectory from time k to k + L + l is selected.
Among them, x◦

j (i) follows SIS filtering, x ′
j (i) complies with

the GPF prediction, and L and l are the filtering and pre-
diction trajectory lengths, respectively. Because the real state
of the actual system is unknown, the trajectory consistency
of the spatial state is characterized by the observation like-
lihood function. The corresponding observation likelihood
trajectory {Z•

k (i)}
n
i=1 = {z◦j (i) : j = k, · · · , k + L; z′j(i) : j =

k + L+ 1, · · · , k + L + l}ni=1 is solved using the observation
equation

Z•
k (i) = h(X•

k (i), vk ) (51)

While the observed likelihood trajectory of the real state
is {Zk} = {zj : j = k, · · · , k + L + l}. The cluster
analysis method uses distance similarity [38] to measure
the consistency of the state space trajectory. The distance
similarity measureD•

k of the observation likelihood trajectory
between the real state and sampled particles is calculated as
follows:

D•
k (i) = dis({Zk}, {Z•

k (i)}
n
i=1)

=
κ

√√√√√K+L∑
j=k

|yj − y◦j (i)|
ρ +

K+L+l∑
j=k+L+1

|yj − y′j(i)|
κ (52)

where dis(∗) represents the distance similarity function,
which satisfies dis(∗) ≥ 0, and κ is the measurement type
factor.

To enhance the algorithm output of reliability and robust-
ness, the above formula is exponentially transformed to

Dk (i) = eλ×D•
k (i), i = 1, · · · , n (53)

where λ is the reliable gradient factor. The first-order Markov
process is updated and modified using the observation infor-
mation similarity between the current SIS filter and the future

multistage GPF prediction. The importance weights W •
k (i)

andW •
k+L+l(i) corresponding to times k and k+L+ l can be

calculated as follows:

W •
k (i) = D−1

k (i) × pv(Zk − h(X•
k (i), vk )), i = 1, · · · , n

(54)

W •
k+L+l(i) = D−1

k (i) × pv(Zk+L+l − h(X•
k+L+l(i), vk )),

i = 1, · · · , n (55)

where pv(∗) is the PDF of the observation likelihood function.

C. CONVERGENCE OF THE CSPF
Definition 3.2 Assuming that ρ and Φ represent the proba-
bility measure and any bounded test function, respectively ∂
and 2 represent two types of independent variables of any
function, and the kernel function K satisfies the first-order
Markov process, the following calculation method is defined:

(ρ,Φ) ≜
∫
Φ(x)ρ(dx) (56)

ρK (∂) ≜
∫
K (∂|x)ρ(dx) (57)

KΦ(x) ≜
∫
Φ(2)K (d2|x) (58)

Then, the system state probability measureϖj:k|m(dxj:k ) is
defined as

ϖj:k|m(dxj:k ) ≜ p(xk:l |z1:m) (59)

Bayesian filtering formula (Prediction-Update) for any
bounded test function Φ, Rnx is the Borelσ – algebra set of
system state x on n-dimensional Euclidean space nx . Through
the above definition method and referring to formula (23),
it can be revised as follows:

(ϖk|k−1, Φ)

=

∫
Rnx

p(xk |z1:k−1)Φ(xk )dxk

=

∫
Rnx

[∫
Rnx

K (xk |xk−1)p(xk−1|z1:k−1)dxk−1

]
Φ(xk )dxk

=

∫
Rnx

p(xk−1|z1:k−1)
[∫

Rnx
K (xk |xk−1)Φ(xk )dxk

]
dxk−1

= (ϖk−1|k−1,KΦ) (Prediction) (60)

Within the range of measure set Γ (Rnx ) → Γ (Rnx ), the
prediction mapping relationship ak (∗) can also be used to
represent the prediction process

ϖk|k−1 = ak (ϖk−1|k−1) (61)

(ak (ν), Φ) =

∫∫
Rnx

νK (dxk |xk−1)Φ(xk )(dxk−1) = (ν,KΦ)

(62)

where ν represents any form of probability measure,
and ν ∈ Γ (Rnx ).
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Similarly, the reference update process formula (24) can be
updated as follows:

(ϖk|k , Φ) =

∫
Rnx

p(xk |z1:k )Φ(xk )dxk

=

∫
Rnx B(zk |xk )p(xk |z1:k−1)Φ(xk )dxk∫

Rnx B(zk |xk )p(xk |z1:k−1)dxk

=
(ϖk|k−1,BΦ)
(ϖk|k−1,B)

(Update) (63)

Within the range of measure set Γ (Rnx ) → Γ (Rnx ),
the update mapping relationship bk (∗) can also be used to
represent the update process

ϖk|k = bk (ϖk|k−1) (64)
(bk (ν), Φ) = (ν,BΦ)/(ν,B) (65)

It can be concluded that the whole Bayesian filtering pro-
cess is expressed as

ϖk|k = bk (ϖk|k−1) ≜ bk ⊙ ak (ϖk−1|k−1) (66)

where ⊙ represents the composite mapping operator.
Through the above analysis, it can be concluded that the

PF is based on Bayesian theory and a Monte Carlo random
idea to generate a sampling disturbance function cn. Then,
the whole filtering process can be expressed as

ϖ n
k|k = bk ⊙ cn ⊙ ak (ϖ n

k−1|k−1) (67)

where ϖ n
k|k is the probability measure under random distur-

bance of Monte Carlo sampling, and ϖk|k is the probability
measure of the actual system state. When n → ∞, the state
estimation will converge to the actual system state [41], [42],
i.e.,

lim
n→∞

cn(ak (ϖ n
k−1|k−1)) = cn(ak (ϖk−1|k−1)) (68)

In this case, the CSPF algorithm uses the cluster analysis
method to measure the trajectory similarity of multistage
observation information, which is adopted to compensate for
the proposed distribution π (xk |xk−1, zk ) in the SIS process.

π(xk |xk−1, zk ) = Dk (i)K (xk |xk−1) (69)

Then, the sequential importance weight calculation is
updated and corrected

Wk (i) ∝ D−1
k (i)B(zk |xk ) = B̂(zk |xk ) (70)

By substituting into formula (65), the update corrected
process of the CSPF algorithm can be obtained

(b̂k (νn), Φ) = (νn, B̂Φ)/(νn, B̂) (71)

where b̂k represents the update mapping relationship of the
CSPF algorithm, the randommeasure νn ofMonte Carlo sam-
pling satisfies limn→∞ νn = ν, and ν ∈ Γ (Rν). Referring to
formulas (67) and (68), the state estimation measure ϖ̂ n

k|k of
the CSPF algorithm can be expressed as

ϖ̂ n
k|k = b̂k ⊙ cn ⊙ ak (ϖ̂ n

k−1|k−1) = b̂k ⊙ cn(ak (ϖ̂ n
k−1|k−1))

(72)

At time k , the probability measure of the Bayesian predic-
tion stage is ak , and the observed likelihood PDF B(zk |xk )
satisfies the premise of being continuous, bounded and
strictly positive within the range xk ∈ Rnx of state variables.
Combined with the probability measures νj : � → Rν

of i.i.d. random variables corresponding to the measure ν
satisfy ∀Φ ∈ Λ and Λ = {Φi}i>0 ∈ Cb(Rnx ), the expected
value of the difference between the measure of the Bayesian
prediction stage and the real stage can be obtained

E
[
((cn(ak ), Φi) − (ak , Φi))4

]
=

1
n4
E


 n∑
j=1

(Φi(νj) − (ak , Φi))

4


=
1
n4

n∑
j=1

E
[
(Φi(νj) − (ak , Φi))4

]
=

4
n4

n∑
j1,j2=1
j1 ̸=j2

E
[
(Φi(νj1) − (ak , Φi))2(Φi(νj2) − (ak , Φi))2

]

≤
3n(n− 1)∥2Φi∥

4
+ n∥2Φi∥

4

n4
≤

48∥Φi∥
4

n2
(73)

whereE[∗] is the solution function of the set expectation, ∥∗∥

is equipped with the supremum norm in the domain Cb(Rnx ),
and ∥Φi∥ ≜ supx∈Rnx |Φ(ν)|. The summed expectation of the
particle number of Monte Carlo sampling from 1 to ∞ is

E

[
∞∑
n=1

((cn(ak ), Φi) − (ak , Φi))4
]

≤ 48∥Φi∥
4

∞∑
n=1

1
n2
< ∞

(74)

Hence,
∞∑
n=1

(
(cn(ak ), Φi) − (ak , Φi)

)4
< ∞ (75)

It is concluded that the measurement relationship of the
prediction stage at time k can be expressed as

lim
n→∞

((cn(ak ), Φi) − (ak , Φi)) = 0 (76)

Combined with formulas (68) and (72), the prediction
stage of the CSPF method under the random disturbance cn

influence of Monte Carlo sampling can be expressed as

lim
n→∞

cn
(
ak (ϖ̂ n

k−1|k−1)
)

= ak (ϖk−1|k−1) (77)

For arbitrary measure νn ∈ Γ (Rnx ) and function Φ,
referring to formula (71) and limit solution theory, the update
correction process can be expressed as

lim
n→∞

(b̂k (νn), Φ) =
limn→∞(νn, B̂Φ)

limn→∞(νn, B̂)

=
limn→∞ D−1

k (i)(νn,BΦ)

limn→∞ D−1
k (i)(νn,B)

=
(νn,BΦ)
(νn,B)

= (bk (ν), Φ) (78)
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Substituting the above results into formulas (63) and (64),
it can be concluded that the CSPF algorithm has the same
measure expression as Bayesian filtering in the update stage

lim
n→∞

b̂k (νn) = bk (ν) (79)

Combining formulas (66), (72), (77) and (79), we can
obtain

lim
n→∞

ϖ̂ n
k|k = lim

n→∞
b̂k ⊙ cn ⊙ ak (ϖ̂ n

k−1|k−1)

= bk ⊙ ak (ϖk−1|k−1) = ϖk|k (80)

Through the above derivation, it can be concluded that
under the random disturbance cn influence of Monte Carlo
sampling, the improved particle filter algorithm based on
cluster similarity to measure the consistency of the state
trajectory can still converge to the actual system state [43].
Theorem 3.1 is proved.
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