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ABSTRACT In response to the issues of poor content correlation and insufficient intelligent decision
support in emergency plans for water conservancy projects, a method for intelligent generation of emergency
plans based on knowledge graphs is proposed. Utilizing pre-trained language models (PTM) based on
entity masking, the accuracy of entity recognition tasks is enhanced by uncovering contextual features
surrounding the masked entities. By employing translations, rotations, and superpositions within the vector
space, a multiview convolutional neural network (MCNN) is constructed to enhance the accuracy of relation
extraction through complementary and integrated feature representation. Integrating PTM with MCNN
enables the construction of an emergency entity relationship extraction method based on PTM-MCNN.
Neo4j is utilized for storing entity relationship triplets to construct an emergency knowledge graph. Through
the utilization of the mutual information criterion, knowledge retrieval and matching are performed to
accomplish the intelligent generation of emergency plans. The results indicate that PTM-MCNN achieves
high recognition accuracy (F1 score of 92.2%), ensuring the reliability of the generated emergency plans.
Related studies can effectively improve the intelligence of emergency management of water conservancy
projects.

INDEX TERMS Emergency plan, knowledge graph, water conservancy projects, convolutional neural
network, large-scale pre-trained model.

I. INTRODUCTION
Emergency plans constitute the essential foundation for
engineering rescue operations and precise decision-making.
Transforming the textual content of emergency plans into
a knowledge graph and achieving intelligent generation of
such plans are pivotal in advancing the level of intelligent
emergency management [1]. Currently, emergency plans for
water conservancy projects are predominantly stored in the
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form of physical documents or electronic files, thereby facing
issues such as poor content coherence and inadequate intel-
ligent decision support [2], [3]. Therefore, the exploration
of methods for constructing an emergency knowledge graph
to achieve the intelligent generation of emergency plans is
a crucial problem that needs to be addressed in the field of
water conservancy project emergency management.

Conventional techniques for generating emergency plans
heavily rely on case matching methods, where the simi-
larity between emergency events and a case repository is
computed to derive the final emergency plan [4], [5], [6].
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The literature [7] presents a case-based reasoning method for
emergency decision-making in water conservancy projects,
which enhances the efficiency of handling various emergency
events. The literature [8] achieves efficient recommendations
for industrial water usage plans by leveraging regularized
matching methods. Considering the case feature attributes,
the literature [9] generates emergency plans for water conser-
vancy projects by calculating case similarity. However, case
matching methods suffer from issues such as weak knowl-
edge correlation, inadequate knowledge representation, and
limited knowledge application [10], [11], [12], [13].
Introduced by Google in 2012, knowledge graphs pos-

sess robust capabilities in information integration, semantic
expression, and knowledge application, offering effective
solutions for the knowledge-based organization and intelli-
gent utilization of emergency data [14], [15]. The intelligent
generation method for emergency plans based on knowledge
graphs primarily comprises rule-based methods and deep
learning methods [16], [17]. The rule-based approach to
constructing knowledge graphs involves leveraging expert-
designed rules and logical matching of target knowledge to
build the knowledge graph, enabling the intelligent gener-
ation of emergency plans [10], [18], [19]. In the domain
of hydroelectric engineering management, the literature [20]
has developed an ontology-based intelligent search system
for emergency plans, which enhances the efficiency and
capability of engineering emergency response. Based on the
Dirichlet algorithm and distance algorithm, the literature [21]
has constructed a knowledge graph for water management,
enabling intelligent recommendations of water-related infor-
mation. Based on the knowledge graph technology, the litera-
ture [22] has achieved the generation of urban flood resilience
planning by integrating policy documents with real-time data.
The rule-based method for constructing knowledge graphs
suffers from issues such as cumbersome rule definition, low
entity recognition accuracy, and inefficient graph construc-
tion [11], [23], [24].

The deep learning-based approach to constructing knowl-
edge graphs leverages deep neural network models for auto-
matic extraction of knowledge triplets, enabling the genera-
tion and recommendation of solutions through the construc-
tion of knowledge graphs. Deep learning methods offer a
solution to the issues encountered in rule-based methods,
such as low accuracy in entity recognition and poor efficiency
in graph construction [25], [26]. The literature [27] proposes
a recommendation method for emergency plans in water
diversion projects based on the fusion of bidirectional long
short-term memory (BILSTM) and conditional random field
(CRF), known as BILSTM-CRF. In literature [28], a knowl-
edge graph construction method based on convolutional neu-
ral network (CNN) is proposed for water quality assessment.
In literature [29], leveraging the semantic interconnection
capability of knowledge graphs, a BILSTM-based knowledge
graph for hydroelectric engineering is constructed, enabling
intelligent querying and recommendation of hydroelectric

knowledge. In literature [30], a knowledge graph platform
for climate information retrieval is constructed by integrating
relevant data and information from the climate domain. How-
ever, deep learning-based methods for constructing knowl-
edge graphs still face challenges such as poor model general-
ization ability and high data requirements [31], [32], [33].

With the development and integration of big data and
deep learning, the pre-trained-based knowledge graph con-
struction approach has been widely applied [15]. Prominent
pre-training models include bidirectional encoder represen-
tations from transformers (BERT) [34] and generative pre-
trained transformers (GPT) [35], [36]. In literature [37],
a water resource knowledge graph based on BERT has been
constructed, enabling the retrieval and generation of water
resource regulation schemes. In literature [38], the fusion of
BERT, BILSTM, and CRF has been employed to construct
a knowledge graph for hydroelectric equipment failures,
known as BERT-BILSTM-CRF, enabling fault analysis and
decision support in the field of hydroelectric power. In litera-
ture [39], the fusion of BERT and CNN has been employed to
construct a knowledge graph for flood prevention, known as
BERT-CNN, enabling intelligent recommendations of flood
prevention plans and enhancing the efficiency and capability
of emergency response. Currently, pre-trained models used
for knowledge graph construction still face challenges such
as fixed pre-training patterns, low computational efficiency,
and inaccuracies in knowledge extraction [40], [41], [42].

Based on the aforementioned discussions, this study
proposes an intelligent method for generating emergency
plans for water conservancy projects based on knowledge
graphs, aiming to address the issues of poor content cor-
relation and insufficient support for intelligent decision-
making in emergency plans. The main contributions are as
follows:

• Utilizing pre-trained language models (PTM) based on
entity masking, the accuracy of entity recognition tasks
is enhanced by uncovering contextual features surround-
ing the masked entities;

• By employing vector space translation, rotation, and
superposition, the multi-view convolutional neural net-
work (MCNN) is constructed to achieve feature comple-
mentarity and fusion, thereby enhancing the accuracy of
relation extraction;

• Combining PTM with MCNN, an entity relation extrac-
tion method based on PTM-MCNN is constructed.

• Based on the mutual information criterion, knowledge
retrieval and matching are performed to achieve intelli-
gent generation of emergency plans.

The remaining sections of this paper are organized as
follows: Section II introduces the relevant work on PTM-
MCNN. Sections III and IV provide detailed explanations of
the construction process of PTM-MCNN and the process of
emergency plan generation. Section V presents the experi-
mental design, results, and discussions. Section VI concludes
the paper and suggests future research directions.
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II. RELATED WORK
A. PTM
PTM aims to acquire extensive linguistic knowledge through
self-supervised learning using text corpora [43]. Early PTM
approaches were primarily based on n-grams and rule-
based methods. The paper [44] proposed the global vec-
tors model, which performs pre-training by computing word
co-occurrence information and global semantic information.
The paper [45] introduced the word vector model, which
employs self-supervised learning to represent words as con-
tinuous vectors for pre-training.

With the advancement of deep learning, literature [46]
introduced the transformer model, which employs self-
attentionmechanism for sequencemodeling. The transformer
model is capable of effectively capturing long-range depen-
dencies in text and has achieved significant performance
improvements in machine translation tasks. Subsequently, the
paper [15] introduced BERT, building upon the foundation
of the transformer model. BERT employs a strategy of pre-
training and fine-tuning, where it undergoes pre-training on
a large-scale unsupervised dataset and then fine-tunes on
downstream tasks. The groundbreaking innovation of BERT
has led to remarkable achievements in various natural lan-
guage processing tasks, sparking widespread scholarly inter-
est in PTM.

B. CNN
CNN, a feedforward neural network, possesses formidable
feature extraction capabilities [47], [48]. The origins of CNN
can be traced back to the 1980s. The literature [49] introduced
the lenet model for the task of recognizing handwritten digits.
This model incorporates convolution and pooling structures
and utilizes the backpropagation algorithm for training. With
the emergence and advancement of big data, researchers have
embarked on exploring deep CNNmodels. The literature [50]
introduced the alexnet model, which achieved significant
breakthroughs in the imagenet image classification compe-
tition by utilizing multiple convolutional layers and fully
connected layers for training.

The initial application of CNN in NLP tasks was primarily
focused on text classification. The literature [51] proposed
a CNN-based model for text classification, which employs
convolutional operations on sentences to extract local fea-
tures. The model has achieved promising performance on
multiple text classification tasks. Subsequently, CNN has
been employed for sequence modeling tasks, such as named
entity recognition and part-of-speech tagging. The litera-
ture [52] presents a CNN-based sequence annotation model
that employs convolution and pooling operations on the input
sequence to predict labels.

C. MUTUAL INFORMATION
The concept of mutual information was initially introduced
by Shannon in 1948 as a measure of the relationship between
two random variables in information theory [51]. With the

advancement of machine learning and pattern recognition,
mutual information has been employed in the field of feature
selection. By calculating themutual information between fea-
ture variables and target variables, the degree of correlation
between variables is evaluated, enabling the selection of the
most relevant features [53]. On the other hand, mutual infor-
mation is widely employed for feature extraction. By com-
puting the mutual information between different features, one
can assess the relevance of the features and select a subset of
features with the maximum mutual information [54].

In the field of natural language processing, mutual infor-
mation was initially employed in semantic relatedness com-
putation. It quantifies semantic correlation by calculating
the mutual information of word co-occurrences [55]. Subse-
quently, mutual information started to be employed in feature
selection and text classification tasks. In the context of fea-
ture selection, mutual information is utilized to assess the
degree of association among word categories. In the context
of text classification, mutual information is employed for
the computation of feature importance [56]. With the emer-
gence of information extraction tasks, mutual information has
begun to play a role in such tasks. By computing the mutual
information of entities, one can capture the correlation and
dependency between entities, enabling entity querying and
information retrieval [57], [58].

III. PTM-MCNN ENTITY RELATIONSHIP
EXTRACTION MODEL
A. PTM CONSTRUCTION
The PTM proposed in this study is a deep language model
based on self-supervised learning, trained by applying a
random masking mechanism to the multi-layer transformer
structure. The transformer is a self-attention neural network
framework that eliminates recurrent structures and allows
for parallel computation. It has the ability to better capture
semantic information and exhibits stronger generalization
capabilities. PTM employs the technique of randomly mask-
ing portions of entities in sentences to extract features from
textual information. It consists of an input layer, a feature
extraction layer and an output layer. The basic implementa-
tion is as follows.

Pretraining strategy: During the pretraining phase, the
model is trained to understand the contextual features of
masked positions by randomly masking characters in the
input sequence. This allows the model to learn the original
meaning of the masked positions based on the surrounding
context. Currently, conventional pretraining language mod-
els, such as BERT, typically employ a masking strategy
that involves masking individual characters in the text using
a single [MASK] token. However, during the process of
extracting emergency entities in water conservancy projects,
the naming conventions for entities are complex, diverse,
and often involve longer names. If the original masking
strategy is still employed, it would be unable to fully mask
the entire entity, resulting in model bias when predicting
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FIGURE 1. The basic process of random [MASK] in the pre-training phase.

FIGURE 2. Schematic representation of the character embedding, word embedding and location embedding forming the PTM
input layer.

the masked words and consequently leading to inaccurate
predictions. Therefore, this paper aims to enhance the mask-
ing strategy of pre-training language models by employing
an entity-level masking approach to mask the text. Firstly,
the text is tokenized and entity analysis is performed using
an entity lexicon. Then, the entire entity is masked using
multiple consecutive [MASK] tokens. Finally, the model
is used to predict all the characters replaced by [MASK]
tokens, allowing for the extraction of entity-level feature
information, thus alleviating biases caused by incomplete
semantics during the prediction process. Figure 1 illus-
trates the basic processing of masking entities in the input
text. The random masking strategy is as follows: (1) 80%
of the entities in the input sequence are replaced with other
entities. (2) 10% of the entities in the input sequence are
masked with [MASK]. (3) 10% of the input sequence remains
unchanged.

Input layer: As depicted in Figure 2, the input layer of the
PTM is composed of three components: character embed-
ding, word embedding, and positional embedding, which
are combined together. Character embedding transforms the
input text sequence into fixed-dimensional vectors, word
embedding encapsulates various word information, and posi-
tional embedding enables sequential encoding of the input
text sequence.

Feature extraction layer: The feature extraction layer
of PTM consists of a 24-layer transformer network, with
each layer comprising 6 encoders. The transformer net-
work employs a self-attention mechanism, which calculates
the contextual features of words or characters and assigns
weights to each word or character accordingly. In such cases,
word vectors or character vectors would encompass seman-
tic information that is related to their context. Taking word
embeddings as an example, the self-attention mechanism in
transformer is defined as follows.

fattention(Q,K ,V ) = Softmax(
QKT
√
dk

)V , (1)

Among them, Q, K and V are matrices of word embed-
dings. The dot product matrix of Q and KT represents the
degree of correlation for each word.

√
dk serves as the scaling

factor. Building upon this foundation, multiple self-attention
layers are concatenated through a multi-head structure to
obtain a more interpretable multi-head attention mechanism.
The formula is defined as follows.

fmultihead (Q,K ,V ) = [head1 head2 . . . headn], (2)

head i = fattention(QW i
Q,KW i

K ,VW i
V ), (3)

Among them, the matrix W represents the weight matrix,
head denotes the number of attention heads, and WQ, WK ,
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WV represent the weight parameter matrices for Q, K and
V , respectively. To expedite the convergence of the model,
a residual network is introduced, followed by a normalization
process.

Output layer: The output layer of the PTM consists of the
results obtained after feature extraction through 24 layers of
transformer encoders and decoders. It outputs word vectors
that encompass the rich semantic information of the input
text.

B. MCNN CONSTRUCTION
The relationships among entities in water conservancy
projects’ emergency scenarios exhibit intricacy and uncer-
tainty. For extracting complex relationships, conventional
approaches commonly employ one-dimensional convolu-
tions for feature extraction. The feature extraction based on
one-dimensional convolutions typically captures only local
information, leading to limited comprehension of the global
context. When performing the classification of entity rela-
tionships, employing a multi-view strategy can aid in extract-
ing a broader range of entity relationship features [59].
The main concept of MCNN revolves around manipulating
embedding vectors through spatial translation, rotation, and
superposition to construct multiple views, which are then sub-
jected to feature extraction using CNN. By performing spatial
translation on the embedded vectors, it is possible to alter
the relative positions of entities and relationships, thereby
capturing entity relationship features at different locations.
By applying spatial rotation to the embedded vectors, the
angles of entity relationships can be altered, enabling the
capture of entity relationship features from different per-
spectives. After performing spatial translation and rotation,
the embedded vectors are combined and fused, enhancing
their sensitivity to changes in the position and angle of the
input data, thereby increasing the robustness and generaliza-
tion capability of the model. This study aims to construct
three distinct convolutional views, namely spatial translation
of entity-relation vectors, spatial rotation of entity-relation
vectors, and spatial fusion and superposition of entity-
relation vectors. The basic implementation of MCNN is
as follows.

Defining entity ehϵRa×b
′

and relation erϵRa×b
′

, where a, b
and b′

= b/2 represent the spatial dimensions of the vectors.
Splitting entity eh and relation er into two parts, defined as
eh = {h1, h2 and er = {r1, r2, respectively, with dimensions
h1, h2, r1, r2ϵRa×b

′′

and b
′′

= b/4. Utilizing vector addition
to achieve the translation operation, each component of the
vector undergoes a corresponding addition operation, where
the size and direction of the translation vector determine the
magnitude and direction of the translation. For the vector
h1, it is translated along the direction and magnitude of the
translation vector r1, resulting in the representation (h1 + r1).
This study constructs four translation vectors, denoted as
(h1 + r1), (h1 + r2), (h2 + r1) and (h2 + r2). Then, through
the vector concatenation, the first convolutional view is

formed, defined as follows.

Vt =
[
(h1 + r1)a×b′′ ; (h1 + r2)a×b′′ ; (h2 + r1)a×b′′ ;

× (h2 + r2)a×b′′

]
a∗b

, (4)

Among them, Vt represents the convolutional view after
spatial translation, (h1 + r1) ϵRa×b

′′

represents the transla-
tion of h1 along the direction and magnitude of r1 and [; ]
represents the vector concatenation. Equation (4) can be
extended to the case of nonlinear transformations, defined as
follows.

Vt = Vt +
eVt − e−V t

eVt + e−V t
, (5)

By combining Vt and a non-linear transformation, the view
can be obtained not only through spatial translation but also
through spatial rotation. The rotational operation is accom-
plished by utilizing the inner product of vectors, where the
direction and magnitude of the rotating vector determine the
angle and amplitude of the rotation. For vector h1, rotating
it along the angle and magnitude of vector r1 results in
vector (h1 ∗ r1). The four rotation vectors are represented
as (h1 ∗ r1), (h1 ∗ r2), (h2 ∗ r1) and (h2 ∗ r2), respectively.
By performing vector concatenation, the second form of view
transformation is obtained and defined as follows.

Vr =
[
(h1 ∗ r1)a×b′′ ; (h1 ∗ r2)a×b′′ ; (h2 ∗ r1)a×b′′ ;

× (h2 ∗ r2)a×b′′

]
a∗b

, (6)

whereas Vr is identical to Vt , VrϵRa×b and (h1 ∗ r1) ϵRa×b
′′

denote the spatial rotation of h1 along the angle and magni-
tude of r1. Thus, the nonlinear transformation approach for
Vr is defined as follows.

Vr = Vr +
eVr − e−V r

eVr + e−V r
, (7)

By combining the vectors (eh + er )ϵRa×b
′

and
(eh ∗ er )ϵR

a×b′

through vector concatenation, a new fused
view Vf can be formed, defined as follows.

Vf = [(eh + er )a×b′; (eh ∗ er )a×b′ ]a∗b, (8)

Lastly, the fusion view comprising Vt , Vr and Vf is defined
as VI = {Vt ,V r ,V f , Iϵ {t, r, f }. Taking vector VI as the
input of the CNN, a novel multi-view feature augmentation
network can be constructed.

C. PTM-MCNN BASED EMERGENCY ENTITY
RELATIONSHIP EXTRACTION
PTM-MCNN comprises three main modules: the label
annotation module, the feature extraction module, and the
entity-relation extraction module. The label annotation mod-
ule serves as a data standard for training and evaluating
the model. The feature extraction module is divided into
two parts, namely the pre-training module and the multi-
view convolution module. The pre-training module aims to
enhance the accuracy of entity extraction by mining the
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FIGURE 3. Entity relationship extraction process based on PTM-MCNN model.

TABLE 1. Method of marking the text sequence of the emergency plan.

semantic features of the text, while the multi-view convolu-
tion module enhances the relationship extraction capability
by extracting the interaction features of entity relationships.
The entity relationship extraction module involves feeding
the labeled sequence, which has undergone feature extraction,
into a classification model for entity relationship extraction.
Figure 3 illustrates the fundamental process of entity relation-
ship extraction using the PTM-MCNN model, as follows:

Label annotation: For a given length of n the emergency
plan text S = {s1, s2, . . . , sn, where si denotes the ird char-
acter in the text. The label annotation can be represented as
a nonlinear mapping, denoted by k(·). The label sequence
corresponding to the given text is as follows.

Ls = k(S) (9)

Among them, Ls = {l1s , l
2
s , . . . , l

n
s is of the same length

as S, and l is represents the label of the ith character in the
text. Table 1 provides the emergency plan text sequence, label
sequence, and corresponding entity relationship information.

In the sentence, each individual character is assigned a
label. The labels can be classified into two categories: entity
labels and relation labels. For entity labels, the ‘‘BIO’’ anno-
tation scheme is used to indicate the position of each character
within an entity. ‘‘B’’ indicates that the character is at the
beginning of an entity, ‘‘I’’ indicates that the character is in
the middle or at the end of an entity, and ‘‘O’’ indicates that
the character does not belong to any entity. The relationship
labels are determined by pre-defined categories of relation-
ships. For example, in Table 1, ‘‘WA-B’’ corresponds to the

starting position of the entity ‘‘water level,’’ and category ‘‘1’’
represents the relationship ‘‘rise’’.

Feature extraction: For the label annotation sequence Ls =

{l1s , l
2
s , . . . , l

n
s , the process of vectorizing Ls is performed

using character vectors, word vectors, and positional vectors.
Character vectors are employed to capture the precise format,
case, and other characteristics of individual characters. Word
vectors are utilized to capture the semantic relationships
among words. Positional vectors are employed to capture the
sequential order and contextual relationships of words within
a sentence. Subsequently, the fusion of character vectors,
word vectors, and positional vectors is accomplished through
vector addition, denoted as X = {x1, x2, . . . , xn. The PTM-
MCNN pre-training module is utilized to extract features
from embedded vectors with a length of n, defined as follows.

E = fptm(x1, x2, . . . , xn), (10)

Among them, E = {e1, e2, . . . , en represents the extracted
textual features. Next, the extracted textual features are
divided into two parts to construct views Vt , Vr and Vf based
on spatial translation, rotation, and superposition. Taking
view Vt as an example, a 3× 3 2D convolution kernel is used
for 2D feature extraction, defined as follows:

Fcov = Vt ∗ ω2
2D, (11)

Among them, ω2
2D ∈ R3×3 represents the 2D convolu-

tion kernel, ∗ represents the convolution operator, and Fcov
represents the feature map obtained after 2D convolution
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computation. Then, the feature maps are fused using matrix
addition and passed through inner product computation to
obtain the output.

Entity relation extraction: After performing feature extrac-
tion using the PTM-MCNN model, the feature vectors of the
text sequences are obtained and defined as F . Using softmax
to predict the entity relationship label ŷ for F , calculate the
conditional probability p̂ for F belonging to each label class,
and assign the maximum p̂ value as the predicted class label
ŷ for F . The calculation formula is defined as follows.

p̂(y|F) = softmax(W (X )F + b(X )), (12)

ŷ = argmax(p̂(y|F)), (13)

Among them, W (X ) represents the weight parameter and
b(X ) represents the bias parameter. By utilizing the cross-
entropy loss function, calculate the loss between the true label
and predicted label of the entity relationship. The calculation
formula is as follows.

L(θ ) = −
1
N

∑
i

((
ŷilog (yi)

)
+

(
1 − ŷi

)
(1 − log (yi))

)
,

(14)

Among them, N represents the number of entity triplets.

IV. KNOWLEDGE GRAPH BASED EMERGENCY
PLAN GENERATION
The research focuses on the comprehensive emergency plans
at the provincial and municipal levels, as well as 17 spe-
cific emergency plans, released by the South-to-North Water
Diversion Project in China from 2014 to 2021. The South-
to-North Water Diversion Project in China is a large-scale
interbasin water resources project implemented to alleviate
water scarcity issues in northern China. Since its compre-
hensive implementation, the project has conveyed a volume
of 58.6 billion cubic meters of water, effectively alleviating
water scarcity issues in northern China. Leveraging knowl-
edge graph technology, automatic extraction of emergency
decision-making knowledge from a large amount of unstruc-
tured emergency plan texts and intelligent generation of emer-
gency plans based on actual situations can greatly enhance the
efficiency of emergency management for the South-to-North
Water Diversion Project. The intelligent generationmethod of
emergency plans based on knowledge graph mainly consists
of five stages, namely data preprocessing, ontology con-
struction, entity-relation extraction, knowledge triple storage,
and emergency plan generation. The primary objective of
data preprocessing is to perform operations such as cleaning,
transformation, and normalization on the raw text to enhance
the performance and effectiveness of the model. Ontology
construction aims to provide a unified semantic framework
for describing entities, attributes, and their relationships. The
results of entity-relation extraction are used to form the
nodes and edges of the knowledge graph. Through knowledge
storage, entity-relation triples are presented in the form of
a graph. Finally, emergency decision plans are generated

through matching and retrieval. Figure 4 illustrates the basic
process of the method, which is summarized as follows.

Data preprocessing: For the emergency plan text data, the
first step is to remove frequently occurring but semantically
insignificant vocabulary to reduce the dimensionality of the
feature space and minimize interference from noise on the
model. Furthermore, the text data is transformed into numeri-
cal vector representations to provide input for model learning.

Ontology construction: From the perspective of emergency
management analysis, the process of emergency response
mainly comprises four stages: forecasting and warning,
graded response, emergency handling and post-event support.
Forecasting and warning phase encompasses factors such as
precipitation, runoff, water level, and reservoir dams. The
emergency handling phase involves institutions, responsi-
bilities, and other related aspects. The post-event support
phase entails provisions for supplies, equipment, personnel,
and more. The ontology of an emergency knowledge graph
represents the concepts of emergency and their related rela-
tionships, comprising concept nodes and concept relationship
edges. The ontology of the emergency knowledge graph con-
structed in this study primarily encompasses concepts and
relationships from five aspects. 1⃝ The emergency response
process involves four stages: forecasting and early warning,
graded response, emergency handling and post-event support.
2⃝ Natural objects such as meteorology, hydrology, rivers,
etc. 3⃝ Social objects such as institutions and departments.
4⃝ Reservoirs, dams and other water engineering objects.
5⃝ Various technical terms in the field of water conservancy.
Entity relationship extraction: The emergency plans for

the South-to-North Water Diversion Project in China pri-
marily comprise two types of data: semi-structured tabular
data and unstructured textual data. In addition, there are
also structured real-time monitoring data. For structured real-
time data, it is stored directly using a relational database.
For semi-structured tabular data, matching and extraction are
performed using regular expressions. For unstructured textual
data, extraction is carried out using the PTM-MCNN model.
Firstly, the PTM-MCNN model is trained using annotated
training dataset. Then, the trained PTM-MCNNmodel is used
to extract entity relationships from unlabeled emergency plan
texts. Finally, the extracted entity relationships are integrated
to obtain a comprehensive and accurate entity relationship
network.

Knowledge storage: This study employs the Neo4j graph
database to store the entity relationship triplets. When storing
entity nodes, each node is identified by a unique identifier
such as an ID or URI. Nodes are labeled to indicate the
category of each entity, facilitating the classification and
retrieval of nodes. For the storage of relationship edges, the
semantic relationships between entities are represented by the
types and directions of relationships between nodes. Among
them, the starting node of an edge is the head entity, the
ending node of an edge is the tail entity, and the type of
the edge represents the entity relationship. By storing entity
relationship triplets, the semantic relationships and attribute
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FIGURE 4. Knowledge graph based emergency plan generation process.

information in the knowledge graph are represented in a struc-
tured manner. In order to enhance query performance and
ensure data consistency, indexes and constraints are created
in Neo4j. Indexes facilitate the swift identification of nodes
possessing specific attribute values. Constraints ensure the
consistency and integrity of data. Furthermore, when dealing
with a large volume of imported entity relationship triples, the
data can be efficiently loaded into the graph database from
external data sources using the bulk import tool provided by
Neo4j.

Emergency plan generation: The process of generat-
ing emergency plans involves two main stages, namely
knowledge retrieval and template matching. The retrieval of
emergency knowledge in water conservancy projects can be
categorized into two scenarios. The content to be retrieved
can be directly obtained from the knowledge graph, and in
this case, it is accomplished using the Cypher query language
provided by the Neo4j graph database. The Cypher query
language offers functionalities such as path traversal and
aggregation, demonstrating high efficiency in querying and
retrieval. Another scenario arises when the desired content
cannot be directly obtained and requires a predefined simi-
larity threshold to be established in advance. Subsequently,
employing the mutual information criterion for entity simi-
larity matching, when the input content meets the similarity
threshold, the recommendation set will be returned, contain-
ing the top 5 solutionswith the highest similarity. The formula

for calculating the similarity using mutual information is
defined as follows.

I (Ein,Efe) =

∑
ein∈Ein

∑
efe∈Efe

p(ein, efe)log
p(ein, efe)
p(ein)p(efe)

(15)

Among them, Ein represents the input entity, Efe represents
the entity to be retrieved and p(·) is the joint probability
distribution for calculating two random variables. The out-
put of mutual information is the similarity between the two
entities. In the template matching phase, the emergency plan
templates designed in this study are divided into four sections:
forecasting and warning, graded response, emergency han-
dling, and post-event support. The forecast warning includes
real-time water level information, meteorological informa-
tion, and other relevant data within the current area. The
graded response includes information on the current response
level. Emergency handling encompasses information about
organizations, responsibilities, and other relevant details. The
post-event support includes information about resources such
as supplies, equipment and personnel. Based on the retrieved
emergency knowledge, perform entity relationship matching
using the emergency plan template and generate and deliver
the emergency plan.

V. EXPERIMENT
Knowledge extraction serves as the foundation for construct-
ing a knowledge graph. In this section, the effectiveness of
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PTM-MCNN is validated through knowledge extraction tasks
on emergency plan data. First, provide an explanation of the
datasets, evaluation indexes and baseline models used in the
experiment. Then, divide the experiment into four groups to
achieve different experimental objectives.

1⃝Conducting knowledge extraction experiments on emer-
gency plan data using the PTM-MCNN model and perform-
ing comparative analysis of the experimental results with
previous state-of-the-art models to evaluate the effectiveness
of the PTM-MCNN model.

2⃝ Perform sensitivity analysis experiments on hyperpa-
rameters to verify the model’s performance sensitivity to
hyperparameter settings.

3⃝ Analyze the impact of entity masking-based pre-
training tasks andmulti-view convolution on the performance
of the PTM-MCNN model through ablation experiments.

4⃝ Conducting a case study experiment on intelligent
emergency plan generation to meticulously demonstrate how
this approach ensures the reliability of emergency plan
generation.

A. MODEL PARAMETERS AND DATA
This study utilized the comprehensive emergency plans at
the provincial and municipal levels, as well as 17 spe-
cialized emergency plans, released by the South-to-North
Water Diversion Project in China from 2014 to 2021 as the
experimental data. The comprehensive emergency plans at
the provincial and municipal levels, as well as the special-
ized emergency plans, are sourced from the 47 management
offices under the South-to-North Water Diversion Project
in China. The provincial and municipal emergency plans
delineate the unified emergency response procedures for sig-
nificant risk events within the respective province or city.
The process comprises four stages: forecasting and warn-
ing, graded response, emergency handling and post-event
support. The 17 specialized emergency plans encompass
response procedures for 17 major risk events, including flood
disasters, fires, traffic accidents, earthquakes, water pollu-
tion, and more. After data preprocessing, a total of 733,041
records were obtained, including provincial and municipal
emergency plans as well as specialized emergency plans.
The emergency plan dataset was divided into training and
testing sets with a ratio of 7:3, resulting in 513,128 records
in the training set and 219,912 records in the testing set. The
baseline models selected for this study encompass widely
adopted named entity recognition models and relation extrac-
tion models. The baseline models comprise FastText [26],
TextCNN [28], BILSTM [30], BERT-BILSTM-CRF [38] and
BERT-CNN [39]. Table 2 presents the parameter configura-
tions for each model.

B. EVALUATION OF INDEXES
For model evaluation, this study utilises accuracy, recall and
F1 as the evaluation indexes. Accuracy measures the pro-
portion of correctly identified entity relations by the model.
Recall measures the ability of the model to correctly identify

TABLE 2. Values of the model parameters.

entity relations. The F1 score is the average of accuracy and
recall, used to evaluate the overall performance of the model.
The higher the values of accuracy, recall, and F1 score, the
better the performance of the model. Precision (P), recall (R),
and F1 score are defined as follows:

P =
TP

TP + FP
100%, (16)

R =
TP

TP + FN
100%, (17)

F1 =
2P · R
P+ R

100%, (18)

Among them, TP represents the number of correctly pre-
dicted entities, FP represents the number of predicted entities
that are not actual entities and FN represents the number of
entities that were not predicted.

C. KNOWLEDGE EXTRACTION RESULTS AND ANALYSIS
Figure 5 and Table 3 present the experimental results of
different models. In terms of entity extraction, FastText
exhibits the lowest performance with accuracy, recall and
F1 values of 0.780, 0.386 and 0.425, respectively. Fast-
Text employs character-level n-gram features to represent
text, which exhibits limited capability in understanding com-
plex semantics. BERT-BILSTM-CRF demonstrates superior
performance with accuracy, recall and F1 scores of 0.935,
0.949 and 0.941, respectively. BERT-BILSTM-CRF, based
on pre-training and bidirectional language modeling, pos-
sesses the capability to deeply comprehend the intricate rela-
tionships among vocabulary, syntax and semantics, thereby
providing a more comprehensive contextual representation.
The proposed PTM-MCNN model achieves precision, recall
and F1 scores of 0.947, 0.973 and 0.960, respectively.
Compared to BERT-BILSTM-CRF, PTM-MCNN achieves
an improvement of 1.28% in precision, 2.53% in recall
and 2.02% in F1 score. In the domain of water con-
servancy projects emergency entity extraction, emergency
plans exhibit numerous specialized terms and semantic com-
plexities. Conventional pre-trained language models fail to
fully comprehend the entire entity, leading to biases in
entity extraction by the model. In terms of relation extrac-
tion, BERT-BILSTM-CRF achieved accuracy, recall and F1
scores of 0.830, 0.817 and 0.817, respectively, while PTM-
MCNN achieved accuracy, recall and F1 scores of 0.898,
0.893 and 0.884, respectively. Compared to BERT-BILSTM-
CRF, PTM-MCNNachieved improvements of 8.19% in accu-
racy, 9.30% in recall and 8.20% in F1 score. Emergency plans
exhibit characteristics of complex relationship structures.
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FIGURE 5. Comparison chart of performance levels of each model.

TABLE 3. Comparison of the values of the experimental results for each model.

Our approach in this paper enhances the model’s robustness
and generalization capacity through vector spatial translation,
rotation, and superposition, thereby significantly improving
its capability to extract complex relationships. Overall, the
proposed PTM-MCNN model in this study consistently out-
performs state-of-the-art models in terms of entity relation
extraction, indicating its effectiveness in accomplishing the
task of extracting emergency entity relations in water conser-
vancy projects.

To thoroughly validate the effectiveness of the proposed
model, the PTM-MCNN was subjected to 200 statistical
experiments, comparing it with the baseline models. The
model’s performance was evaluated and examined using four
statistical variables: mean, median, 10th quantile, and 90th
quantile. The mean is used to describe the overall average
performance of the model. The median describes the central
tendency of the model’s performance. Unlike the mean, the
median is less sensitive to outliers and better reflects the
central trend of the data. The 10th quantile and 90th quantile
represent the values at the 10th and 90th percentiles of the
data, respectively, and can be used to describe the lower
and upper bounds of the data distribution. Figure 6(a)∼(c)
present the accuracy, recall and F1 scores of different models
and statistical variables in the domain of entity extraction.
It can be observed that the mean and median values of BERT-
BILSTM-CRF remain around 93%, while the 10th and 90th
quantiles remain between 89% and 95%, with a difference of

0.6 between the quantiles. The mean and median values of
PTM-MCNN remain around 95%, while the 10th and 90th
quantiles remain between 95% and 96%, with a difference of
0.1 between the quantiles. The mean and median of PTM-
MCNN surpass those of the BERT-BILSTM-CRF model,
while the difference between the 10th and 90th quantiles
is smaller for PTM-MCNN compared to BERT-BILSTM-
CRF. Indicate that PTM-MCNN exhibits superior average
performance to BERT-BILSTM-CRF and is relatively stable.
Figure 6 (d)∼(f) present the precision, recall and F1 scores
for different models and statistical variables in the context of
relation extraction. Themean andmedian of BERT-BILSTM-
CRF remain around 80%, while the 10th and 90th quantiles
are maintained at 77% and 82%, respectively, with a differ-
ence of 0.5 between the quantiles. The mean and median of
PTM-MCNN remain around 89%, while the 10th and 90th
quantiles are maintained at 88% and 91%, respectively, with
a difference of 0.3 between the quantiles. Indicating that
PTM-MCNN outperforms BERT-BILSTM-CRF in relation
extraction, exhibiting superior average performance and rel-
ative stability.

D. HYPERPARAMETRIC SENSITIVITY ANALYSIS
To investigate the impact of hyperparameters on the per-
formance of the PTM-MCNN model, this study con-
ducts a detailed analysis and comparison of several key
hyperparameters, including the dimensionality of embedding
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FIGURE 6. Model performance levels for different models with different statistical variables.

vectors, the number of layers in the model, and the number of
training iterations. The dimensionality of embedding vectors
is selected from the set D∈{50, 90, 130, 170, 210, 250, 290,
330, 370, 410, 450, 490, 530, 570, 610}. The number of

network layers is chosen from the set L∈{1, 5, 10, 15, 20, 25,
30, 35, 40, 45, 50, 55, 60, 65, 70}. The number of training iter-
ations is selected from the set L∈{10, 20, 30, 40, 50, 60, 70,
80, 90, 100, 110, 120, 130, 140, 150}. To ensure experimental
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FIGURE 7. Performance level of PTM-MCNN model with different hyperparameters.

fairness, the settings of the remaining hyperparameters were
kept the same as in Section V-A, except for the ones under
current investigation. The experimental results are depicted
in Figure 7.

Figure 7,(a)∼(c) gives the relationship between the embed-
ding dimension, the number of iteration rounds and the
evaluation index. It can be observed that the overall perfor-
mance of the model is poorer when the number of training
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TABLE 4. Comparison results of PTM-MCNN model with variants.

TABLE 5. Search results and similarity.

iterations is less than 60 and the embedding dimension is
less than 300. The overall performance of the model is supe-
rior and tends to be stable when the number of iterations
is greater than 60 and the embedding dimension is greater
than 300. Insufficient number of iterations and lower embed-
ding dimension result in inadequate feature representation
capacity of the model, which hinders the comprehensive
recognition of contextual information and accurate entity
extraction. As the model’s embedding dimension and number
of iterations increase, its feature representation capacity, gen-
eralization ability, and knowledge extraction capability also
improve. Figure 7,(d)∼(f) gives the relationship between the
number of network layers, the number of iteration rounds and
the evaluation index. When the number of network layers
is less than 10, the model’s performance is poor. However,
when the number of network layers exceeds 10, the model
exhibits strong generalization ability and tends to stabilize.
The experimental results indicate that the number of network
layers is also a sensitive hyperparameter. Setting it too high
or too low can lead to overfitting or underfitting issues.

E. ABLATION EXPERIMENT
To analyze the impact of entity masking strategy and
multi-view strategy on model performance, this study
introduces two variant models based on PTM-MCNN:

PTM-MCNN-CUT and PTM-MCNN-UNI. PTM-MCNN-
CUT represents the removal of the entity masking pre-
training task from PTM-MCNN, while PTM-MCNN-UNI
represents the removal of the multi-view convolution func-
tionality from PTM-MCNN. The knowledge extraction
results of the PTM-MCNN model and its variant models are
presented in Table 4.
From Table 4, it can be observed that in terms of entity

extraction, PTM-MCNN achieves precision, recall and F1
scores of 0.947, 0.973 and 0.960, respectively, while PTM-
MCNN-CUT achieves precision, recall and F1 scores of
0.927, 0.826 and 0.870, respectively. Compared to the
PTM-MCNN-CUT model, the PTM-MCNN model exhibits
improvements of 2.16% in precision, 17.80% in recall and
10.34% in F1 score. The removal of the entity masking
strategy in the PTM-MCNN-CUT model, based on the PTM-
MCNN, has led to a decrease in the ability to extract
contextual features of entities, thereby impacting the perfor-
mance of entity extraction. In terms of relation extraction,
PTM-MCNN achieved precision, recall and F1 scores of
0.898, 0.893 and 0.884 respectively, while PTM-MCNN-
UNI achieved precision, recall and F1 scores of 0.775,
0.827 and 0.784 respectively. Compared to PTM-MCNN-
UNI, PTM-MCNN achieved an improvement of 15.87% in
precision, 7.98% in recall and 12.75% in F1 score. The use of
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a single-view strategy in PTM-MCNN-UNI resulted in a
weakened ability to extract relations, thus impacting the accu-
racy of relation extraction.

F. ANALYSIS OF EMERGENCY PLAN GENERATION
RESULTS
Using the ‘‘Classification and response standards for flood
disasters in the South-to-North Water Diversion Project of
China’’ as a retrieval case, knowledge retrieval and matching
were conducted based on the mutual information criterion.
The top 5 most relevant entities with the highest similarity
in the emergency knowledge graph were returned, and the
results are shown in Table 5. The classification and response
standards for flood disasters in the South-to-North Water
Diversion Project of China consist of four levels, ranging
from Level I∼Level IV in descending order. Based on the
information presented in Table 5, the hierarchical response
standards are essentially included in the returned list of
results. The current recommendation results, in conjunction
with the actual situation of the South-to-North Water Diver-
sion Project, essentially meet the requirement for accurate
generation of emergency plans. The main reasons for the
failure of recommendations, in which a few correct contents
are not included in the recommendation list, are as follows.
① The inaccurate identification of certain entities by the
entity recognition algorithm may be attributed to possible
annotation errors during manual data labeling. ② Insufficient
training data for the entity recognition model resulted in the
inability to accurately identify the relevant entities.

VI. SUMMARIES
Aiming to address the issues of poor content relevance and
insufficient intelligent decision support in emergency plans
for water conservancy projects, a knowledge graph based
intelligent generationmodel for emergency plans is proposed.
The main findings and contributions are summarized as
follows.

1) PTM is proposed, which improves the accuracy of
entity recognition task by randomly masking partial entities
in sentences. Compared to BERT-BILSTM-CRF, our method
achieves an increase of 1.28% in accuracy, 2.53% in recall
and 2.02% in F1 score for entity recognition task, enabling
the extraction of emergency entities in water conservancy
projects.

2) By employing vector space translation, rotation, and
superposition, MCNN is constructed, which enhances the
accuracy of relation extraction. Our approach achieves pre-
cision, recall and F1 score of 0.898, 0.893 and 0.884, respec-
tively, making it the top-performing method for relation
extraction in terms of overall performance.

3) The extracted emergency entity relation triplets are
stored in the Neo4j graph database, forming an emergency
knowledge graph in the field of water conservancy projects.
The retrieval of emergency knowledge and the generation of
emergency plans are accomplished using the mutual informa-
tion criterion.

However, the current approach in this paper fails to take
into account the multimodal information present in emer-
gency plan data, which results in a gap between the emer-
gency plans generated using knowledge graphs and their
practical application in engineering projects. Future research
will focus on addressing the challenges posed by the multi-
modal aspects of emergency plans.
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