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ABSTRACT Chest X-ray images are among the most common diagnostic tools for detecting and managing
bronchopneumonia and lung abnormalities, such as those caused by COVID-19. However, interpreting these
images requires significant expertise, and misinterpretations can result in false negatives or positives. Deep
learning techniques have recently been highly effective in analyzing medical images, including chest X-rays.
In this study, we propose two deep learning approaches to classify and localize different abnormalities,
including COVID-19, on chest X-rays, which include multi-classification and object detection models that
can identify and localize the presence of disease as other common abnormalities. The proposed models
are trained on a large dataset of chest X-ray images from sick people (including COVID-19 patients) and
validated on an independent test set. Compared to single object models, this paper presents an ensemble
of models by combining multiple object detection models to detect multiple abnormalities in the chest
X-ray images. Our results demonstrate that the proposed method achieved promising results in both multi-
classification and localization of abnormalities, including COVID-19, compared to the state-of-the-art
methodologies. The proposed methods have the potential to assist radiologists in the diagnosis of the
abnormalities on chest X-ray images and provide a more accurate and efficient interpretation, thereby
improving patient outcomes and reducing the burden on healthcare systems.

INDEX TERMS Deep learning, multi-classification, localization, ensemble model, bronchopneumonia/lung
abnormalities.

I. INTRODUCTION

Chest X-ray imaging is one of the primary diagnostic tools
used to evaluate the presence of abnormalities in the lungs,
which may include many different types of sickness to be
detected, such as lung opacity, viral pneumonia, and recently,
effects due to COVID-19 pandemic which, since December
2019, has presented a global challenge [1]. The analysis of
chest X-ray images can provide valuable information on the
severity and progression of COVID-19 pneumonia, making
it an essential tool in managing the disease. However, ana-
lyzing chest X-ray images can be challenging, particularly
in cases with multiple abnormalities. One of the difficulties
encountered with chest X-ray images involves the potential
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confusion when diagnosing pneumonia, along with other
types of abnormalities such as COVID-19, viral pneumo-
nia, and lung opacity. This becomes particularly challenging
when the radiologist or diagnosing doctor lacks experience
or when the patient’s medical history is unavailable. Previous
studies have predominantly focused on binary or single-class
classification tasks, where abnormalities are simply identified
as present or absent. However, simultaneously classifying
multiple types of abnormalities on chest X-rays presents addi-
tional challenges. Additionally, there is a need to improve the
accuracy of localizing abnormalities on chest X-ray images,
despite the advancements made in object detection models
for localization. There is still room for improvement in this
area. Future research should aim to develop robust algorithms
capable of distinguishing between various disease categories
and accurately pinpointing the location of abnormalities
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within the image, thus providing detailed information about
their spatial extent. Accurately identifying the presence and
location of COVID-19 abnormalities on chest X-ray images
can significantly improve diagnostic accuracy and facilitate
prompt treatment. A chest X-ray image is a susceptible
technique that can detect COVID-19 and other chest-related
issues. It plays a crucial part in identifying and treating
the disease at an early stage. Manual interpretation of these
images is time-consuming and error-prone and can be partic-
ularly challenging when multiple abnormalities are present.
Therefore, algorithms for fast (real-time or near real-time)
detection and classification of abnormalities in chest X-ray
images are needed. Research has demonstrated that chest
X-ray (CXR) images exhibit distinct variations in the imaging
features of abnormalities and typical pneumonia [2], [3], [4].
Deep learning (DL) algorithms have shown promising results
in different medical imaging applications, which include
chest X-ray image analysis. Deep learning algorithms can
potentially analyze large datasets, extract complex features,
and provide accurate predictions, making them suitable for
multi-classification and localization tasks. Various issues,
such as image classification, object detection, medical imag-
ing, and drug interaction, are addressed using deep neural
networks [5], [6]. In image processing, Convolutional Neural
Networks (CNN) have demonstrated significant potential,
and multiple research studies have shown the efficacy of these
techniques in image segmentation [7], [8]. Binary classifi-
cation is a deep learning approach that classifies data into
two categories. Chest X-ray images have diseases classified
as either showing the presence or absence of abnormalities.
Training deep learning models achieves this classification
on a large dataset of X-ray images labeled as negative or
positive for diseases. However, there are several drawbacks
to using binary classification on these X-ray images for
disease diagnosis. Chest X-ray images are not specific to a
particular abnormality such as COVID-19 and can be pos-
itive for other respiratory conditions such as pneumonia or
tuberculosis. This can result in false prediction and misiden-
tification of coronavirus [9], [10], [11], [12]. Additionally,
chest X-ray images are less sensitive than other diagnostic
methods, such as computed tomography (CT) scans. This
means there may be cases of such disease that are missed
or misclassified as negative. Therefore, there is a need to
develop efficient and accurate approaches for localization
and multi-classification of multiple abnormalities on X-ray
images of the lungs. We will utilize deep learning models
that will CNN pre-trained architectures [13], [14] and object
detection models [15], [16], which have been demonstrated to
be effective in classifying and localizing the targeted objects
in the images. The proposed frameworks will be trained
and validated on vast chest X-ray images containing differ-
ent abnormalities. We will evaluate its performance using
standard metrics such as recall, accuracy, precision, receiver
operating characteristic curve for multi-classification, and
mean average precision for object detection. We aim to
develop an efficient and accurate system that automatically
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detects the presence and location of coronavirus abnormal-
ities, viral pneumonia, and other opacities. It addresses the
critical issue of accurate and efficient multi-classification and
localization of coronavirus abnormalities on X-ray images.
The objective of the object detection is to develop a robust
algorithm that can identify and locate the abnormalities with
bounding boxes on chest x ray images. The model is able to
categorize the radiographs into different classes, including
negative for pneumonia, typical, indeterminate, or atypical
for COVID-19. The proposed system utilized imaging data
and annotations provided by a group of radiologists. The
goal is to improve the mean average precision and efficiency
of abnormalities detection using chest radiographs, which
can aid in the diagnosis and management of the disease.
The proposed framework can potentially improve diagnos-
tic accuracy and facilitate prompt treatment of coronavirus
patients, ultimately mitigating the ongoing pandemic. The
summarized contributions of this research are presented as the
following:

1) This paper proposes two deep learning techniques,
which include multi-classification, and object detection of
abnormalities in the chest X-ray images by utilizing two
different datasets that are dedicated to each method. The
models proposed in these approaches employ Convolutional
Neural Networks (CNNs) that can automatically learn and
extract relevant features, enabling accurate classification of
different abnormalities and localization of the objects from
complex patterns.

2) The multi-classification approach is employed to clas-
sify chest X-ray images into one of four categories, which
include COVID-19, normal, lung opacity, and viral pneumo-
nia. This enables clinicians to distinguish between multiple
respiratory diseases and healthy lungs.

3) A novel ensemble model approach has been imple-
mented to combine the results of three object detection
models (EfficientNet+YOLOv7+Faster R-CNN) by apply-
ing weighted box fusion techniques. The proposed method
improved the mean average precision and reduced the over-
fitting risk.

4) We employ advanced image pre-processing techniques,
including augmentation, cropping, rotation, and normaliza-
tion, to improve the quality and consistency of the chest X-ray
images.

The motivation of this research is to exploit two dif-
ferent approaches, which include multi-classification, and
localization to enhance medical diagnosis and patient care.
By developing accurate algorithms, healthcare professionals
can efficiently classify and localize various abnormalities,
such as pneumonia, negative, and lung diseases, in chest
X-rays. Early diagnosis and precise localization can lead
to timely treatments, better outcomes, and reduced health-
care costs. This research aims to leverage deep learning
approaches to improve the efficiency and accuracy of diag-
nosing chest-related medical conditions.

All of our codes for the proposed two approaches are
available on the GitHub link at
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https://github.com/ahanashi/Classification-and-localiza-
tion-abnormalities-on-Chest-x-ray-images

The paper is structured as the following:- Section I
describes the introduction. The related works are presented
in Section II. Section III describes the overview of CNN for
feature extraction in medical images. Section IV presents
the experimental methodology of this research. Section V
describes the obtained results and discussion. Finally, the
conclusions and future work are drawn in Section VI.

Il. RELATED WORKS

Chest X-ray and computed tomography (CT) images for
patients are a relatively simple and inexpensive proce-
dure, making their use in identifying coronavirus feasi-
ble in many countries. In a published article by [25],
researchers utilized three distinct CNN models, ResNet50,
InceptionV3, and Inception-ResNetV2, to identify coron-
avirus pneumonia in patients afflicted with the disease using
X-ray radiographs [26]. Chest X-ray (CXR) is a preva-
lent medical tool that has the potential to offer an efficient
diagnosis in medical applications. In order to facilitate the
successful screening of individuals afflicted with abnor-
malities, numerous research studies utilizing algorithms of
deep learning to identify such diseases have been carried
out [27], [28], [29], [30], [31], [32]. Medical images effec-
tively detect abnormalities, which can control the spread
of the disease. Among the imaging techniques used for
diagnosing coronavirus, X-ray images, CXR, and CT are
crucial for diagnosing the disease. The concept of image
diagnostic systems has been extensively studied using various
approaches, which include feature learning. Convolutional
Neural Networks (CNNs) are a prevalent and practical
approach for detecting disease from digital images. Recent
research has been carried out to highlight the contribu-
tions of convolutional neural networks for detecting coro-
navirus [33], [34]. For instance, Inception network-based
CNN was utilized in [23] for detecting COVID-19 abnor-
malities within CT. At the same time, a modified ResNet-50
model was applied [20] to identify COVID-19 presence and
bacterial pneumonia in the CT images. In [35], CXR was uti-
lized, and a convolutional neural network was implemented
based on different ImageNet architectures deep neural net-
work (DNN) to extract features from the X-ray images. The
extracted features were fed into a Support Vector Machine
(SVM) to identify COVID-19 cases. The authors [36] utilized
five Al-based models to detect coronavirus based on blood
cell count. They applied a Bayesian optimization technique to
tune the hyperparameters of the algorithms and transparently
presented the results to allow for straightforward interpre-
tation by healthcare professionals. Karim et al. [37] used a
DNN model for coronavirus detection in chest X-ray images.
They highlighted the class-distinguishing regions in the
images using class activation maps of gradient and relevance
propagation. They also provided an illustratable approach
for description to help clinicians understand the reasoning
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behind the Al model’s decision. In [38], the authors intro-
duced an approach that automatically detects coronavirus in
CT images utilizing DCNN models. The transfer learning
approach uses a specific input to obtain the best accuracy.
To help visualize the predicted models, they used visual-
ization methods to illustrate better and explain the model’s
predictions. The authors [39] introduced a technique that
involved utilizing deep learning to analyze the X-ray images
of the lungs. They incorporated pre-trained models with
domain extension transfer learning (DETL) to develop their
system. Their focus was explicitly on identifying instances of
coronavirus in the X-ray images. Author [40] implemented
a convolutional neural network to detect COVID-19 disease.
Although the employed models were validated with a limited
set of chest X-ray images, specifically those showing positive
cases in coronavirus patients, earlier studies faced a problem
with imbalance for the classes. Additionally, these studies
exclusively employed CNN as their pre-trained models for
COVID-19 classification and segmentation [41]. It takes only
a few minutes to complete the examination of a chest X-ray
image. Although CT analysis provides more detailed infor-
mation, it is considerably more costly and less accessible in
low-income countries. On the other hand, diagnosing lung
diseases through X-ray analysis is much more attainable,
particularly in low-income nations. Nevertheless, in the initial
stages of the illness, chest X-ray image analysis is not as
informative as CT data analysis, as mentioned in the refer-
ences [42]. Therefore, Jaiswal et al. employed deep transfer
learning based on DenseNet201 to categorize CT images of
patients who had contracted COVID-19 [43]. Their findings
showed that CNN had high efficacy and achieved promising
performance, allowing them to identify COVID-19 with this
approach.

Mask R-CNN [44], [45] is a more advanced model for
detecting objects than other models. It is an essential artifi-
cial intelligence method used for various purposes, such as
identifying and separating nodules of lungs [46], segmenta-
tion of the liver [47], segmentation of multiorgan [48], face
detection, hand segmentation [49], segmentation of gastric
cancer [50], [51], and classification the breast tumor [52].
It is an improved version of object detector and has shown
superior performance in object detection and segmentation
compared to other models. Table 1 presents an overview of
the key features of previous research studies mentioned in
the recent literature for utilizing object detection and classi-
fication methods with DL techniques to automatically detect
coronavirus abnormalities on chest X-ray images.

IIl. CNNS FOR FEATURE EXTRACTION IN MEDICAL
IMAGES

The field of computer vision has been transformed by
Neural Networks architectures, which are now the leading
method for numerous visual recognition tasks, including fea-
ture extraction from medical images [53]. CNNs have been
employed in medical imaging analysis, which has recently
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TABLE 1. A summary of research endeavors employing deep learning
methods with classification and object detection to identify COVID-19
cases, including their methodologies and performance.

Research article Method Model Performance

Sitaula et al [17] Classification VGG16 87.49% Acc
YOLOVS,

Tiwari et al. [18] Object detection RetinaNet- 0.553 mAP
101

Marusani et al [19] Object detection YOLOVS 0.57 mAP

Song et al. [20] Classification ResNet50 86% Acc

Stephen et al. [21] Classification CNN 93% Acc

Wang et al. [22] Classification Tailored 87% Acc

Kang et al [23] Classification CNN 82.9% Acc

[S;;‘]geetha ctal. Object detection  YOLOVS 0.55 mAP

Sangeetha et al. . . Faster R-

[24] Object detection CNN 0.50 mAP

increased due to their capability to extract intricate features
from images with little to no manual intervention. Medical
images such as X-rays and MRI scans contain informative
features that can help doctors make accurate diagnoses and
provide appropriate treatment. However, interpreting medical
images can be challenging even for experienced physicians,
as these images often contain complex structures and patterns
that are difficult to detect and analyze. Previously, researchers
have developed various methods for obtaining features from
images with high and low levels of the characteristics. These
features include corners, edges, groups of color intensity, and
features that remain consistent across scales, such as Scale-
Invariant Feature Transform (SIFT) and speeded up robust
features SURF. [54], [55]. These techniques have gained
interest among researchers as they are impervious to image
rotation and scaling, previously considered significant hur-
dles in computer vision and medical imaging. These features
then train deep learning models to complete a specific super-
vised classification task. One drawback of using this method
is that the effectiveness of the machine learning model
selected would be heavily dependent on extracted features
quality from the images. Features quality can be affected by
different conditions such as lighting, the object’s position in
the image, noise, and other variables. Therefore, implement-
ing solutions that rely on manually crafted features may not
be as successful when tested in uncontrolled environments,
as indicated by the results obtained from controlled testing.
CNNs are deep learning architectures consisting of multi-
ple convolutional filters that extract features from images.
These filters are learned through training on large datasets
of images, and the CNN is optimized to reduce the error
between the predicted and actual outputs. The out of every
convolutional layer is fed through an activation function,
such as the Rectified Linear Unit (ReLU), which brings non-
linear elements into the network, enabling it to learn complex
features in the input data. In addition, it uses local receptive
fields to capture local patterns in the input data. This allows
the network to detect small patterns, such as illuminations,
corners, and textures, which can then be combined to create
more complex features. The spatial dimensions of the feature
maps are reduced by pooling layers while retaining essential
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FIGURE 1. The proposed framework includes multi-classification and
object detection of abnormalities on chest X-ray images. The workflow
illustrates the utilization of two different databases that are preprocessed
and then fed to the proposed deep-learning models for training and
validation. Finally, we obtained the outcome results from each approach.

TABLE 2. The main description and parameters of COVID-19 Radiography,
and SIIM-FISABIO-RSNA database.

Parameters COVID-19 SIIM-FISABIO-
Radiography database RSNA
Image resolution 299 x 299 512x 512
Image format PNG DICOM
Number of images 21165 6334
Annotation availability No Yes
Imaging modalities X-ray images X-ray and CT-scan
Publication year 2020 2021

features. This reduces the computational complexity of the
network and helps to prevent overfitting. CNNs are used for
different tasks in medical imaging applications, including
segmentation, classification, and detection. CNNs are trained
on vast datasets, which allow them to generalize effectively to
new images and perform well on unseen data. Figure 1 shows
the proposed two deep learning approaches, which include
multi-classification, and object detection of abnormalities by
utilizing two different databases of chest x-ray images.

IV. METHODOLOGY
A. DATASET COLLECTION
This research used two datasets to train and evaluate the
proposed models. These datasets include the COVID-19
Radiography database, which targets multi-classification, and
the SIIM-FISABIO-RSNA database, which is utilized for
localization and object detection of abnormalities on X-ray
images for lungs. In addition, these datasets are used to assess
the robustness of the proposed models to multi-classify and
locate the presence of abnormalities on chest X-ray images.
Table 2 shows the parameters and description of each dataset.
These datasets were gathered from real cases of cases
who have tested positive and negative for the virus. The two
datasets are described as the following.
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FIGURE 3. Four classes for radiography database, which include a)
Normal, b) COVID-19, c) Lung opacity, and d) Viral pneumonia.

1) COVID-19 RADIOGRAPHY DATABASE

COVID-19 Radiography database, available on Kag-
gle [56], [57]. It is a dataset created by medical doctors,
researchers, and scientists from Qatar University and Dhaka.
It includes X-ray images of lungs that can be used for
COVID-19 detection, which include categories, see Figure 3.
The images were collected from various sources, including
public repositories, scientific articles, and COVID-19 image
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databases. This Database contains 21165 chest X-ray images,
with 3616 COVID-19, 6012 lung opacity, 10192 normal, and
1345 viral pneumonia cases. Figure 2 shows the distribution
for different classes of X-ray images. The image format is
in PNG and has a 299 x 299 pixels resolution. Each image
is labeled with its corresponding case, which can be used
to train and validate deep learning models. The significant
advantages of this dataset are its size, which makes it suitable
for building and evaluating deep learning models. The dataset
also includes images with different severities of coronavirus
cases, which can develop models distinguishing mild and
severe cases. Another advantage of this dataset is that the
pre-trained CNNs can be trained on this Database. Pre-
trained architectures include the ResNet50, VGG19, VGG16,
and Xception, trained on chest X-ray images. COVID-19
Radiography Database has limitations, which do not include
patient information, such as age, sex, or medical history,
which can be crucial in abnormalities diagnosis.

2) SIIM-FISABIO-RSNA COVID-19 DATASET

It is a vast available dataset of X-ray and chest CT images,
along with their corresponding clinical data, intended for
developing and testing deep learning (DL) algorithms for
detecting and diagnosing diseases. The Society created
the dataset for Imaging Informatics in Medicine (SIIM)
[58]. This Database includes 6334 in Digital Imaging and
Communications in Medicine (DICOM) format anonymized
images from different ages of patients, including individuals
with COVID-19 and those with other respiratory diagnoses.
In addition, a panel of expert radiologists has labeled these
images for further appearances of illness. The availability
of such a large and diverse dataset is expected to accelerate
the improvements of deep learning algorithms for abnor-
malities detection and analysis, which could ultimately help
enhance the outcomes of the patients and minimize the time-
consumption on healthcare systems. In addition, the dataset
has been categorized and labeled with four different classes,
typical, atypical, indeterminate, and negative for pneumonia,
as shown in Figures 4 and 5. These labels correspond to
various patterns observed in the chest images and can help
doctors diagnose and manage coronavirus and other lung
abnormalities.

B. THE PROPOSED METHODS

Medical imaging has led to an urgent need for efficient
disease diagnosis. Deep learning models have significant
potential to detect abnormalities from medical images. In this
research, we will explore using multi-classification and
object detection algorithms to classify and detect coronavirus
diseases the other abnormalities on the chest on X-ray images.
Multi-classification models are employed to classify the
images into multiple categories. Multi-classification models
can be trained to classify X-ray images such as COVID-19,
pneumonia, or normal. This approach efficiently classifies
coronavirus cases while identifying other chest abnormalities
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abnormalities on the X-ray images.

on the X-ray images. Object detection models, however, are
designed to detect abnormalities within an image. Therefore,
an object detection model can be trained to detect special
patterns along with these abnormalities and highlight them in
the image. This approach provides a more precise diagnosis
by identifying specific chest areas affected by COVID-19.

1) MULTI-CLASSIFICATION OF COVID-19 ON CHEST X-RAY
IMAGES

The multi-classification technique is illustrated in Figure 6.
It includes several analysis blocks that involve image
pre-processing, exploiting the proposed CNN models,
model training, and fine-tuning parameter setting. This
study aims to explore different convolutional neural
network architectures employed on medical images of
chest X-rays to identify COVID-19. The research uti-
lized four highly efficient pre-trained CNN models, which
include VGG16 [59], VGG19 [60], ResNet50 [61], and
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TABLE 3. The main characteristics of four pre-trained neural network
models.

Network  Size (MB)  Parameters (Millions)  Inputimage

VGG16 515 138 224x224
VGG19 535 144 224x224
ResNet50 96 25.6 224x224
Xception 85 22.9 299x299

Xception [62], to accomplish the multi-classification task
of detecting diseases in the images. Table 3 shows four
neural networks’ characteristics, which relate to their size,
the number of parameters, and the size of an input image. The
description of these convolutional neural network models is
presented in the following:

VGG16 is a deep learning model consisting of 16 con-
volutional layers, which a research group at the University
of Oxford has implemented. This model is utilized for object
recognition and classification tasks on images. VGG16 archi-
tecture uses multiple 3 x 3 convolutional and max-pooling
filters to learn more complex features from the input images.
VGG16 model has been validated on the bench of datasets
such as ImageNet Large Scale Visual Recognition Challenge
(ILSVRC) and achieved promising performance in compari-
son to the other deep learning pre-trained models.

VGG19 is an upgraded version of VGG16. It has 19 layers.
It uses small 3 x 3 convolutional filters for feature extrac-
tion from the images. It increases the channel numbers and
reduces the spatial size of the feature maps. VGG19 has been
utilized in different applications, including image recogni-
tion, object detection, and style transfer. The architecture can
extract and classify the features in images, making it popular
in computer vision research and applications. VGG19 has
been used in medical imaging to diagnose diseases and in
artistic style transfer to create unique visual effects.

ResNet50 is a pre-trained model that Microsoft Research
Group has developed. This architecture is utilized for image
classification and recognition tasks. ResNet50 has 50 lay-
ers, and it utilizes a technique called residual learning. This
technique allows the architecture to learn effectively by using
skip connections to bypass specific layers. This architecture
has produced highly accurate results in various image-related
tasks, including object detection and facial recognition. As a
result, it has been widely adopted in both research and indus-
try for multiple applications in computer vision.

XCEPTION was introduced by Frang ois Chollet in
2016 and is based on the Inception architecture. This model
utilizes depth-wise separable convolutions to enhance effi-
ciency while maintaining accuracy. To achieve this, the
convolution operation is divided into depth-wise and point-
wise convolution, reducing the number of parameters. This
results in a network with fewer parameters and a lower
computational cost while maintaining the performance on
image classification and recognition tasks. Xception has been
utilized in various applications, including object detection,
segmentation, and image captioning.
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FIGURE 6. The proposed technique for multi-classification, which involve dataset collection, image pre-processing, and

training deep learning models.

We started the experiments with the pre-processing activ-
ities. Augmentation is an approach, which improves the
performance of deep learning models. It enhances the model’s
ability to generalize by applying different transformations to
the original data. The following steps have been performed as
part of pre-processing the images for the COVID-19 Radiog-
raphy database:-

« The images have been rotated by £10%, scaling them
by £10%, and translating them by £10% in both the
horizontal and vertical directions. In addition to that
zooming has been applied by +15% in both the hori-
zontal and vertical directions.

« The images have been converted into pixel arrays and
performed data normalization. This process involves
scaling the pixel values to fit within the interval of [0,1].

« Adaptive histogram equalization was utilized to min-
imize distortion and improve the brightness of the
images.

« Finally, the normalized images have been resized to
a standardized size of 224 x 224 pixels. This is to
meet the requirements of the input layer of each pre-
trained Convolutional Neural Network (CNN) model
used in the image pre-processing pipeline for the pro-
posed Database.

80% of the dataset has been used for training and 20% for
validation. Table 4 illustrates the training and testing split
for the proposed dataset. The pre-trained model’s Stochastic
gradient descent with momentum optimizer was utilized for
training, with a value of momentum at 0.9 and a gradient
threshold method of L2 norm. The minimum batch size was
32, while the maximum number of epochs was 50. The
learning rate was selected at 0.0003 and remained constant
throughout training. A factor for L2 regularization (weight
decay) was also introduced at 0.0001.

2) LOCALIZATION OF THE ABNORMALITIES OF COVID-19
ON CHEST X-RAY IMAGES
The proposed models for object detection have been trained
and evaluated on the SIIM-FISABIO-RSNA dataset.

Object detection has widely emerged in video and imaging
applications. There are two popular approaches for this task,
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TABLE 4. The COVID-19 radiography database used in our research.

Category Train Test
COVID-19 2893 723
lung_opacity 4810 1202
normal 8154 2038
viral_pnuemonia 1076 269
Total 16933 4232

one-stage, and two-stage detectors. One-stage detectors, such
as YOLO and single shot detector (SSD), detect objects in
a single pass through the network, making them faster but
less accurate than two-stage detectors. On the other hand,
two-stage detectors, such as Faster R-CNN, employ a region
proposal network to produce feasible object locations. Subse-
quently, these locations are refined by a secondary network.
This approach is slower but more accurate than one-stage
detectors. The primary difference between the two is the bal-
ance between speed and accuracy. One-stage detectors priori-
tize speed over accuracy, while two-stage detectors prioritize
accuracy over speed. The decision about which approach
to use depends on the specific requirements and limitations
of the application. This study examined and combination of
multiple object detectors to boost the predictions. The models
chosen were based on Faster R-CNN [63], YOLOvV7 [64],
YOLOVS, and EfficientNet [65], selected for their perfor-
mance and hardware requirements. The subsequent subsec-
tions contain a concise explanation of these architectures and
their configurations:

FASTER R-CNN architecture takes an input image and
applies the convolutional neural network to extract a set of
feature maps from the images. The object detector is com-
posed of two main elements: the first is a region proposal
network (RPN), while the second is a Faster R-CNN detector.
The RPN creates region proposals, locating the objects in the
image. Fast R-CNN detector classifies these proposals and
improves their performance for prediction. This two-stage
approach enables Faster R-CNN to achieve high accuracy
while maintaining fast processing speeds. Faster R-CNN is
employed in different computer vision applications, such as
autonomous driving, pedestrians, and face detection.

YOLO (You Only Look Once) is an object detection target
for real-time applications. It identifies and localizes objects
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FIGURE 7. Augmentation technique for SIIM-FISABIO-RSNA COVID-19
dataset a) H-Flip & V-FLIP b) Rotation & cropping the images.

within an image or video. YOLO architecture divides an
image into multiple cells and makes predictions for each
cell, including the bounding boxes, scores, and probabilities
for different classes. It is popular for autonomous driv-
ing, surveillance, and robotics applications. YOLO has been
developed and improved over the years, with the latest version
being YOLOvV8, which incorporates advancements in deep
learning techniques and architecture to improve accuracy and
speed.

EFFICIENTNET is a model that aims to achieve supe-
rior performance in image classification tasks while utilizing
fewer computational resources and parameters than the other
models, such as ResNet and Inception models. The design
of EfficientNet is based on a unique scaling technique that
evenly optimizes the depth and width of the neural network
architecture. This approach allows EfficientNet to perform
highly in various benchmark datasets, from essential object
recognition to more intricate tasks such as fine-grained image
classification.

As part of the initial processing, the images were then con-
verted from DICOM to NumPy arrays using the dicom2array
function and encoded with 8§ bits. Augmentation techniques
were utilized to establish new training samples from the orig-
inal data, see Figure 7. The following steps were employed
for data pre-processing in the x-ray image SIIM-FISABIO-
RSNA dataset:-

o The images have been converted from DICOM to PNG.

« We rotate the images by a maximum of limit 107, and
this transformation was applied with a probability of
0.20.

o The flipping process has been performed to the images
vertically and horizontally with a given probability of
0.25. This is to introduce additional variations to the
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TABLE 5. The SIIM-FISABIO-RSNA COVID-19 was used in our research.

Category Train Test
Atypical 379 95
Typical 2275 569
Indeterminate 836 209
normal 1337 334
Total 4827 1207

data that can improve the performance of the proposed
models.

o The contrast of the images underwent randomly with
a probability of 0.25. This is to the visibility of subtle
features, making it easier for the deep learning model to
detect and analyze patterns in the image.

« A cropping technique has been performed to eliminate
unwanted artifacts, and noise present in the original
image.

The dataset has been divided into 80% for training and 20%
for validation. Table 5 shows the summary of the dataset
(training and testing) after the split. A number of experiments
were performed to ascertain the epochs number requirement
for the model to converge, and the models have been trained
and tuned with 80 epochs. Stochastic Gradient Descent has
been selected for all the proposed models, and momentum
has been adjusted at 0.9 to accelerate the neural network.
We set the mini-batch at 16. The learning rate was optimized
at 0.0001 to control the model error response.

V. EXPERIMENT RESULTS

All the experiments have been conducted on Kaggle with
NVIDIA Tesla P100 GPU to train & validate the pro-
posed architectures with their requisites and libraries. In this
section, we will explore the obtained results from both local-
ization and multi-classification of the abnormalities on the
X-ray images. Furthermore, this section provides a com-
prehensive analysis of the experimental results from both
tasks and their implications for developing accurate and
reliable object detection models for abnormalities diagno-
sis and detection using X-ray images. We used confusion
matrix criteria, and ROC curves, which include the metric
measurement such as Accuracy (ACC), Precision (P), Recall
(R), and Fl-score (F1) to evaluate the proposed pre-trained
models, see Eq [1,2,3,4]. In this research, we used the mean
average precision for evaluating object detection performance
on chest X-ray images. Mean average precision considers the
impact of varying confidence thresholds on detection per-
formance. Object detectors assign confidence scores to each
detected object, indicating the algorithm’s confidence in its
accuracy. By varying the threshold for considering an object
as detected, mAP captures the trade-off between precision
and recall, offering insights into the algorithm’s performance
at different operating points. see Eq [5,6], where k is queries
number and AP; is the average precision (AP) for a given
query (i)

TP + TN

ACC = M
TP+ TN + FP+FN
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Comparison of the accuracy for the proposed models
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FIGURE 8. Comparison of the accuracies of the proposed models.
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A. MULTI-CLASSIFICATION RESULTS OF PRE-TRAINED
MODELS

Tables [6-9] summarize the results for multi-classification of
the abnormalities on chest X-ray images, including compar-
ing the models based on various confusion metrics. The area
under the curve (AUC) is shown in Figure 9. The results
showed that the proposed models could classify the four
patient statues (Normal, Lung opacity, viral pneumonia, and
COVID-19) starting with normal images, with the highest
number of images followed by lung opacity, COVID-19, and
viral pneumonia. ResNet50 performs reasonably well, with
F1 scores ranging from 0.80 to 0.91 across the four classes.
The model achieves the highest Fl-score for the COVID-
19 class (0.91), indicating that it is better at identifying this
class than the others. The precision and recall values are also
relatively high for all classes, indicating that the model is able
to both correctly identify positive cases and avoid false posi-
tives. VGG19 also performs reasonably well, with F1 scores
ranging from 0.85 to 0.91 across the four classes. As with
the ResNet50 model, the COVID-19 class has the highest F1-
score (0.91), indicating that the model is best at identifying
this class. The precision and recall values for the COVID-19
and viral_pneumonia classes are exceptionally high, indicat-
ing that the model is able to identify these positive cases
accurately. Xception architecture performs somewhat worse

83272

TABLE 6. Classification report of VGG19 model.

Classes Precision Recall F1-score
COVID-19 0.95 0.87 0.91
lung opacity 0.85 0.85 0.85
normal 0.90 0.80 0.85
viral pneumonia 0.89 0.93 0.91
TABLE 7. Classification report of ResNet50 model.
Classes Precision Recall F1-score
COVID-19 0.90 0.88 0.91
lung opacity 0.80 0.83 0.82
normal 0.84 0.76 0.80
viral pneumonia  0.88 0.89 0.88

than the other models, with F1 scores ranging from 0.74 to
0.87 across the four classes. The normal class has the low-
est Fl-score (0.74), indicating that the model struggles to
identify this class accurately. The precision and recall values
for the normal class are particularly low, indicating that the
model is not very good at identifying true negative cases.
The VGG16 model performs similarly to the VGG19 model,
with F1 scores ranging from 0.86 to 0.92 across the four
classes. The COVID-19 class again has the highest F1-score
(0.92), indicating that the model is best at identifying this
class. The precision and recall values for the COVID-19
and viral_pneumonia classes are once again high, indicat-
ing that the model is able to identify these positive cases
accurately. All four models perform reasonably well, with
F1 scores ranging from 0.74 to 0.92 across the four classes.
However, there are some differences in performance between
the models, with the VGG19 and VGG16 models appearing
to perform slightly better than the ResNet50 and Xception
models. The COVID-19 and viral_pneumonia classes appear
to be the easiest to identify for all four models, while the
normal class is the most difficult for the Xception model.
It is noted that VGG16 model achieved the highest accuracy
with 92.1% and performed better than the other three mod-
els for multi-classification of COVID-19, as evidenced by
Figure 8. VGG16 performs better than the other models for
X-ray image classification is its simpler architecture. VGG16
has 16 layers, making it easier to train than VGG19 (which
has 19 layers), ResNet50, and Xception (which have even
more layers). The simpler architecture of VGG16 reduces
the risk of overfitting, which is especially important when
working with limited data. VGG16 uses 3 x 3 filters, while
ResNet50 and Xception use larger 5 x 5 filters. Smaller filters
allow the network to learn more detailed features, which is
crucial when working with chest X-ray images. Furthermore,
VGG16 uses max pooling after every two convolution layers,
which helps reduce the feature maps’ spatial dimensionality.
In addition, VGG16 overcomes the state-of-the-art method-
ologies, as reported in Table 1.

B. LOCALIZATION RESULTS OF THE PROPOSED OBJECT
DETECTION MODELS

Each model underwent different experiments using the pro-
posed pre-processing technique, which involves cropping
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FIGURE 9. ROC curves that include a) ResNet50 and b) VGG16. ¢) VGG19 d) Xception architectures for multi-classification of abnormalities on

X-ray images.

TABLE 8. Classification report of VGG16 model.

Classes Precision  Recall F1-score
COVID-19 0.94 0.90 0.92
lung opacity 0.87 0.85 0.86
normal 0.89 0.86 0.88
viral pneumonia  0.90 0.93 0.91
TABLE 9. Classification report of Xception model.
Classes Precision  Recall F1-score
COVID-19 0.90 0.83 0.86
lung opacity 0.80 0.80 0.80
normal 0.89 0.63 0.74
viral pneumonia 0.83 0.92 0.87

structures and subtle differences in disease presentation.
These complexities can make it difficult for the exploited
object detection models to identify the presence and location
of abnormalities accurately. SIIM-FISABIO-RSNA COVID-
19 has a class imbalance, where the number of annotated
labels differs from one class to another. This can cause the
model to perform poorly in the minority class and achieve
lower mean average precision. In order to boost the mean
average performance, the weighted box fusion (WBF) tech-
nique by the ensemble and fusing the predicted confidence
scores and bounding boxes of multiple object detection mod-
els. The weighted box fusion approach utilizes the confidence
scores of all proposed bounding boxes to establish average
boxes. WBF first calculates the Intersection over Union (IoU)

and rotating the images. The results show that the mean
average precision cannot exceed 0.49 for Faster R-CNN,
0.47 for YOLOV7, and 0.46 for the YOLOv8x model. Chest
X-rays are complex images with overlapping organs and
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between all pairs of bounding boxes. IoU measures the over-
lap between two bounding boxes as the ratio of the area of
their intersection to the area of their union, considering two
bounding boxes b1 &b, The formula is presented in Eq [7].
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FIGURE 10. Schematic weighted box fusion (WBF) diagram for ensemble
multiple bounding boxes.

Weighted Box
Fusion

Then, it assigns a weight to each bounding box based on its
confidence score and IoU with other boxes. Finally, it calcu-
lates a weighted average of the bounding boxes to obtain the
final prediction, as shown in Figure 10.
area (b1 N by)
IoU (b1, b)) = ——— 7

(b1, b2) area (by U b) ™
Assuming you have N object detectors in your ensemble, and
each detector produces a set of bounding boxes with their
corresponding confidence scores, the weighted box fusion
Eq [8] is:

N
B =2  wibi ®)

where B* is the fused set of bounding boxes, B; Is the set
of bounding boxes produced by detector i. w; the weight
assigned to detector i is based on its performance and reli-
ability. The weight w; can be computed in several ways, such
as using the precision and recall of each detector on a valida-
tion set or the mean average precision (mAP) score of each
detector on a test set. First, the weights should be normalized
so that their sum equals 1. After computing the weights,
the final set of bounding boxes B* is obtained by linearly
combining the bounding boxes of each detector, weighted by
their corresponding weights. This research has developed an
ensemble of multiple object detectors for COVID-19 detec-
tion. Each model has been trained and evaluated by using
SIIM-FISABIO-RSNA COVID-19 dataset. First, we have
combined YOLOv7+EfficientNet, and the mean average pre-
cision has been improved to 0.58 mAP@0.5. After that,
we developed the proposed system to add Faster R-CNN to
combine EfficientNet+YOLOv7+Faster R-CNN as shown
in Figure 11, and mean average precision has been increased
up to 0.612 mAP@0.5. See Table 10.

Based on the table, we can observe that the ensemble mod-
els, EfficientNet+YOLOv7 and EfficientNet+YOLOvV7+
Faster R-CNN, are giving better mean average precision
(mAP) than the other single object detection models. Ensem-
ble models combine multiple models to improve the over-
all performance, leveraging the strengths of each model
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FIGURE 11. The final ensemble models combined with
EfficientNet+YOLOv7+Faster R-CNN for localization and object detection
on chest X-ray images.

to overcome their weaknesses. In this case, the Efficient-
Net model, a state-of-the-art convolutional neural network
for image classification, is combined with object detection
models YOLOV7 and Faster R-CNN to improve their perfor-
mance in detecting abnormalities. The YOLOv7 and Faster
R-CNN models are popular object detection models with
different strengths and weaknesses. YOLOV7 is known for
its speed and real-time performance, while Faster R-CNN
is known for its high accuracy but is slower. By combin-
ing these models with EfficientNet, the resulting ensem-
ble models can benefit from both the speed of YOLOv7
and the accuracy of Faster R-CNN. The mAP metric mea-
sures the average precision of a model at different levels
of recall, which measures how well the model can cor-
rectly identify objects of interest. The higher the mAP,
the better the model’s performance. We can see that the
EfficientNet+YOLOV7 ensemble model achieves an mAP of
0.58, which is higher than any of the single object detec-
tion models. The EfficientNet+YOLOv7+Faster R-CNN
model achieves an even higher mAP of 0.612, indicating
that the combination of all three models produces the best
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TABLE 10. The performance of object detection and ensemble models for
abnormalities detection.

Model m AP@0.5
YOLOvV7 0.47
YOLOvV7-e6e 0.4
YOLOV7-w6 0.41
YOLOvV7x 0.46
YOLOvV8n 0.44
YOLOvV8x 0.46

Faster R-CNN 0.49
EfficientNet+YOLOvV7 0.58
EfficientNet+YOLOv7+Faster R-CNN 0.612

performance. The ensemble models EfficientNet+YOLOvV7
and EfficientNet4YOLOv74-Faster R-CNN give better mean
average precision than the other single object detection mod-
els because they leverage the strengths of multiple models
to improve overall performance. By combining the speed of
YOLOV7, the accuracy of Faster R-CNN, and the image clas-
sification capabilities of EfficientNet, the ensemble models
can detect abnormalities more accurately and efficiently.

C. DISCUSSION & COMPARATIVE ANALYSIS

In this work, two different deep learning approaches for
multi-classification and object detection of abnormalities on
chest X-ray images are proposed. The multi-classification
approach is utilized to classify different types of diseases,
which include normal, negative, COVID-19, and viral pneu-
monia. The obtained results showed that VGG16 achieved the
highest performance. The proposed approach obtained better
accuracy than the work [17], [20], although the authors uti-
lized ResNet50 and VGG16 to classify abnormalities on chest
X-ray images. The results of the method [21] showed better
accuracy than the proposed model. However, the authors
of this approach utilized only 5856 images and conducted
only binary classification with positive or negative for the
presence of COVID-19 on chest X-ray images. The proposed
object detection models for localizing abnormalities in chest
X-ray images indicated that the ensemble of these 3 models
achieved better results in comparison to other systems in
the literature [18], [19], [24], which utilized SIIM-FISABIO-
RSNA COVID-19 dataset. as reported in Table 1. This system
outperformed all previous implementations. ensemble mod-
els improved the results of localization on X-ray images
by combining the predictions of multiple models. Individual
models have different biases, which can create overfitting
to specific patterns in the data. Overfitting occurs when a
model learns to perform well on the training data but fails
to generalize to new, unseen data. These issues can lead
to poor predictive performance and generalization on X-ray
images. With the ensemble method, bias, and variance are
reduced. The proposed ensemble model works by aggregat-
ing the predictions of individual models, typically through
voting or averaging. Each model’s prediction contributes to
the final decision, and the ensemble model’s output is deter-
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mined based on the consensus and weighted average of these
predictions.

VI. CONCLUSION & FUTURE WORK

This research aimed to implement deep learning architectures
for automatically classifying and localizing abnormalities
on chest X-rays, including those due to COVID-19. Two
approaches were proposed: a multi-classification model and
an object detection model that can identify and localize
disease and other pulmonary abnormalities. We trained the
proposed models on a large dataset of chest X-ray images
for different classes and validated them on an independent
test set. The pre-processing technique has been implemented
in both tasks, which minimizes the search space, reduces
the artifacts, and removes any irrelevant details that could
confuse the proposed models, such as patient information
and recording procedure data. Our results showed that the
ensemble approach outperformed the single-object models
in detecting multiple abnormalities in X-ray images. This
research encountered limitations and challenges, which is
related to the dataset. Medical imaging datasets often involve
a class imbalance problem where one class has significantly
fewer examples. This class imbalance can cause issues for
deep learning models trained on the datasets, leading to
biased predictions and reduced performance. Medical imag-
ing datasets are often limited in size due to the high cost of
acquiring medical images and the ethical issues surrounding
the use of patient data. Overall, the results are systematically
presented, making it suitable to compare the various methods
and ensure a fair assessment of the developed approaches.
Additionally, this approach establishes a framework that can
be applied to other architectures, ensembles, and different
diseases on X-ray and CT images for the same purposes.
In this work, it is observed that ensemble models have certain
drawbacks that make them computationally expensive and
time-consuming. This is due to the need for training and
storing multiple models, as well as combining their outputs.
Consequently, this complexity results in increased memory
requirements for the system. Further to our exploration, there
is an ongoing effort to boost the accuracy of the proposed
models by improving the pre-processing techniques, balanc-
ing the number of classes of the images, and using other deep
learning architectures in both multi-classification and object
detection.
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