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ABSTRACT Smart Cities (SCs) have recently opened new lifestyles as they introduce effective approaches
for improving urbanmanagement. These cities integrate Industry 4.0 technologies and new organizations into
a social and technical system. A Smart City (SC) finally aims to integrate urban business, transportation,
water, energy, and other subsystems by analyzing the data collected from sensors and Information and
Communication Technology (ICT). In this regard, the current article proposes a hybrid structure based on
Cloud Computing (CC), cloud processing, and internet technology to develop and manage SCs and urban
planning. Moreover, the development and analysis of sensors to construct an SC, as well as supporting
technologies, are addressed. Therefore, the present research is focused on defining and reviewing large data
and objects of the Internet and CC to identify the current challenges and limitations. This research, thus,
introduced a novel approach in the context of the Internet of objects, whose data are gathered from different
geographic locations through devices and sensors to be used in a new system. CC services in a city can
analyze and make smart decisions to optimally manage SCs and improve the welfare of citizens. This study
consequently sets the path for further investigation into the problems and difficulties associated with Big
Data (BD) applications in SCs.

INDEX TERMS Smart Cities (SCs), Big Data (BD), Internet of Things (IoT), cloud computing (CC),
architecture and implementation of Smart Cities, Industry 4.0.

NOMENCLATURE
5G Fifth-Generation Wireless Communication.
5V’s Velocity, Volume, Variety, Value, and Veracity.
ACID Atomicity, Consistency, Isolation, and

Durability.
ACLs Access Control Lists.
AI Artificial Intelligence.
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AMQP Advanced Message Queuing Protocol.
API Application Programming Interface.
AR Augmented Reality.
AWS Amazon Web Services.
BD Big Data.
BDA Big Data Analytics.
BDM Big Data Management.
BIM Building Information Modelling.
CC Cloud Computing.
CDR Call Detail Records.
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CoAP Constrained Application Protocol.
CPSS Cyber-Physical-Social System.
CPU Central Processing Unit.
CSP Cloud Service Provider.
CSV Comma Separated Values.
DBMS Database Management Systems.
DM Data Mining.
DL Deep Learning.
EC Edge Computing.
EC2 Elastic Compute Cloud.
FC Fog Computing.
FTP File Transfer Protocol.
ETL Extract, Transform, and Load.
GHG Greenhouse Gas.
GPS Global Positioning System.
HDFS Hadoop Distributed File System.
HTTP Hyper Text Transfer Protocol.
IaaS Infrastructure-as-a-Service.
ICT Information and Communication

Technology.
IoT Internet of Things.
IR1.0 First Industrial Revolution.
IR2.0 Second Industrial Revolution.
IR3.0 Third Industrial Revolution.
IR4.0 Fourth Industrial Revolution.
IT Information Technologies.
LD Linked Data.
LDA Linear Discriminant Analysis.
LoRaWAN Long-Range Wide-Area Network.
LPWAN Low-Power Wide-Area Network.
M2M Machine-to-Machine.
ML Machine Learning.
MQTT Message Queue Telemetry Transport.
MR Mixed Reality.
NFC Near-Field Communication.
NLP Natural Language Processing.
NoSQL Not only Structured Query Languages.
OSI Open Systems Interconnection.
OWL Web Ontology Language.
PaaS Platform-as-a-Service.
PANs Personal Area Networks.
PCA Principal Component Analysis.
Pcap Packet Capture.
PLC Programmable Logic Controller.
PLM Product – Lifecycle – Management.
PoI Points of Interest.
QoL Quality of Life.
QoS Quality of Services.
REST Representational State Transfer.
RDBMS Relational Databases Systems.
RDD Resilient Distributed Data.
RDF Resource Description Framework.
RFID Radio Frequency Identification.
SaaS Software as-a-Service.
SC Smart City.
SCDAD Smart City Data Analytics Dashboard.

SCDA Smart City Data Analytics.
SCs Smart Cities.
SMN Social Media Network.
SQL Structured Query Language.
UAVs Unmanned Aerial Vehicles.
VA Visual Analytics.
VPL Visual Programming Language.
VR Virtual Reality.
WEEE Waste Electrical and Electronic Equipment.
WLAN Wireless Local Area Networks.
WS WebSocket.
WSN Wireless Sensors Networks.
XML Extensible Markup Language.

I. INTRODUCTION
The rapid transition from conventional desktop computing to
sophisticated computing [1] and the significant enhancement
in connected devices and sensors have further facilitated liv-
ing in an SC. Several smart environments have been recently
developed, among which, smart homes [2], [3], grids [4],
transportation [5], healthcare [6], and cities [2], [7] can be
mentioned.

BD applications [8] are implemented by governments [9]
to enable SCs to achieve the essential sustainability and
standards. SCs exploit diverse technologies to enhance
health [10], transportation [11], energy [12], education [13],
and water services. These goals involve cost and resource
consumption reduction along with more effective and active
engagement of the citizens. Big Data Analytics (BDA) has
exhibited the promising potential to enhance SC services.
Such platforms can be provided by relying on CC to support
BD management and applications in SCs. Fig. 1 illustrates
how CC supports BD collection, storage, and analysis across
cloud nodes and facilities [8].

Recently emerged ICT paradigms including data-intensive
computing (Big Data), Open Data [14], [15], Large-scale
Distributed Systems [16], IoT [17], Physical-Cyber-Social
Computing [5], [18], Service-Oriented and CC [19], are
essential elements of the SCs. These paradigms work in
concert to enable the creation of applications and information
systems for SCs using a variety of architectures (centralized,
decentralized, and their hybrids) and infrastructures (such as
middleware and IoT platforms) [8], [9], [10], [11], [12].

Innovative services and applications are crucial to the
realization of the SC concept. Applications in this disci-
pline range from those pertaining to city operations (such
as real-time traffic control) to entertainment and tourism
(i.e., augmented reality). These applications should be able
to fulfill a variety of city criteria, such sustainable devel-
opment, gradual change, collaboration among a variety of
city stakeholders, and privacy considerations when deal-
ing with citizen data. An SC offers a platform to transfer
a huge deal of data among the involved actors through
complicated supply chains [20]. The leverage of these data
flows facilitates the development of SC applications consid-
ering economic, environmental, energy, water, waste, public
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FIGURE 1. Application of a cloud to store data generated from different components of a city.

(intellectual endowment, and engagement), lifestyle, build-
ing, transportation, and public space aspects [1], [14].

SCs involve IoT applications. The concept of SCs has been
largely accepted although no official definition can be found
for an SC. An SC is aimed to enhance the use of public
resources and Quality of Services (QoS) at reduced costs.
Cities play a decisive role in the economy and society and
can greatly affect the environment [21], [22]. Cities seek for
efficient solutions to resolve transportation and land use prob-
lems to improve the quality of public services while offering
economic benefits. For instance, an efficient and high-quality
transportation system capable of responding to economic
needs plays a key role in a city. Numerous novel approaches
for municipal services are based on the latest technologies
(i.e. information and communication technologies).

The implementation of the idea of the SC exponentially
enhances the magnitude of involved data. Thus, such enor-
mous data (i.e. big data) are at the heart of the IoT-rendered
services [23]. The phenomenon of BD is known by volume,
velocity, and a variety of data types created at ever-increasing
rates [24]. BD presents promising opportunities to attain
insights from a huge deal of data collected from diverse
sources. Such data mainly encompass non-structured fea-
tures [25]. Fig. 2 shows how BD and CC are combined with
smart technologies. Various smart applications communicate
with one another via embedded sensors and other devices that
are integrated with CC infrastructures, which results in the
production of a lot of unstructured data.

A. MOTIVATION AND CONTRIBUTION
The advancement of technology is one of the main factors to
make daily life easier and more innovative. SCs use ICT and
IoT to boost operational effectiveness, enhance the caliber
of public services and citizen welfare, develop, implement,
and promote sustainable development methods, and respond
to the ever-expanding needs of their residents. Better man-
agement of available resources is possible by advances in
information and communication. Additionally, research on
upcoming technology aims to enhance the effectiveness of
existing solutions. Wherever it was used, the digital revolu-
tion has proven to be essential for success—especially when
considering how simple and effective it is to use. In con-
trast, the most important interacting aspect in any subject
can be making an informed decision based on evidence and
facts. The SC arena is the same. As a result, improving
future technology to improve human lives becomes a pri-
mary research objective. A new study can be initiated by
imagining the future features of SCs through the current
circumstances. The interaction feature highlighted in this
paper aids in the development of a whole new framework
for SCs.

It is necessary to compile the works in these domains and
build a uniform repository as the idea of SCs is evolving
with the development of complementing technologies. This
essay thus aims to provide a comprehensive examination and
analysis of potential SC technologies. The following is a
summary of our contributions:
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FIGURE 2. An overview of the SC and BD technology.

• Overview of the potential of future SCs to address
numerous issues through intelligent solutions to improve
the daily life.

• A survey of systematic SC-suitable BD tools, focusing
on their effectiveness in data collection, preprocessing,
and analysis.

• The main contribution of this thorough research is the
identification and examination of recent technological
developments, such as BD, CC, and IoT, that form the
foundation of a new era.

• This research presents an innovative BDA framework for
SCs that enhances data model management and aggre-
gation. The framework introduces new functions that
improve BDA capabilities.

• Next, we discuss technical challenges identified in the
literature and propose a conceptual framework that
serves as a roadmap for developing an integrated, cloud-
based architecture for user services. However, realizing
the full potential of this technology requires addressing
various issues and obstacles related to CC.

• Finally, the future directions for developing SCs are
presented.

The methods used in this paper are displayed in Fig. 3.

In continue, Section II highlights the key fundamental
background of SC, BD, CC, and IoT by elaborating on
‘‘Industry 4.0’’. Section III defines the SC along with its
applications and limitations. The concept of BD, its types,
applications, and tools are addressed in Section IV. In addi-
tion, an intelligence framework for analysis of BD in SCs
and its challenges are proposed in this section. Section V
summarizes the classification and barriers of CC strategies
in SCs. Likewise, Section VI presents the challenges of IoT
in SCs. On top of that, the role of IoT in CC as well as BD is
also discussed in Section VI. Section VII presents the archi-
tecture and implementation of SCs through BD, CC, and IoT.
Section VIII reviews the findings of this paper from different
perspectives. Then, a new framework analytics is proposed
for SC data in Section IX. Future works on SC management
are suggested in Section X. Finally, the important conclusions
are drawn in Section XI.

II. RECENT ADVANCES IN IoT, CLOUD COMPUTING,
BIG DATA AND ANALYTICS
The term ‘‘industry’’ refers to the creation of products, ser-
vices, and facilities within an economy. Our world has expe-
rienced four steps of industrialization whose most important
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FIGURE 3. Outline of the survey.

contributions are listed in Table 1 [26], [27], [28], [29], [30],
[31], [32]. As can be seen, IoT, BD, Artificial Intelligence
(AI), CC, and SC are several key contributors of Industry 4.0.

An SC can be defined as the convergence of emerging
IoT, BD, and AI techniques [33]. It offers a new paradigm
in ICT to provide citizens with versatile infrastructures to
easily access services. This concept also enables the gov-
erning bodies to manage and control the urban resources.
SCs employ ICT for sensing, analyzing, and integrating the
information of the cities [34], [35]. The concept of the SC
has attracted the attention of local governments due to the
population growth [36] and expansion of the boundaries of
cities. This concept can be regarded as a versatile approach
in the transformation of the traditional cities to boost the
economy, technologies, and sustainability. The growth of IoT
and BD are key factors in the creation of SCs. Large and com-
plicated data sets are referred to as ‘‘BD’’, and they cannot be
processed or managed using conventional data management
technologies.

In the case of large volumes of data, local or enterprise
storage and processing are not efficient. To find the right
choice, consider the technologies for BD processing, IoT,
and CC; then, explore the issues of these processes in the
management of SCs. A comprehensive research paper was
conducted considering journal articles and conference papers.
Table 2 lists the studies in this area.

IoT provides a framework for seamless communication
between sensors and actuators, enabling easier sharing of
information across platforms within the context of SCs.
With adoption of various wireless technologies, IoT’s are
positioned as the next breakthrough technology that fully
leverages the internet-offered prospects. IoT has been used
in the development of SC infrastructure, including smart
grids [37], [38], smart energy [39], smart homes [40], [41],
smart retail [42], smart water [43], [44], smart transporta-
tion [45], [46], and smart healthcare [47]. By connecting
people on a scale and pace previously unheard of, the internet
has revolutionized the communication. The development of
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TABLE 1. Global industrial revolutions and their contributions.

an SC through object connectivity will be the next revolu-
tion, emphasizing the interconnection of sensor and actuator
devices to enable information sharing using a single frame-
work. CC serves as the foundation for this sharing, enabling
seamless, omnipresent sensing, data analytics, and informa-
tion representation.

This paper reviews the literature on the use of BD, CC, and
IoT in smart environments to identify promising solutions and
novel perspectives. It also aims to uncover potential obstacles
and areas for future research. This review study also aims
to promote a better understanding and application of these
concepts among academics and industry professionals.

A. SMART CITIES FRAMEWORK AND STRUCTURE
The idea of a ‘‘SC’’ is covered in [23], with data being used to
address problems and thereby improving the citizens’ Quality
of Life (QoL). BD technologies have attracted significant
attention for developing new mechanisms for a higher QoL
due to the enormous number, diversity, and speed of living
requirements and city data.

The authors of [48] explained how SC environments are
developing to enable the development and integration of SC
services, by studying the principles of data processing and
software platforms. In the same direction, this paper derives
a reference architecture that will guide the advancement of
future platforms and improvements for the SCs.

Petrolo et al. [49] proposed an SC idea which is crucial
for research and industry in the field of SC technologies.
As a result of the growth of numerous middleware platforms
and IoT infrastructures, distinct techniques have arisen for
building IoT eco-system fragments that are notable for their
interconnected communications. In addition, the concept of
an SC outlines key needs as well as the benefits of cloud and
IoT service integration. Moreover, the pertinent difficulties
are covered in this work.

Alavi et al. [50] provided a comprehensive literature review
of the essential characteristics of the IoT paradigm to pro-
mote the creation of sustainable SCs. Sharifi [51] argued
that assessment tools should take advantage of develop-
ments in smart solutions and BDA to develop more effective
approaches for these criteria. The findings of this study can
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be used by interested target groups, including SC developers,
planners, and policy-makers, to select tools that best suit their
objectives in addition to revealing shortcomings that need
to be addressed in the future. Another report [52] took the
first step in revealing the significance of incorporating sus-
tainability into the development of SCs. The recommended
conceptual framework might serve as a practice manual for
professionals as they get ready to build sustainable SCs.

The concept of Edge Computing (EC) was introduced by
in [53], through several illustrative examples; ranging from
cloud offloading to EC in smart homes and collaborative
EC. An overview of SCs was presented in [7], followed by
descriptions of their traits, general composition, architecture,
and applications in real-world settings. The authors of [7] also
discussed several issues and prospects of SCs.

The key privacy and security concerns in the architecture
of SCs were described [54], highlighting the most important
SC applications. Some of the most recent approaches to
the security and privacy issues that arise in applications for
information-centric SCs were also addressed in addition to
introducing upcoming research difficulties that must still be
taken into account for performance enhancement.

B. BIG DATA MANAGEMENT PROPOSAL IN SMART
CITY CONTEXT
Several recent research studies have demonstrated, at least
conceptually, the possibility of utilizing and managing BD
to develop and create new SC services [55], [56], [57].
One of the most challenging and prevalent scenarios in an
SC setting is the domain of transportation systems, which
was covered in details by Neilson and colleagues [56] who
discussed numerous approaches in this area. Honarvar and
Sami [57] examined whether and how to economically mon-
itor air pollution without the use of expensive sensors and
equipment. A predictive model for particle matter prediction
was created to achieve this objective. The research pre-
sented extremely encouraging experiments on an air pollution
forecast scenario while not addressing data collection and
management specifically. There are many architectures for
offline-only data analysis for cloud data management and
analytics, while others are solely focused on real-time data
processing. The first type of work research [55] was exempli-
fied through the development of data processing platforms for
largeGPS datasets to assess transportation policies. The study
presented a promising platform for efficient data analysis,
enabling policymakers to make informed decisions based on
the results. The data used for analysis were pre-collected,
and real-time storage and updating were not the primary
focus. Gu et al. [58] conducted an exploratory study on the
potential of integrating BD and IoT technologies to address
the challenges of managing Waste Electrical and Electronic
Equipment (WEEE).

These findings demonstrate that while some surveys cover
BD and IoT, they tend to concentrate more on specific appli-
cations rather than general usage or overall benefits. In other

words, these surveys tend to explore the potential of these
technologies in specific contexts rather than examining their
broader implications and advantages.

Shah et al. [59] highlighted the expanding role of BDA and
IoT in disaster management. An analysis of recent studies has
resulted in the development of a thematic taxonomy classifi-
cation, a comprehensive review of widely used solutions, and
a conceptual framework for the application of IoT and BDA
in disaster management. The thematic taxonomy classifica-
tion provides a systematic approach for categorizing various
methods of using IoT and BDA in disaster management,
while the review of solutions evaluates the effectiveness of the
existing approaches. The conceptual framework outlines the
key components necessary for successful implementation of
IoT and BDA in disaster management, providing a roadmap
for future research and development in this area.

The authors of [60] developed an interpretive structural
model that illustrates the connections between the identi-
fied challenges related to BD in SCs development. This
model helps stakeholders gain a better understanding of
how these challenges interact with each other. The frame-
work presented in their paper is useful for stakeholders
to comprehend and analyze the difficulties associated with
implementing BD in SC development. According to their
report, the utilization of fuzzy DEMATEL analysis can pro-
vide a comprehensive understanding of the interdependencies
among these difficulties, enabling the effective mitigation of
obstacles and promoting the efficient and rapid development
of SCs.

Soomro et al. [81] thoroughly assessed the BDA studies
on SCs. The authors used specified keywords to search a
variety of repositories. They chose the content for the review
using a structured Data Mining (DM) process. Moreover, the
authors conducted a comprehensive technological and the-
matic study of the literature, which involved narrowing down
the selected papers based on specific criteria and identifying
different DM and ML techniques that have been used in the
context of the study. They presented a detailed analysis of
the various techniques, their strengths and limitations, and
potential applications in the field.

The application of IoT and DL for the creation of SCs
has been reviewed in [15]. The authors of this study started
by outlining the IoT and describing the traits of BD pro-
duced by the IoT. Next, they discussed various computing
platforms, including cloud, fog, and EC, for IoT big data
analytics. They also examined current research that integrates
IoT with DL to create smart applications and services for
SCs, as well as popular DL models. They finally concluded
by outlining the present difficulties and problems in the cre-
ation of services for SCs. Pramanik et al [82] provided a
critical review of the most recent privacy-preserving BDA
methodology and a systematic evaluation of various privacy-
preservation strategies. They recommended five suggestions
for proper implementation of BDA for organizations while
protecting customer privacy. In [83], the authors described the
role of BD in understanding cities and provided a timeline of
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TABLE 2. Papers addressing the concept of SCS, BD, and IoT.

its development. The study also discussed the potential of
BD to facilitate data-driven approaches for urban planning,
as well as its potential drawbacks, which were summarized
in the final section.

C. CLOUD COMPUTING
Rittinghouse and Ransome [84] provided a comprehensive
guide to CC, which included precise examples and practi-
cal strategies to help readers grasp its potential risks and
design an effective cloud strategy. Additionally, the authors
presented a historical overview of CC and discussed the
influence of emerging technologies such as virtualization on
its development and acceptance. By doing so, they aimed to
dispel misconceptions that may impede the adoption of CC
and facilitate the understanding of this critical technology.

Botta and colleagues [61] examined the emerging
paradigm of CloudIoT, which combines cloud and IoT tech-
nologies [62], [62]. They surveyed CloudIoT applications
in the literature, emphasizing the research challenges arisen
from this integration. They also evaluated existing CloudIoT
platforms, including both open-source and proprietary solu-
tions. In conclusion, the study identified unresolved issues
and potential directions for CloudIoT, which the authors

believe will have a transformative impact on the future of
the internet.

TheCPSS (Cyber-Physical-Social System) frameworkwas
proposed for SCs [85] to provide residents and policymakers
with lower-latency, in real-time, more effective, and proactive
services. This framework moves some duties from the cloud
center to network edge devices and brings the services and
resources closer to the users.

Alam [86] explored cloud-based IoT applications and their
functions in SCs. Furthermore, IoT and cloud convergence,
cloud-based IoT solutions, and cloud-based IoT applications
for SCs were all topics discussed by the author.

The benefits of CC for the development of SCs were also
evaluated [87]. Additionally, it was investigated how CC fos-
ters the growth of an SC and what social settings are suitable
for full utilization of the infrastructure required to construct
an SC using the cloud. Researchers worldwide are particu-
larly interested in IoT, AI, and CC. They have proposed useful
guidelines to support cutting-edge technologies and SCs. The
authors investigate how new technologies fit into SCs.

Jamsa [88] discussed the nature of CC and the criteria
used to evaluate its effectiveness. The author focused on
browser-based Software as-a-Service (SaaS) offerings and
their benefits for users. Furthermore, the study explored the
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use of cloud-based hardware and software platforms, which
can help businesses of all sizes to rapidly and cost-effectively
migrate their applications to the cloud. Finally, the author
highlighted the potential of existing applications to be easily
moved to the cloud by developers, and discussed the implica-
tions of this shift in the future CC.

D. IoT APPLICATION IN A SMART CITY CONTEXT
Mourtzis et al. [89] argued that the manufacturing industry
can modernize its operations by adopting IoT technologies.
Such a transformation leads to the generation of vast indus-
trial data, which can be transformed into meaningful insights
using advanced analytics. By leveraging these insights, enter-
prises can develop new data-driven strategies to effectively
respond to competitive pressures. The authors illustrated their
point using a hypothetical business with around 100machines
to demonstrate how the IoT paradigm can be applied in
practice.

A literature survey on data fusion techniques was presented
for smart ubiquitous environments, with a particular focus
on mathematically-derived methodologies and their applica-
tions in various IoT contexts (e.g., distributed, heterogeneous,
etc.) [90]. The study provided a comprehensive overview
of each mathematical approach and its potential, as well as
the challenges that arise when applying these techniques in
different environments.

Talavera et al. [91] examined the agro-industrial and envi-
ronmental sectors from an IoT perspective to identify the
trends, application areas, architectural frameworks, and unre-
solved difficulties in these two distinct sectors.

Al Mamun and Yuce [92] provided an overview of recent
studies and advancements in sensors, systems, and wearable
technology for IoT applications in the environmental sector.

Quy et al. [93] presented IoT solutions and illustrated how
IoT can be incorporated into the field of smart agriculture.
To accomplish this goal, they assess the architecture (IoT
devices, communication technologies, BD storage, and pro-
cessing), applications, and research schedule of IoT-enabled
smart agriculture ecosystems.Moreover, they also go through
the prospects and trends for IoT applications in smart agricul-
ture, as well as the problems and difficulties that still need to
be resolved.

Syed and colleagues [94] presented a comprehensive
review of IoT in SCs. They started by going over the basic
elements of the IoT-based SC landscape, thenmoved on to the
technologies that support these domains’ existence in terms
of the architectures employed, the networking technologies
used, and the artificial algorithms deployed in IoT-based SC
systems.

New concerns and potential directions were analyzed for
the IoT business model, identifying elements that affect
and obstruct an organization’s ability to utilize IoT [95].
The survey identified several motivators and obstacles for
IoT implementation. An innovative architecture was sug-
gested in [96] to enhance the level of resilience of the

IoT infrastructure. Furthermore, the implementation of the
architecture’s components using various technologies was
recommended.

III. SMART CITIES
The paradigm of the SC has recently gained increasing pop-
ularity. Regarding the technical advancements in computing
devices and wireless, mobile, and wearable sensing, its rapid
development is expectable in the years to come. Efficient
application of the real-world data input to the IT infrastruc-
tures is a vital component in improving the QoL of citizens
through smart computing.

The idea of an SC has been originated from urbanization.
Currently, more than 54% of people live in urban regions.
This figure is estimated to rise to 66% by 2050 [97], accom-
modating an additional 2.5 billion people [98]. Cities are the
main consumers of natural resources (75%) and are respon-
sible for 60-80% of Greenhouse Gas (GHG) emissions [99]
while occupying only 3% of the earth’s land. Population
growth has posed serious hazards to the environment due to
enhancing energy, water, food, and transportation demands.
The ever-increasing consumption rate has depleted natu-
ral resources while promoting global warming. Therefore,
efficient measures have to be taken to establish economic,
environmental, and social sustainability. In this context, the
concept of ‘‘SC’’ has found increasing popularity. Cities are
a key player in sustainable development due to their decisive
role in social and economic aspects, as well as undeniable
environmental impact [100]. Based on Fig. 4, the SC has six
main contributions.

A. DEFINITIONS, ADVANTAGES AND DRAWBACKS
OF SMART CITIES
According to IBM’s documentation, SCs encompass smart
equipment and devices. Table 3 lists various definitions of the
concept of ‘‘SCs’’. As seen, the concept of the SC is no longer
limited to the diffusion of ICT, as it considers the needs of
people and the community. This aspect was further explained
in [101] with emphasis on the urge to improve the use of ICT
in cities to enhance the QoL.

‘‘SC’’ is the common term referring to information and the
digital city. SCs try to alter living and work by Information
Technologies (IT) [102]. People are the leading actors in an
SC by forming it through their lifelong interactions. There-
fore, other terms are mainly associated with the concept of
an SC. For instance, creativity is the main driving force of an
SC, introducing education, learning, and knowledge as the
key elements of an SC [100]. An SC is at the heart of higher
education to recruit more educated experts and skillful human
resources. SCs serve as magnets for the poor to make them
smarter. Therefore, an SC offers numerous opportunities to
its community members. Cities with a higher contribution
of the educated workforce will achieve the maximal growth
rate. The concepts of smart, skilled, capable, connected, and
competitive are now the major elements in the development
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of cities. Cloud technologies have facilitated the development
of knowledge-based environments through enhancing urban
monitoring systems [103]. Industry, education, contribution,
and infrastructure are the key components of an SC. The
University of Vienna extended them to six items including
economy, mobility, environment, people, living, and gover-
nance [104].

Table 4 examines the advantages and disadvantages of
deploying SC infrastructure.

FIGURE 4. Significant components of an SC.

B. APPLICATIONS OF SMART CITIES
SCs can provide efficient and intelligent services for the
public and different authorities through various sensor tech-
nologies and platforms that allow them to manage, share, and
store the acquired data. For instance, positional, pressure, air
movement, motion, and sound sensors are the most popular
sensors that have been utilized in SCs. Those sensors are
connected to the IoT and serve as the foundation of data col-
lection in SCs for monitoring and managing urban activities
as well as making real-time choices.

Wearable sensors are also becoming trendier these days.
This may be due to the fact that the SC can gain signif-
icant information about the activities and behavior of its
users by combining data obtained from wearable sensors
such as smartphones. Furthermore, sensor systems can be
utilized to provide information about traffic and available
parking spots, minimizing driving stress, fuel consumption,
and pollution, while enhancing economic output. In the same
direction, smart public lighting with built-in motion sen-
sors and energy-saving LED bulbs is another widely used
improvement in urban infrastructure. Besides, smart build-
ings [118], utilizing sensors to optimize energy consumption
are becoming more common. In addition to the aforemen-
tioned applications, sensor technology can be employed in
various ways to enhance the functionality of SCs [119].
SCs contain different applications such as Smart Health-

care, Smart Transportation, Smart Governance, Smart Grid,

and Smart Home. Table 5 summarizes the mentioned SC
applications.

C. CHALLENGES AND LIMITATIONS FOR THE
DEVELOPMENT OF SMART CITIES
BD has opened new horizons to the paradigm of SC [127].
Such innovations are, albeit, accompanied by numerous
multi-dimensional challenges which can be discussed from
diverse perspectives. This section presents the key research
challenges. The business challenges such as planning, con-
nection and sustainability, source of markets and customer,
cost of acquiring SC, and CC integration are first addressed.
Whereas the second part deals with technological challenges
such as privacy, data analysis, data integration, QoS, andBDA
using computational intelligence methods for SCs [23].
The challenges and limitations in Table 6 can be an inter-

esting topic for future studies.

D. ANALYTICS OF BIG DATA IN SMART CITIES
BD play a significant role in the development of SCs [7].
Likewise, BDA comprise a wide range of applications in
different aspects of SCs, e.g. traffic control and transporta-
tion [128], [129], Planning [79], [130], energy [20], criminal
analysis [19], [131], and the environment [21]. However, spe-
cific non-functional and functional needs related to the type
of data sources and applications in SCs should be explicitly
established before designing software platforms and archi-
tectures for SC objectives. In this regard, business decisions
can be improved through statistical analysis, predictive mod-
eling, and other techniques. Additionally, analytics can aid
in the development of the efficiency of critical processes,
operations, and roles. In other words, by converting data
into intelligence, analytics can expand the business perfor-
mance. The diagram below depicts the journey of BD from
its inception in the raw form to the extraction of useful
information and insights for the benefit of decision-makers
and citizens (Fig. 5).
Any city that has the following characteristics is an SC:

• Smart economy to support city
• Smart people and businesses will take advantage of all
of the resources and services of the SC.

• Smart mobility to drive
• Smart governance allows for effective monitoring
• Smart environment will benefit the public.
• Smart living is required for such a large population.

The growth of SCs is driven by institutional, human,
and technological factors. All around the world, people are
migrating from villages to cities, which has led to the devel-
opment of smarter cities. Data overload in SCs has forced the
establishment of a management department for overseeing
and control purposes. This department, however, is ineffec-
tive in terms of time and money. IoT devices made for traffic
control are different from those used to collect data for health-
care (i.e. that is whywe need to categorize the data into groups
of domains to create certain technical BD for each domain).
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TABLE 3. Definitions of SCs.

TABLE 4. Comparison table for advantages and drawbacks of SCs.

Fig. 5 displays six different sensors and IoT devices,
including smart phones, smart cameras, smart thermometers,
smart users with sensors, smart cars, and smart homes. A data
center may collect data from items of various sorts, ranges,
and values because sensors are available in a variety of sizes
and shapes. Here, we outline the challenges that already
exist and will emerge, along with the related solutions.
Challenges: Due to the shortage of equipment in every

site where we wish to monitor and make judgements for
that region, such as transmitting traffic information, the data

collection process in SCs has improved but still remains
challenging. Regardless of our focus whether it be on smart
healthcare mobility or other areas of interest, IoT devices and
other sensors may fail to precisely capture all data or may
entirely miss data due to their limited storage and inefficient
time-scales. Furthermore, data have greatly multiplied and
are derived from a variety of sources.

Therefore, different approaches must be used to convert all
of the data into single unit measurements, ranging from video
and images to digits or strings. With the help of these metrics,
we can swiftly apply ML and other DL algorithms to the data
to get the most accurate conclusions.
Solution: Pre-processing is essential for handling values

and missing data in the generated dataset. There are both
simple and complex methodologies [25] for handling missing
values, as well as tools and techniques for selecting important
and pertinent features. For example, IFAB [26] uses an Arti-
ficial Bee colony to remove pointless features and ensure the
validity and reproducibility of the results.

Data Engineering [21] is in charge of organizing and eval-
uating the input data, as well as applying labels to data that
hasn’t been labeled. This necessitates the use of professionals
and time; hence it is not cost- or time-effective. As a result,
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TABLE 5. Application of BD in SCs.

utilizing BD techniques aids in right tuning and analysis
of data.

IV. BIG DATA
BD is a hot topic in recent studies. Science, business, industry,
government, and society are believed to be revolutionized
under the influence of BD (Fig. 6). A huge deal of data
are currently generated by various devices including smart-
phones, social media, Global Positioning System (GPS),
computers, sensors, commercials, and games [147].

An ocean of data generated by these devices should be
processed by BDA to produce relevant information. [148].
A BD Research and Development Initiative was founded in
March 2012 by the Obama administration [149].
The SC can store and process data using BD technol-

ogy, which will improve a variety of services. Moreover,
BD can also assist decision-makers in increasing the ser-
vices and resources in SCs. BD can accomplish these
objectives by using the right tools for effective data anal-
ysis. These technologies and techniques encourage cooper-
ation between organizations, provide services to numerous

industries, enhance client experiences, and open up new busi-
ness opportunities.

In terms of data analytics, BD can be defined by five
V’s — Volume, Velocity, Veracity, Variety, and Value
(Fig. 7) —. Either all or any of them should be met to
classify a problem as a BD problem. The volume deals with
the size of data that is too large to be manageable by the
currently available algorithms. As the most compelling of all
V’s, variety denotes different types and modalities of a given
object [76].
The value is influenced by the usage, sample frequency,

and age of the data. For instance, in a collision avoidance
application, data of more than a few minutes old may not
be useful, whereas route planning applications might make
use of non-real-time data. Thus, the value can be viewed as a
gauge of the capacity to extract useful data [150].
In terms of velocity, data should be streamed at rates faster

than what can be handled by conventional algorithms and
systems. Sensors rapidly read and communicate data streams.
We are approaching the world of the quantified self, present-
ing data that have not been available hitherto [20].
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TABLE 6. Constraints, challenges, and solution in the development of SCs.

Veracity suggests the serious concern on the data quality
despite its availability. This implies that BD does not neces-
sarily result in higher quality. Quality concerns are intensified
in larger data which should be either tackled at the data
pre-processing stage or by the learning algorithm.

The significance of the term ‘‘BD’’, which was coined
a few years ago, has been debated by different scientific
organizations. In this context, there are still a variety of
technological challenges and business implications associ-
ated with BD due to the lack of global agreement on a
uniform and widely acknowledged definition. To the best
of our knowledge and according to the literature review,

BD definitions can be divided into three categories based on
their corresponding principal factors (i.e. ‘‘data quantity’’,
‘‘challenges’’, and ‘‘BD management complexities’’) which
are utilized to formally elaborate the definition. Table 7 lists
relevant literature sources for each of the aforementioned
factors.

A. TYPES OF BIG DATA
Data of SCs can be generated by multiple sources in vari-
ous formats. Conventional software may fail in storage and
processing these data. BD can be classified into four classes,
comprising structured, semi-structured, unstructured, and
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FIGURE 5. BDA in SCs.

FIGURE 6. Major sources of BD in SCs.

mixed data, as shown in Fig. 8. Structured data possess a ded-
icated data model with a well-defined structure that follows
a consistent order. Its design facilitates its access and usage
either by a person or a computer. Structured data are often
stored in well-defined columns and databases. Example could
be DatabaseManagement Systems (DBMS). Semi-structured
data refer to another form of structured data. Despite pos-
sessing a few properties of structured data, this type of data
does not have a definite structure. Semi-structured data do
not follow the formal structures of data models such as an
RDBMS. Example: Comma Separated Values (CSV) File.
Unstructured data neither have a definite structure nor exhibit
the structural rules of data models. Their format is incon-
sistent and continuously varies. In rare cases, they might
contain time-dependent information. Example: Audio Files

and Images. Despite the fact that are not considered BD,
mixed data are subtypes of data that are relevant to the field of
analytics. Mixed data can be generated from different types
of information, e.g. (1) Geographic Information Systems
(GISs) which are used for capturing and analyzing geograph-
ically referenced data referring to infrastructure, roads, build-
ings, lakes, addresses, people, workplaces, and transit routes,
(2) real-time media which consist of live or recorded media
data streaming applications such as YouTube, Flicker, and
Vimeo that produce a huge amount of videos, pictures, and
audios, (3) natural language data that create vast amounts of
text-like communication between objects, e.g. speech capture
devices, land phones, cell phones, and the IoT, (4) time
series analysis which is a set of data points (or observations)
including multiple measurements taken over a period of time,
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TABLE 7. Contributions of BD definitions based on their corresponding principal factors.

FIGURE 7. Characteristics of BD.

(5) network data that is concerned with vast networks com-
prising social networks, i.e. Facebook and Twitter, informa-
tion networks, i.e. the World Wide Web, biological networks,
i.e. biochemical, ecological, and neurological networks, and
technological networks, e.g. the Internet, telephone and trans-
portation networks, and (6) link data that uses standard Web

technologies (e.g. HTTP, RDF, SPARQL, and URIs) for
information communication through computers rather than
human.

Here is a summary of various sources of BD to help
in understanding its dimensions. Industry-specific content
digitization has been provided as a new data source.
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TABLE 8. Different BD Sources.

FIGURE 8. Types of BD.

Data generation has been accelerated by technological devel-
opments. Table 8 lists different types of data which can be
generated by different sectors.

B. APPLICATION OF BIG DATA
BD technology has offered several benefits such as [173]:

• BD allows for predictive analysis to protect organiza-
tions from operational risks.

• Predictive analysis can help organizations to expand
their business by analyzing the needs of their
customers.

• Thanks to BD, multimedia platforms such as YouTube
and Instagram have the opportunity to share their
data.

• The medical and healthcare sectors are benefited
from the opportunity of constant monitoring of the
patients.

• BDcan revolutionize customer-based companies and the
global market.

BD is an invaluable and powerful fuel capable of running
the massive IT industries in the 21st century. Soon, BD will

be the most common technology in almost all business sec-
tors [174]. We have compiled a list of some of the most
important industries that use BD including transportation,
insurance, energy and utilities, manufacturing, media and
entertainment, healthcare, banking and securities, and edu-
cation. (See Fig. 9).

• Transportation: One of the industries using BD tech-
nology most extensively is transportation. BD can help
in predicting the requirements of travel facilities and
improve the business by dynamic pricing.

• Insurance: BD has been used in the insurance indus-
try to provide customer insights for simpler prod-
ucts through analyzing data from GPS-enabled devices,
social media, CCTV footage, as well as forecasting
customer behavior. BD can also be employed for claim
administration, fraud detection, risk management, and
real-time claim monitoring in the insurance sector.

• Energy & Utilities: Smart technologies such as CC,
sensors, and power planning are continually being
implemented in the energy and utility industries. All of
these technologies generate massive amounts of data
over time. Businesses in the energy and utility industries
have difficulty extracting useful information from gener-
ated precious data such as dynamic energy management
and smart utilities to use smart data.

• Manufacturing: BDA aid predictive modeling in the
natural resources industry, allowing for better decision-
making. They can be used to integrate massive amounts
of data from geospatial, text, and temporal sources. This
is due to the fact that the usage of BD technologies in
manufacturing helps to improve product quality, track
manufacturing faults, and plan supplies. In other words,
in manufacturing sectors, BD solutions can be applied
to enhance energy efficiency, predict output, test new
manufacturing processes, and design new manufactur-
ing processes.
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• Government and the Military: also extensively utilize
BD technology. High rates of data are created by the
government and the military; for instance, a normal
flight of a fighter jet plane requires processing petabytes
of data [175].

• Telecom: by connecting people throughout the globe,
telecom has eradicated the distance barrier. Some bar-
riers have remained which require prompt solutions.
BD can resolve the remaining issues of the telecom
industry.

• Retail: The retail industry is a highly competitive field.
In this context, retailers always seek novel approaches
equipping themwith a competitive superiority over com-
petitors. Customers are the only rulers of the retail
industry. Thus, a proper understanding of their behav-
ior is a key factor in the survival of the retailers in
such a competitive field. To this end, they should know
their customers’ demands and fulfill them in the best
way [56].

• Media & Entertainment: are among the major users of
Big Data. Zettabytes of data are daily generated whose
handling requires BD technologies 161¸ .

• Healthcare: BD has already revolutionized health-
care [176]. Thanks to predictive analytics, personalized
healthcare services can be provided for patients.

• Banking&Securities: Sectors widely employ BD tech-
nology to understand customer behavior according to
their investment and shopping patterns, investmentmoti-
vation, and personal or financial histories.

• Education: The data collected by an educational insti-
tute are of crucial significance. BD is a key player in
the future of the people as it can improve the education
system [13]. Prestigious universities employ BD for the
renovation of their academic curriculum.

BD can be utilized to track the dropout rates of the students
to apply the measures for declining this rate, if necessary.

C. TOOLS FOR BIG DATA ANALYTICS
The use of Spark, ETL (Extract, Transform, and Load) tools,
and Hadoop components (Pig, HiveQL, etc.) is used for ana-
lytical processing such as aggregations and transformations
(Fig. 10). DM is a labor-intensive procedure that can be
accomplished by Spark (MLlib or custom code), making use
of distributed processing, or with Weka and R. In situations
where distributed processing is not necessary, the latter has
demonstrated adequate performance. Furthermore, through
the use of external packages (plyrmr, rmr, SparkR, distribut-
edWekaHadoop, distributedWekaSpark), the two tools listed
above can utilize Hadoop or Spark when appropriate. The
expense of development and the acquisition of commercial
tools must be balanced while choosing the data visualization
tool (e.g. Tableau).

BASIS offers open-access BDA for external applications
using Representational State Transfer (REST) web services.
The proposed architecture aims to not only provide data
processing, mining, and analysis methods in the Open (Big)

Data portal but also to promote richer third-party applications
that use these cutting-edge techniques to present insights
within the context of SCs. This is analogous to the public
availability of data in the Open (Big) Data portal. Based
on [145], the community can be introduced to these analytical
capacities, opening up intriguing possibilities for the pro-
duction and sharing of public information and encouraging
the co-creation of city services. As a result, the BDA plays
a critical role in the proposed architecture, as in addition
to data scientists and analysts working for the SC govern-
ment, citizens and organizations can utilize these publicly
available data.

Eventually, the administration, monitoring, and security
components supervise the entire operation from another
architectural component, to make sure of the sufficient func-
tioning and safety of the system. Themajority of technologies
that are relevant to this component are built into Hadoop
(Ambari, Knox, Sentry, Ranger, etc.); however, some of these
technologies, such Kerberos authentication and Access Con-
trol Lists (ACLs), can also be used with Hadoop or other
technologies. Although no monitoring tool has been specif-
ically mentioned for non-relational storage, regarding its
direct dependency on the selected technology, the relevance
of its adequate utilization was assumed to guarantee greater
efficiency. The mentioned technologies of this component
should be only considered as a guideline for future tech-
niques. Sufficient experience in infrastructure and security is
of crucial significance.

FIGURE 9. BD applications.

1) BIG DATA COLLECTION, PREPROCESSING, AND
ANALYSIS TOOLS
Advancements in computing architecture are required to han-
dle the data storage needs as well as the demanding server
processing to economically analyze large volumes and vari-
eties of data [159]. An overview of the technologies utilized
in in-depth data analysis is given in this section.
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FIGURE 10. BDA tools.

a) Not only Structured Query Languages (NoSQL):
Relational Database Management System (RDBMS) is
a conventional technique for the management of struc-
tured data. This technique employs a relational database
and schema to store and retrieve data. Storage and
retrieval of large datasets are achieved by a Data ware-
house. The most widely used database query language
is Structured Query Language (SQL). Dimensional and
normalized techniques are used to store data in a data
warehouse. Data are separated into a fact table and
a supporting dimension table when using the dimen-
sional approach. However, when using the normalized
approach, data is separated into entities, which results
in the development of numerous tables in a relational
database.
Scaling a significant amount of data is impossible due
to the ACID constraint (atomicity, consistency, isola-
tion, and durability). Additionally, RDBMS struggles
to handle unstructured and semi-structured data. The
concept of NoSQL was developed in response to the
aforementioned RDBMS limitations.
NoSQL can be used in document storage, key-value
storage, BigTable, and graph database. Compared to
conventional methods, NoSQL utilizes looser consis-
tency models. In the NoSQL database, data manage-
ment and storage are divided. It enables data scalability.
HBase, MongoDB, and Dynamo are among the exam-
ples of NoSQL databases.

b) Hadoop: Based on the Google File System and the
Map Reduce programming paradigm, the open-source
Apache Hadoop project was stablished and imple-
mented in 2005. As open-source software, Hadoop can
be employed for distributed storage and processing of
ultra-large datasets. Some of its prominent features are
summarized below: As open-source software, Hadoop

can be employed for distributed storage and processing
of ultra-large datasets. Some of its prominent features
are summarized below:
• As Apache Hadoop is an open-source project, the

user can modify its code depending on business
requirements.

• High data availability of Hadoop despite hardware
failure because of multiple copies of data. In the
case of machine or hardware failure, data could be
accessed from another path.

• High scalability of Hadoop makes it possible
to easily incorporate the new hardware into the
node. Hadoop also offers horizontal scalability
(i.e. possibility to add nodes on the fly with no
downtime).

• The fault tolerance ofHadoop can be assigned to the
storage of 3 replicas of each block across the cluster.
In the case of any node failure, data can be recovered
from the other nodes.

• Reliable data storage on the cluster due to the repli-
cation of data on the other clusters.

• Cost-effectiveness a s Hadoop runs on a low-cost
cluster of commodity hardware.

• Easy use of Hadoop as the client does not have
to cope with distributed computing; the framework
addresses everything.

c) Hadoop Distributed File System (HDFS): The dis-
tributed storage system for a Hadoop cluster that is fault-
tolerant, scalable, and highly programmable is called
HDFS. The data in the Hadoop cluster is divided up
using HDFS. The Hadoop cluster’s multiple servers are
then used to spread the data. The dataset as a whole is
only partially kept on the server.

d) Hadoop MapReduce: A software framework called
MapReduce is fault-tolerant and reliable at distributing
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TABLE 9. Capabilities of BD and their primary technologies.

TABLE 10. Shortcomings of HADOOP in BDA.

the processing of enormous volumes of data. Map and
Reduce phases are two separate parts. Map Phase is the
place where the burden is divided into more manageable
chunks. The Mapper, which processes unit blocks of
data to create a sorted list of (key, value) pairs, is then
given the jobs. The list, which represents the mapper’s
output, is handed on to the following stage. Another
name for this action is shuffling. Data analysis and
merging are done during the reduce phase to produce

the final result that will be written to the cluster’s HDFS.
The capabilities of the current primary technologies and
BD are listed in Table 9.

Although Hadoop is known as the strongest tool in BD,
it suffers from several drawbacks. Hadoop does not suite for
small files and fails to handle the live data. It also exhibits a
slow processing rate and low efficiency for iterative process-
ing and caching. The solutions to these limitations are listed
in Table 10.
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FIGURE 11. BD processes illustration.

2) TOOLS FOR HANDLING BIG DATA IN SOFTWARE
a) Python: Python is a well-known open-source program-

ming language that is supported by theWindows, Linux,
and Mac operating systems. It contains a large number
of packages from third-party or communitycontributed
modules. Among the widely used packages for ML and
DM are NumPy, Scikit, and Pandas support. The major-
ity of scientific computations use NumPy. Python is able
to support large, multi-dimensional arrays and matrices.
Scikit can be used for preprocessing, model selection,
feature selection, dimensionality reduction, clustering,
regression, classification, and clustering.
Pandas helps with data munging and preparing data
for modeling and analysis. Thanks to its NetworkX
library and nltk for text analytics and Natural Language
Processing (NLP), it strongly supports graph analy-
sis. Python is a user-friendly language that works well
for rapid and dirty problem investigation. The pyspark
library enables it to be seamlessly linked with Spark
as well.

b) Scala: As an object-oriented language, scala is an
acronym for ‘‘Scalable Language’’. Similar to other
object-oriented languages, its objects and operations
are method-call. A Java virtual machine environment
is necessary for Scala. Scala is used to create Spark,
an inmemory cluster computing framework. As a solu-
tion to BD issues, Scala is becoming more and more
popular.

c) R: As an open-source statistical computing lan-
guage, R offers diverse statistical and graphical
techniques. R presents vector operations, efficient
data handling, and storage capabilities, while enabling
quicker processing. R provides conditional arguments,
loops, and user-defined functions in addition to having
all the properties of a typical programming language.
R is supported by several packages and the Comprehen-
sive R Archive Network (CRAN). R has good documen-
tation and is accessible on Windows, Linux, and Mac
platforms. It also robustly supports data munging, DM,
and ML algorithms, in addition, to properly supporting
reading and writing in the distributed environments,

further promoting its suitability for BD handling.
Nonetheless, speed, memory management, and effi-
ciency are the major challenges in the application of R.
R Studio has been built for programming in the R
language. All browsers can access it, and it is released
for standalone desktop computers and supports client-
server architecture.

d) Apache Spark: refers to a Scala-implemented inmem-
ory cluster computing technique for fast computa-
tion. Apache Spark includes 80 high-level operators
for interactive queries. Its Resilient Distributed Data
(RDD) framework supports in-memory computation,
which accelerates computation by breaking the data
into smaller parts on different machines. In addition to
providing SQL, data streaming, graph processing, and
ML methods, it also offers Map and Reduce for data
processing. Apache Spark is accessible through Python,
Java, and R, while Scala offers stronger stability and
support.

e) Apache Hive: As an open-source platform, Apache
Hive facilitates query and management of large datasets
with distributed storage (e.g., HDFS). Due to its similar-
ity to SQL, it is also known as HiveQL. It processes the
queries by Map Reduce. Moreover, it enables program-
mers to insert their own custom mapper and reducer
routineswhereHiveQL is unable to adequately represent
the desired logic.

f) Apache Pig: Is capable of analyzing large datasets. As a
high-level programming language, it creates MapRe-
duce programs that require Hadoop for data storage.
The Pig Latin code can be extended by User-Defined
Functions written in Java and Python. It is open to
extensive parallelization, enabling the handling of very
large datasets.

g) Amazon Elastic Compute Cloud (EC2): Is a
web service that provides access to CC resources.
Because it offers total control over the computing
resources, developers can carry out their work in
any computing environment. It uses a pay-as-you-
go business model and is one of the most popular
CC platforms.
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BD is also supported by other frameworks as BlinkDB,
CouchDB, Clojure,MongoDB, Tachyon, Cassandra, Tableau,
and Splunk. The following diagram illustrates the phases in
BD processing. (Fig. 11).

D. THE PROPOSED INTELLIGENCE FRAMEWORK FOR
ANALYSIS OF BIG DATA IN SMART CITIES
The developed framework is depicted in Fig. 12. As seen,
this framework involved several iterative steps which formed
the formulation of the statement of the research problem,
followed by data entry and processing, attaining prominent
visualizable insights to enhance the competitiveness of the
companies in the analysis of BD, and develop smart appli-
cations and techniques. The applied results are evaluated in
the final step, which led to the statement of a novel research
problem. The research problem is first formulated to decide
on the type of collected data and required analysis. In the
next step (i.e. data entry), the potential social media plat-
forms (e.g. Facebook, Twitter, and Instagram), and the data
selection and sharing modes are determined. Diverse types
of data including text, image, video, or sound, might be
structured, semi-structured, or unstructured. Various tools can
be employed for data collection from social media among
which, direct databases access to the company’s servers,
questionnaires, Web crawlers, sanctioned API (application
programming interface), and custom applications based on
social media platforms can be mentioned [177], [178]. The
data processing step involves the preparation, storage, and
analysis of the data. The preparation process includes data
extraction, purification, transformation, and loading [179].
This process leads to homogeneously structured data that can
be readily stored in BD warehouses.

BD warehouses are utilized to store and process the BD
and support the data analysis at various levels of detail.
Their difference from traditional data warehouses lies in their
support of online analytical processing. Moreover, BD ware-
houses are utilized by organizations for the collection of daily
data and decision-making [180]. Hive is a BD warehouse
that has facilitated querying and managing a huge deal of
distributed data. It required no rapid change nor fast responses
since it is located in a static data case. Moreover, NoSQL
databases can be also regarded as a BD warehouse upon
transforming traditional data models into data models of the
NoSQL databases [181]. The analysis process is carried out
after data storage. The social media contents are analyzed by
data frameworks like Spark and Apache Hadoop [182]. This
process uses algorithms and methods to obtain new insights
from the data entry.

The textual data, in particular, can be better analyzed by
ML and NLP [183] using diverse types of analysis including
descriptive, predictive, diagnostic, and prescriptive analyses,
simulation, and optimization. Furthermore, sentiment, trend,
and network analyses can be employed in addition to market,
financial, and crime analyses.

In this stage, the obtained insights can be visualized
to further help the decision-makers. Visualization is an

essential step. It can be employed as a presentation tool to
illustrate and explain the results in diverse representations
including charts and bars. Visual analytic techniques can
offer a prompt and dynamic understanding of a huge deal of
information in real-time. The findings of the previous stages
will result in business development, enhancing the compet-
itiveness of the cooperation in smart technologies. Finally,
all findings should be evaluated, for better assessment of the
decisions and discovery of emerging issues.

According to Fig. 12, the structure of BD in an SC can
be grouped into multiple layers, i.e. data collection, data
processing, data analysis, and data visualization to promote
integrated BD management and SC technologies.

i) Data Collection: This stage refers to the collection
of data from all available sources mostly by web
crawlers, sensors, log files, and network monitoring
software.

ii) Data processing: These collected data [184] might
be inconsistent and noisy, requiring a pre-processing
phase to enhance the quality of data to improve the
analysis precision and decline the storage costs. The
following steps can be adopted for pre-processing:

• Integration: Through two conventional techniques,
data federation and data warehousing, the data gath-
ered from many sources can be merged in a more
uniform framework. Data warehousing performs
several processes including ETL. In the former pro-
cess, the data are selected, gathered, processed, and
analyzed; while their conversion into a standard
format is accomplished through the transformation
step. The transformed data are finally imported
to a storage infrastructure in the Loading process.
A dynamic data integration can be achieved by
aggregating data from diverse sources by a virtual
database that contains no data but the details of the
original data (i.e. metadata).

• Cleaning: In this phase, data are tested in terms of
precision, comprehensiveness, and consistency. The
data might be omitted or modified to enhance their
quality. The cleaning process generally involves five
processes: determination of the error types, iden-
tification of errors from data, correction of errors,
documentation of error types and corresponding
examples, and modification of data entry procedure
for avoiding future errors.

• Redundant Data Elimination: Most datasets con-
tain surplus data or data repetitions, i.e. data
redundancy. Redundance data enhance the stor-
age cost, leading to inconsistent and poor-quality
data. This issue can be resolved by diverse data
reduction techniques like filtering and compression.
These data reduction methods are, however, limited
due to their high computational cost, requiring a
cost-effective analysis prior to implementing data
reduction.
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FIGURE 12. Advanced intelligence framework.

iii) Data Analysis: After data collection, transformation,
and storage, the data are exploited or analyzed through
the following stages [137]:
• Metrics Definition: A series of metrics can be
defined regarding the problem specifications. For
example, for identifying a potential customer who is
going to churn out, the frequency of his/her contact
(a voice call, tweets, or complaints on Facebook
pages) can be taken into account.

• Architecture selection based on the type of
analysis: An appropriate architecture can be cho-
sen based on the timeliness of conducted analy-
ses. Real-time analysis is suitable in cases with
continuously-changing data which does not require
rapid analysis for taking prompt actions. Among
the architectures that are currently accessible are
memory-based calculations and parallel processing.
Real-time analysis examples include telecom fraud
and fraud detection in the retail sector. Applications

that don’t need quick responses can be run using
offline analysis. Additionally, the data might be
taken, saved, and examined later. The Hadoop plat-
form is frequently used.

• Algorithms: An appropriate technique can dra-
matically improve data analysis. BDA has shown
promising outcomes for several traditional data
analysis techniques like cluster and regression anal-
yses and DM algorithms. As an unsupervised
technique, cluster analysis classifies objects in
terms of their specifications. On the other hand,
DM can draw out unknown, concealed, and ben-
eficial information from a sizable dataset. Various
tools such as open-source and commercial soft-
ware have been developed for data analysis. R,
Weka/Pentaho, and RapidMiner are among the
examples of open-source software developed for
DM and visualization, ML, and predictive analyses,
respectively.
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FIGURE 13. Challenges in the intelligence frameworks.

iv) Data Visualization: The data visualization originated
from the need for detailed inspection at various scales.
The temporal variation of the patterns of BD can be
identified by the visual interface combined with statis-
tical analyses and relevant context. Visual Analytics
(VA) refers to analytical reasoning through a visual
interactive interface such as Centrifuge, Tableau, VA,
QlikView, Spotfire, JMP, Jaspersoft, Visual Mining,
and Board.

E. CHALLENGES ASSOCIATED WITH THE PROPOSED
INTELLIGENCE FRAMEWORK
Regardless of the sector, the industry must take three ques-
tions into account prior to BDA implementation, as follows:
(1) Are valuable data gathered in addition to those from
the current systems? (2) Does the use of BDA improve the
accuracy of the information? And ultimately, (3) Does BDA
promote timely response?

Nowadays, social media can be simply accessed through-
out the globe in real-time. Over a billion users of various
social media are continuously producing a large deal of data
through their posts, likes, and comments. Such a huge deal
of data has brought several opportunities and challenges.
These data may be of various structures (unstructured, semi-
structured, structured) and types (text, photo, video, and
audio) [185]. Some of these challenges are listed in Fig. 13.
These challenges can be classified into four groups: data
collection, processing, analysis, and execution Challenges.

i) Challenges in Data collection: Several issues have to
be addressed in data entry:

• Data collection tools: Regarding the wide diversity
of data structures and types on social media, the
development of effective data collection tools could
be a huge challenge. For instance, API handling, the
flexibility of the scaling process, real-time report,
generalization, and reliability are among the major
issues, requiring an effective solution [186] that can
be properly addressed by constructing an efficient
data collection tool for each social media platform.
For instance, API could be a versatile solution for
Twitter. In the case of Facebook, however, the pri-
vacy of users, long messages, and streaming data
still challenge the implementation of an effective
data collection tool.

• Data quality: The unstructured nature of data gath-
ered from various users may decrement the data
quality. Several issues like the difficulties of data
integration as a result of the diversity of data ori-
gins, deciding on data quality during a reasonable
time, and short timeliness of data because of their
rapid changes, and advanced technologies required
for data processing are some of these issues [187]
which could be addressed by data cleaning and
filtering [188].

• Privacy: The privacy of users is one of the promi-
nent issues of social media platforms. Collection
of the users’ data ignoring the privacy concerns
will result in an untrusted situation. Thus, a balance
should be established between the use of personal
data and privacy protection issues based on the
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service type, personal data, customers, and regu-
latory rules. Several challenges like social identi-
fication and assessment of privacy-preserving ser-
vices with real data are still open [105] which can
be resolved by ‘‘k-anonymity’’ and ‘‘differential
privacy’’ [22].
Wiretapping behavior is possible during data col-
lection which may lead to information leakage.
Numerous studies have been devoted to the confi-
dentiality of wireless networks. Encryption schemes
are applicable to wireless networks [76]. The energy
and computational restrictions of smart objects have
limited the application of these methods in IoT,
requiring the development of novel lightweight pro-
tective schemes for IoT [189].

• Validity: Problems such as misinformation, fake
accounts, and fake news threat the validity of social
media data. The adverse effects of these issues on
analytical processes may result in biased insights.
Fake news can be classified by ensemble ML
approaches based on effective and precise feature
extraction [82].

ii) Challenges in Data Processing: Some of the chal-
lenges of the data processing stages can be assigned
to the characteristics of BD. Data preparation, storage,
and analysis may encounter several issues such as:
• Volume: Social media platforms generate a huge
deal of data every day, for instance, over 500 ter-
abytes of data (more than 2.5 petabytes/h) are
added to Facebook just through Walmart customer
transactions. Retrieval and processing of such a
huge amount of data will challenge DM [179].
Furthermore, dimensionality reduction techniques
like Linear Discriminant Analysis (LDA) and Prin-
cipal Component Analysis (PCA) can effectively
decline the complexity of high-dimensional datasets
in BD [1].

• Velocity: Social media platforms generate such
a huge amount of data at high speeds, which
may be challenging. Real-time analysis could be a
proper alternative to batch analysis. The intercon-
nected devices can share data, hence, increasing the
velocity [190].

• Variety: Various structures of data (structured,
semi-structured, and unstructured) with diverse for-
mats are involved in BDA. These data are dissimilar
following no specific formats (e.g., emails, tweets,
images/videos/audios). Such a huge diversity and
heterogeneity decrement the data quality, challeng-
ing their management and comprehension [15].

• Value: extraction of value from terabytes and
petabytes of data through cost-effective and reliable
methods could be a demanding challenge. It can
promote the competitiveness of the firms and orga-
nizations on the global platforms [161].

• Latency: Latency plays an essential role in the per-
formance of the system. Lower latencies reflect the
prompt system response, which could be a serious
challenge in large-scale data. It is dependent on the
storage and organization of large-scale data, direct
processing of the streaming data, and performing
effective tasks of various priorities utilizing highly
capable hardware and software [191]. Declined data
complexity can lower the latency. Load-balancing
techniques could be also helpful [192].

• Locality: BD systems involve data storage and dis-
tribution in different locations. The majority of ML
algorithms assume that the datasets are placed in
the memory, posing a serious challenge to the data
retrieval process [15].

• Availability: ML algorithms are highly dependent
on the availability of the dataset. In streaming data
analysis, however, the data are not available as they
arrive in a continuous manner [15].

iii) Challenges in Data Analysis: Data analytics offers
an approach for presenting processed outputs of BD
through visualization. In this regard, data analytics col-
lects real-world data for digitization and analysis of the
processes and environments, thus helping managers in
the transformation of field data into meaningful infor-
mation and supporting the decision-making process.
As a versatile management tool, it can optimize the
process and enhance the efficiency of diverse depart-
ments and industries.
The development of BDA-supported SC applications
faces serious challenges which should be resolved to
realize a reliable and precise system:

• Integration of Big and Fast/Streaming Data Ana-
lytics: The context of an SC involves numer-
ous time-sensitive applications requiring real-time
or near-real-time analytics of the data stream.
The mentioned applications highlight the need
for the development of novel analytic frameworks
capable of supporting BDA in combination with
fast/streaming data analytics.

• Security and Privacy protection: Data-driven ML
techniques (e.g., DL) [193] are prone to attacks from
False Data Injection (FDI), endangering the system
reliability and trustworthiness. Thus,ML algorithms
should be sufficiently resilient against these issues.
On the other hand, privacy protection is a prominent
issue as SC data are largely composed of users’
information which must be protected against public
availability. ML algorithms [1] can resolve these
concerns resulting in extensive acceptance of SC
systems among organizations and individuals.

• On-Device Intelligence: Light ML algorithms
capable of being deployed on resource-constrained
devices are highly welcome in hard real-time intelli-
gence. It also coincides with the security and privacy
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concerns since data will no longer be transferred to
the fog or cloud.

• Big Dataset Deficiencies: Development and evalu-
ation of SC applications require real-world datasets;
these datasets are not, however, accessible for
diverse application domains; necessitating result
confirmation based on simulated BD.

• Context Awareness: The contextual information
should be integrated with raw data to achieve more
valuable, faster, and more precise reasoning and
action. For instance, the detection of a sleepy face by
a human pose detection system leads to fundamen-
tally different actions in driving a car or relaxing at
home.

iv) Challenges in Data Visualization: In the age of BD,
data execution is critical for detecting hidden patterns
and trends inmassive amounts of data and converting it
from useless to valuable and intelligible information.
The following are some of the issues that large data
visualization faces:
• Nature of big data: As discussed in Section VI,
the visualization process could be a challenging
task due to the large volume of diverse, hetero-
geneous, complex, and high-dimensional data. The
majority of the current data visualization tools have
shown poor functionality, scalability, and response
time, necessitating the development of an efficient
real-time interactive visualization tool to promote
process flexibility.

• Loss of information: The approaches utilized to
reduce the dimensionality of data may result in the
loss of information, posing adverse impacts on data
accuracy.

• Scalability and multilevel hierarchy: multilevel
hierarchy method has been recognized as the main
solution for various visual scalability problems.
The major challenges of scalability analysis include
scroll around a deep multilevel hierarchy and find-
ing an optimal resolution [194].

F. BIG DATA MANAGEMENT IN SMART CITIES
The process of Big Data Management (BDM) is illustrated
in Fig. 14. The challenges in the application of BD can
be resolved by smart decisions. Diverse data from various
sources (e.g. antenna, RFID, sensors, and social media) are
collected, retrieved, and stored in clouds to decline the stor-
age and operational cost in SCs. The privacy protection
and security of BD should be also guaranteed. Nonetheless,
the conventional approaches for the collection of massive
datasets suffer from security deficiencies. Insufficient com-
pliance policies often endanger data security and privacy
intentionally or unintentionally. Thus, data protection is a
must to decrease the risk of data theft and identity fraud to
decline the possibility of financial or structural losses.

The massive collected data may lack basic structure
which might be useful with efficient and timely processing.

These problems can be resolved by diagnosing the data
beforehand and converting them into viable data to promote
effective decision-making.

A great deal of data is produced from transactions and
stored as events in numerous files and databases. Unique data
structures should be drawn from these events according to
the proximity of data and users’ demands. Thus, BD can be
presented as accessible, smaller, andmanageable data records
with proper scalability and coherence. Filtering, sampling,
binned aggregation, and model fitting are among the widely
employed data reduction approaches.

The variety of BD may cause data inconsistency and
non-aligned data structures, giving rise to analytic sprawl.
Comprehensive monitoring and investigation of human soci-
eties result in heterogeneous data. This issue can be addressed
by drawing structures from BD using tagcloud visualiza-
tion methods to achieve meaningful data and take real-time
actions. High-speed BD generation challenges data handling
as new and/or updated data are constantly added to the
datasets. Ineffective data processing approaches also chal-
lenge the real-time visualization of BDwhich can be resolved
by employing human analysts to extract the relationships
between the data.

BD veracity involves two aspects of data consistency and
data trustworthiness. Ambiguity, incompleteness, and incon-
sistency can decrement the data quality. Uncertainty can be
managed by several reliable sources, evaluating data cred-
ibility through diverse quantitative tools and identification
frameworks. High-quality features enhance the value of BD
by facilitating its utilization with improved precision and
insights.

Maximal benefits can be achieved without compromising
data authenticity by identifying the registered users capable of
filtering the data to extract valuable information. The filtered
data have to be structured in terms of geographic place and
pattern homogeneity. In this regard, visualization techniques
can help streamline the data and draw a structure to obtain
meaningful information for more analyses. Diverse compu-
tational devices across the city collect timely information
on traffic and weather which can be used in taking timely
decisions to save time and costs. Devices such as safety
gadgets, energy-harvesting wireless technological devices,
and IoT sensors can enhance the QoL of the citizens of SCs.

V. CLOUD COMPUTING
SCs rely on various IoT devices and sensors to collect and
analyze data about their infrastructure, environment, and res-
idents. This generates large amounts of data that need to
be processed, stored, and analyzed in real-time to derive
actionable insights. CC provides necessary infrastructure to
handle suchmassive data processing and storage requirement.
Utilizing cloud services, SCs can access virtually unlimited
computing power and storage capacity to handle their data
requirements. In the context of SCs, CC plays a vital role in
processing and analyzing the large volumes of data gener-
ated by various urban systems and devices, such as sensors,
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FIGURE 14. BDM in SCs.

cameras, and smart meters. By leveraging CC, SCs can opti-
mize their operations, enhance their services, and improve the
QoL of citizens.

CC refers to a computing model which provides
on-demand access to a huge pool of network, storage, and
computing resources through the internet [195]. It also
declines the cost as customers do not have to apply hard-
ware; they can rather register in computing resources from
the Cloud Service Provider (CSP). In this way, they can
access what they need and be charged only for services they
used [196].
The underlying engine is also provided by CC through BD

technologies such as the Hadoop framework [67] to establish
a platform and programming model to process large datasets
distributed over various clusters [197]. Hadoop includes two
major and tightly-related components: HDFS and MapRe-
duce [3]. Despite considering the real-time requirements of
data storage and processing in SCs, streaming architecture
guarantees efficient and intact communication between sens-
ing devices. This technology has been lately implemented
upon the utilization of diverse stream processing platforms,
like Apache S4 [133], Storm [198], and Spark streaming,
enabling data storage and processing through different inter-
connected nodes [23], [154].

A. CLOUD COMPUTING ARCHITECTURE
A carrier management environment is provided by CC infras-
tructure in addition to the integrated system of physical
computing and its processes for performance monitoring.

Secure operations are provided by CC architecture in an effort
to safeguard sensitive data [71].

Khan et al. [199] described the capabilities necessary in a
cloud environment to collect integrated intelligence for urban
management systems. By creating a context-aware compo-
nent in a cloud environment, these capabilities offer a solid
foundation for meeting the demands of SCs.

The proposed architecture, as shown in Fig. 15, can be uti-
lized to create a Platform-as-a-Service (PaaS) or a software-
as-a-service solution. For instance, when it is used to create
modelling services, it transforms into a PaaS that additional
services can be built on top of that. It turns into a software-
as-a-service solution when used to provide a service that
directly engages users, as through visualization. The archi-
tecture shown in the figure is principally composed of two
vertical layers and five horizontal layers. The Platform Inte-
gration, Thematic, and Data Acquisition and Analysis levels
of our bottom-up strategy produce general data that may be
adapted to particular application demands connected to SCs
in the top three layers. The goal of the following architecture
walkthrough is to demonstrate how each layer contributes
to giving end users contextual information for a variety of
objectives.

• The platform integration layer illustrates a hybrid cloud
environment-based cyber infrastructure that ensures data
is accessible across platforms.

• The data acquisition and analysis layer are utilized to
acquire environmental data from a variety of sources,
such as remote database repositories, sensor nets, and
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FIGURE 15. Architecture of CC services for SCs Infrastructure.

citizen observations, e.g., using smart phones in the
cloud environment. Additionally, this layer guarantees
the accuracy of the acquired data and reveals the need
for data harmonization and cleaning.

• The thematic layer organizes the collected data into
application-specific thematic categories, harmonizes the
data, and updates the data/service catalogues to enable
further data utilization.

• The service composition layer is required to create work-
flows, identify data sources, and link relevant processing
components for implementing the workflows. Further-
more, this layer can be used to perform any necessary
analytical analyses of the outputs of the work-flow.
Moreover, this layer makes sure that the provenance of
data and certain processes is preserved so that they can
be used by various expert systems at the application
layer for analysis.

• The application service layer performs contextual analy-
sis for decision-making by using the results from the ser-
vice composition layer in application domain-specific
tools like simulations and visual maps. Moreover, this
layer offers stakeholders the ability to utilize current
tools and create new application domain-specific com-
ponents and services (at the SaaS level) to meet the
contextual needs of the end users.

• The management and integration layer is implemented
to automate the transfer of filtered data and information
between the horizontal layers. It makes sure that the pro-
cessed outputs from one layer to the next are sound both
grammatically and contextually. Additionally, it seeks to

lower the amount of administrative overhead required by
the layered design and handle change management that
happens at various tiers.

• The security layer guarantees that the appropriate audit-
ing, authentication, and authorization are carried out
before data and services are used by authorized users.
Additionally, it guarantees that end users’ personaliza-
tion and profiling are secured to analyze and retrieve
contextual data from a cloud environment.

The suggested architecture promotes processing at many
stages while ensuring the delivery of contextual information
to end users.

B. CLASSIFICATION OF CLOUD STORAGE
Cloud storage is an Internet-based storage system that
involves sending data to a distant storage system, where the
IoT-generated data are kept, preserved, controlled, backed
up, and accessible via the Internet. Customers are frequently
billed monthly based on their consumption. Database ser-
vices, computer services, and storage services are some of
the main cloud-based services [88].

CC can be categorized into four deployment models: Pub-
lic, private, hybrid, and Community data storage schemes.
Table 11 compares the benefits and drawbacks. As inferred
by its title, an individual organization possesses and manages
a private cloud; while cloud infrastructures of a community
cloud model can be owned and shared by different organi-
zations with similar operations. The hybrid cloud refers to
a combination of two or more clouds either public, private,
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FIGURE 16. Public cloud storage.

FIGURE 17. Private cloud storage.

or community models which remain distinct but may be
joined through uniform technologies to facilitate the mobility
of data and applications. The cloud infrastructures of the
public cloudmodel are accessible for the public based on pay-
as-you-use principles using the CSP [86], [88].

• Public Cloud: The public cloud, also known as SaaS,
is created for open use by the entire public. This type of
cloud storage can be owned, maintained, and operated
by corporation, municipal, or academic organizations.
Pay-per-use data storage is also offered by it. According
to Fig. 16, it is possible to implement the communica-
tion linkages via the open Internet. Through the open
Internet, any user, including customers, individuals,
or companies, can use cloud services. Microsoft Win-
dows Azure, Google App Engine, IBM Smart Cloud,
and Amazon Elastic Compute Cloud (EC2) can be men-
tioned as examples of public cloud storage [200].

• Private cloud: An individual user’s data are saved on
distant servers under this expandable and independent
storage arrangement, as shown in Fig. 17. Private cloud
storage is safer than public cloud storage since it can
be located on business property or in the data center.
Two sub-categories of private clouds are distinguishable:
(1) On-Site Private Cloud which is implemented at the
location of the user. (2) Outsourced Private Cloud which
is utilized at the server-side by a hosting business.

• Hybrid Cloud: Hybrid cloud method is one of
today’s most popular infrastructure configurations,
which allows to use both your on-premises servers and

FIGURE 18. Hybrid cloud storage.

FIGURE 19. Community cloud storage.

public cloud services like Google Cloud. A combined
computing, storage, and service environment known as a
hybrid cloud consists of on-premises infrastructure, pri-
vate cloud services, and a public cloud (such as Amazon
Web Services (AWS) or Microsoft Azure) with orches-
tration between the various platforms as represented in
Fig. 18.

• Community Cloud: Community CC helps users bet-
ter understand and analyze their business requirements.
Community Cloud may be hosted on-site or off-site in
a data center that is operated by one of the tenants or
by a different cloud services provider (Fig. 19). The
U.S.-based dedicated IBM SoftLayer cloud for federal
organizations is a notable example. In essence, this plat-
form can only be used by governmental institutions that
share common traits like security, auditability, and pri-
vacy concerns or requirements. Such a strategy greatly
boosts the platform’s credibility; which cloud users will
employ to deploy their delicate workloads.

C. CHALLENGES IN CLOUD COMPUTING-BASED
SMART CITIES
CC has several advantages as it allows the establishment
of a virtual office; hence the user can access business files
anywhere, anytime.

Overall, challenges related to the use of the cloud
have been divided into eight primary categories: data
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TABLE 11. Type of cloud storage and their advantages and drawbacks.

management and resource allocation, load-balancing, migra-
tion to clouds and compatibility, security and privacy, reli-
ability and availability, scalability and elasticity, virtual-
ization,interoperability and communication between clouds.
Regarding conceptual underpinnings, each of these problems
can affect the dependability and effectiveness of cloud-based
platforms.

• Data management and resource allocation: Resource
allocation is one of the key ideas in CC data centers. The
significance of this concept can be defined regarding the
abundance of resources in cloud-based contexts. Conse-
quently, the process of resource allocation should satisfy
the needs of the network QoS, remove performance
issues without significant rise of the cost of the service
provider, and control energy usage [201]. Data center
network resources, data center processing resources, and
energy-efficient data center resource allocation are the
three main categories under which resource allocation
challenges are categorized.
The first section is concerned with allocating resources
in accordance with user requirements. As a result,
the processing throughput in cloud-based data centers
should be as low as feasible [202], and the distance
between the locations of virtual machines in cloud
data center should be reduced by dispersing virtual
machines [203].
Optimizing virtual network provisioning while maxi-
mizing revenue is the most difficult problem in data
center network resources. In addition, choosing the best
virtual network using IP over a cloud-based network

is a significant issue that has been taken into account
in relation to propagation, delay, and flow conversion
constant [204].

• Load balancing: Load balancing is a crucial prob-
lem in CC context which affects both download speed
and storage utilization. The major goal in this situa-
tion is to create an algorithm for effective allocation
of work to the cloud nodes in accordance with cur-
rent constraints for instance, heterogeneity and high
communication delays [205]. The challenges and issues
associated with load balancing are typically divided into
four main categories [205], [206]: spatial distribution
of the cloud nodes, data replication, performance, and
point of failure. The management of the load balancing
process among all spatially dispersed cloud nodes is
the initial problem. This management should consider
the delays arisen from the speed of network connectiv-
ity between cloud nodes, the distance between service
nodes, and the distance between clients and task process-
ing nodes [207].
The second issue is the method of data replica-
tion (i.e. full and partial) across several nodes,
which is complicated by the load-balancing algorithm
across various cloud nodes for partial replica-
tion and more storage requirements for complete
replication. The performance of the load-balancing
algorithm is the next problem.
The complexity of the designed algorithm should be
as low as feasible due to the nature of load-balancing
procedures to prevent delays and faults during
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complex processes. The capacity of load-balancing algo-
rithms to resist regular or unanticipated failures is the
final obstacle. In cloud-based environments, managing
and minimising failures caused by the complexity of
load-balancing algorithms is a challenging issue that has
attracted attention of academic communities.

• Migration to clouds and compatibility: Traditional IT
suppliers have been urged to shift and adapt their prod-
ucts (such as traditional applications, operating systems,
and middleware) to cloud-based environments due to
the rapid expansion and popularity of CC among users
and businesses. However, the likelihood of success in
this migration process is low issue due to the current
restrictions on traditional IT solutions. An IT product
should meet five key requirements to increase the rate
of success in the migration process [208]:
1) Modularity: The ability to increase or decrease

computing power based on identical and replicated
components on several virtual or physical nodes.

2) Backward Compatibility: The ability for ongo-
ing interaction between components when they are
accessible as representational state transfer URLs.

3) Portability: The ability to integrate components
into different Infrastructure-as-a-Service (IaaS)
infrastructure.

4) Scalability: the ability to coordinate multiple tasks.
5) Changeability: the ability to properly modify an IT

product in the cloud environment.
Migration to cloud-based services providesmany advan-
tages for both users and businesses, including increasing
job satisfaction, appropriate modification of organisa-
tional growth and the development of new talents, and
lowering monotonous labour. However, some signifi-
cant issues need to be addressed during the migration
process, such as the growing reliance of businesses on
external third parties, departmental reductions, the lack
of knowledge of cloud capabilities and structure, the lack
of supporting resources, and concerns on new technolo-
gies [209]. Therefore, businesses and service providers
should take into account all potential outcomes and
salient features both during and after the transfer
process.

• Security and privacy: In CC environments, protecting
the security and privacy of stored resources is one of
the most difficult problems which can affect the reli-
ability and efficiency.The main factor obstructing the
development of CC is security, which has emerged as
a key problem in industry and academic research [210].
Security concerns in cloud-based environments can be
divided into three categories: attack vulnerability, best
practises for security, and compliance with local, state,
or federal regulations governing the storage of personal
data or laws governing record-keeping. These problems
raised significant concerns on surface at many lev-
els, including those of service providers, infrastructure,

and end users. Two popular methods for improving
the dependability of authentication processes are the
application of agent-based authentication systems [211]
and multifactor authentication processes [212]. Addi-
tionally, researchers and service providers consider how
to ensure the security of resources during transmission
operations between providers and tenants.
The ability of cloud-based servers to resist potential
attacks or unforeseen occurrences is the other crucial
security concern. A significant resistance could raise the
rate of reliability in CC environments and improve the
data security process of the service providers. Real-time
cryptography algorithms are the best way to improve
defences against potential assaults or unforeseen
circumstances [213].

• Reliability and availability: The strength of any tech-
nology is determined by its reliability and accessibility.
The frequency of failures and interruptions (such as data
loss or code resets during execution) is referred to as
reliability. Downtime is a significant factor that gravely
undermines the dependability of CC. Reliability can be
attained in part through the use of redundant resources.
Considering the time for providing these resources,
availability can be defined as the potential of accessing
the resources whenever they are needed. The services
in CC are susceptible to denial-of-service attacks, per-
formance slowdowns, equipment failures, and natural
disasters evenwhen they use architectures with excellent
reliability and availability characteristics [88].

• Scalability and Elasticity: A difficult problem in pro-
viding cloud-based services is the ability to adjust cloud
capacity to on-demand services under diverse work-
loads such as static, periodic, once-in-a-lifetime, unpre-
dictable, and continuously changing ones. The absence
of this capability may result in performance reduction
(during the peak of workload) or even oversizing (during
the bottom of workload) when on-demand services are
provided [214].
Elasticity and scalability are among the most impressive
and distinctive aspects of CC. These capabilities enable
customers to employ cloud resources that are provided
according to their needs in an unlimited number of
instances as needed. Scalability can be defined as the
ability of the system to properly function even when
the resources have been scaled up. On the other hand,
elasticity refers to the capacity to adjust resource levels
as needed. However, elasticity goes a step further and
permits the dynamic integration of the infrastructure
and extraction of physical resources. The elastic nature
of CC allows resource allocation to change in size in
response to demand [215].

• Virtualization: The process of creating a virtual copy
of a server, an operating system, a storage device,
or other network resources is known as virtualization.
To make it easier for other systems, applications, or end
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users to engage with those resources, the virtualiza-
tion process divides the resource into many execution
contexts and conceals the physical properties of com-
puting resources. Virtualization is one of the essential
technologies in the CC implementation. Customers can
often relocate their computation and data to a remote
site using virtualization, with different effects on perfor-
mance. Virtualization offers many advantages such as
elasticity and scalability, cost efficiency, infrastructure
independence, customizability, and streamlined access
interface. However, while virtualization offers many
advantages to users, it also presents numerous dif-
ficulties for CC. Infrastructure management becomes
increasingly difficult to manage as a result of virtual-
ization. Enormous automation is needed to meet impor-
tant needs like automation, on-demand, and elasticity
requirements [88], [216].

• Interoperability and communication between clouds:
A significant problem brought on by the different
approaches and organisational structures of different
cloud vendors is the lack of interoperability.
Inter-cloud interoperability can be established at four
different levels [217]:
1) Agreement: Employing a specified data format, com-

munication protocols, or a standard reference model
for information sharing.

2) Deployment: Establishing interoperability for oper-
ations at the same or various deployment levels,
whether horizontally or vertically.

3) Interaction: Real-time services that require quick
responses may use synchronous patterns, or employ
asynchronous patterns with less interaction between
them.

4) Adaptation: Utilizing the same standards to pro-
duce goods that reduce service providers’ ability to
compete.

Achieving interoperable CC environments is more chal-
lenging as each level of interoperability has some limitations.

VI. INTERNET OF THINGS (IoT)
IoT has dramatically altered our world. IoT offers the pos-
sibility of collecting data on the surrounding physical envi-
ronment which can result in invaluable knowledge on the
underlying mechanisms of the world. These data can be
employed for the development of new real-world applica-
tions, facilitating smart decisions for the improvement of the
QoL. The concept of an SC could be a proper instance to
illustrate the use of this valuable information. The complexity
of the IoT paradigm can be mainly assigned to the huge deal
of data collected. These data mostly require processing to be
used as useful knowledge [25].
IoT can be defined as an internet connection between

objects through sensors and actuators, hence, representing
a bridge from technology to the physical environment. The
surrounding objects will become a member of a network [1].

IoT is a global network of interconnected objects with unique
addresses which operated according to standard communica-
tion protocols. Its convergence can be considered the Internet.
The objects serve as sensors and can achieve a common goal
through interaction with each other. IoT can drastically affect
the daily lives of its users.

IoT can significantly influence occupational and domestic
scenarios as it will soon play a vital role in assisting people’s
lives, health, and smart transportation. IoT can also contribute
to logistics, industrial automation, freight transportation, and
security. IoT encompasses the tiny real world with limited
storage and processing capacity, raising serious concerns
about performance, security, and privacy. Some of the major
aspects of IoT are discussed in the following.

A. IoT ARCHITECTURE
No generally agreed consensus can be found on IoT
architecture as different researchers have proposed various
architectures.

IoT has offered a prominent and innovative platform
for communication between digital devices, as well as
their connections with the external environment [218] and
users. IoT architecture integrates and unifies data sens-
ing/actuating from/to devices, transmitting/receiving mes-
sages, data storage, processing, analysis as well as final
exploitation through the use of cloud, fog, and edge compu-
tation, services, and applications. Various technologies con-
tribute to the development of IoT frameworks. Nonetheless,
several broad functional architectures have been suggested
based on a condensed version of the Open Systems Inter-
connection (OSI) concept. A typical IoT framework has been
defined which comprised three layers [93], [219]: the appli-
cation layer; the network layer and the perception/sensing
layer. The earlier approach was expanded in certain other
research [220], [221], [222], [223] into five layers of archi-
tecture, including the perception/sensing layer, transporta-
tion/network layer, middleware/processing layer, application
layer, and business layer. Both the three-layer and five-layer
IoT designs are depicted in Fig. 20.

Various computing paradigms can be defined based on the
considered level of the stack including EC, Fog Computing
(FC), and CC. The following list summarizes these various
levels while taking into account their uses and necessary
technology. This article considers the five-layer architecture,
which can be seen as an expanded version of the three-layer
design.

• Perception/Sensing Layer: The physical level, which
consists of sensors and actuators, interacts with the
outside environment through data sending and receiv-
ing across wireless networks. This is referred to as the
perception or sensing layer [15]. This layer requires
mobile devices, sensors, and actuators technologies.
Diverse commercial devices are available to evaluate
various physical quantities such as temperature, humid-
ity, pressure, speed, acceleration, distance, geographical
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FIGURE 20. An overview of IoT–based architecture for SCs.

coordinates, weight, pollution particles, and brightness
level. Actuators are responsible for physically or virtu-
ally controlling or displacing other devices [224].

• Transportation/Network Layer: Data transmission
and routing take place at the transportation or network
layer. Network gateways and brokers can act as inter-
mediaries to connect various IoT nodes, allowing data
to be sent to and received from sensors for M2M com-
munication. For data transfer, numerous methods and
protocols have been adopted. As examples of proxim-
ity communication protocols, we can name Bluetooth,
radio-frequency identification RFID tag technology, and
Near-Field Communication (NFC). Networks covering
larger ranges use wireless technologies, such as WiFi,
Zigbee, Long-Range Wide-Area Network (LoRaWAN),
Sigfox, and 5G.
Personal Area Networks (PANs) have been created for
low-power wireless communication technologies like
Bluetooth and Bluetooth Low Energy [225] which are
suitable for low-bandwidth data transmission among
mobile devices across a short range of the order of
10 m. To connect personal gadgets, these technologies
are frequently used in intelligent environments.
RFID utilizes radiofrequency to uniquely detect objects,
vehicles, and people. The reader-tag device communi-
cation could be passive or active. Despite its similar-
ity to RFID, NFC [226] utilizes even shorter ranges

for communication (several centimeters). NFC is use-
ful in two-way communications and does not build a
reader/tag hierarchy, in contrast to RFID. NFC is often
employed for mobile payment and checking access.
Wi-Fi is based on the IEEE 802.11 standard and makes
use of wireless frequencies (at 2.4, 5, and 60 GHz
bands) to provide high-speed internet connectivity with
a coverage area of up to 100 meters [152]. For Wireless
Local Area Networks (WLAN), there isWi-Fi (WLAN).
An open international standard known as ZigBee (IEEE
802.15.4) is used for low-cost, Machine-to-Machine
(M2M) and IoT enabled wireless network communi-
cation (WNS). The ZigBee protocol was developed to
transport data in noisy radio frequency (RF) environ-
ments, such as those seen in commercial and industrial
settings [227]. The range of its data transmission is
similar to that of Wi-Fi (from 10 to 100 m).
LoRaWAN is a Low-Power Wide-Area Network
(LPWAN) that plays a pivotal role in IoT applications,
owing to its capability to meet the key IoT requirements
(e.g., long range transmission (about 10 km), low cost,
small data volumes, massive device numbers, and low
energy consumption) [228].
As a narrowband communication system, Sigfox is used
for long-range data transmission (up to 40 km [229]).
Despite using narrowband signals, Sigfox suits for
diverse applications including geolocation services.
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5G refers to the fifth generation of cellular networks.
It will provide unprecedented levels of connectivity
compared to earlier generations of mobile communi-
cation technology in terms of higher data rates, traffic
density, reliability, and user speed, as well as lower
latency, connectivity for a large number of devices, and
lower power, enabling IoT applications [137].
The last network layer stack ensures that data is for-
matted correctly. The client/server architectures offer
a variety of message/data delivery methods, including
push and pull. Web services, FTP (File Transfer Proto-
col), HTTP/HTTPS, and REST calls are frequently used
in pull protocols.
The most popular push protocols for receiving data
via data-driven subscriptions include WebSocket (WS),
Constrained Application Protocol (CoAP), Message
Queue Telemetry Transport (MQTT), Advanced Mes-
sage Queuing Protocol (AMQP), FIWARE NGSI, and
NGSI-V2On [230]. Moreover, data exchange among
multiple devices and applications can be achieved by
distributed publish-subscribe messaging system (like
Apache Kafka, RabbitMQ) to efficiently and scalably
handle multiple data streams. The data persistence of
queue (like Apache Kafka) gains increasing significance
in fault tolerance during handling of data that should not
be lost in case of failure.

• Middleware/Processing Layer: This layer offers vari-
ous functionalities. Since the data may be obtained from
heterogeneous devices using different protocols with no
contact or interaction, it may, for instance, function as a
data aggregator module. In this regard, the middleware
layer should promote interoperability among the con-
nected devices and offer required programming and/or
model abstractions. Additionally, interoperability must
be ensured at several levels:
i) Technical level [231], for efficient and reliable end-

to-end communication between devices, gateways,
and brokers

ii) A level of syntax to accommodate many protocols
and formats;

iii) Semantic level, to exploit SemanticWeb technolo-
gies, such as XML, Resource Description Frame-
work (RDF), Web Ontology Language (OWL), and
Linked Data (LD), to obtain clear data representa-
tion and data semantic enrichment, and improve the
expressiveness of the system.

IoT middleware can also provide scalability and relia-
bility, enabling the systems to cope with an increasing
number of IoT connections at the scale of BD and
supply stable and fault-tolerant services. Additionally,
to integrate the data from different protocols and enable
data processing through IoT, database-level data persis-
tence is also necessary. This goal can be achieved at the
middleware layer. As a result, middleware encompasses
diverse data storage modalities and thus covers other

functionalities, such as context identification, informa-
tion extraction, and the reconciliation of collected data.

• Application Layer: The application layer, which
provides the user with application-specific services,
is where user interaction occurs. The formatting and
presentation of data fall under the purview of the appli-
cation layer. Typically, HTTP serves as the foundation
for the Internet’s application layer. However, due to
its relatively verbose nature and high parsing over-
head, HTTP is not appropriate in contexts with limited
resources. Besides, various frameworks and ecosystems
have been utilized in the design and implementation of
event-driven IoT applications such as Visual Program-
ming Language (VPL) tools [101]. Node-RED is one
of the most applied applications relying on the Node.js
engine which permits application flow in a graphic envi-
ronment by a combination of visual nodes or blocks.

• Business Layer: The business layer is also in charge
of service management for IoT devices as well as the
overall management of IoT applications. The informa-
tion processed at the application layer and the analy-
sis of the operations’ results are used by the business
layer to develop a business model [232] For business
intelligence, the business layer often uses reports and
real-time dashboards. Through additional integrations,
data gathered from the application layer can be further
enhanced. For instance, by comparing electricity con-
sumption before and after the installation of smart light-
ing sensors, business intelligence analysts can determine
cost savings [194].

B. CHALLENGES IN IoT-BASED SMART CITIES
This section addresses the advances, usage, and technologies
in the field of IoT-based SCs. Accordingly, several applica-
tions of IoT-based SCs may raise various limitations such as
security, privacy, heterogeneity, reliability, large scale, BD,
and sensor networks as illustrated in Fig. 21.

• Data Privacy and Security: Security and privacy issues
often emerge in the case of an assortment of data in
a general platform that might be prone to attacks. IoT
depends on the interconnectedness of diverse devices
connected across wired or wireless networks to send data
to service providers. Security is a major concern with
regard to its wireless data gathering and transmission
on both the server and client sides. Upon real-time data
transmission, attacks may be also activated, necessitat-
ing additional care to prevent stealing of data and restrict
unauthorized access. Users of some smart systems are
continuously generating data (for instance, healthcare
systems); in other words, all the information of the
users is present in such systems. Therefore, user identity
and data privacy should be protected against violation.
Thus, only doctors and individuals should have access
to modify information. In this regard, the security of
the infrastructure is a key factor in the development of
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FIGURE 21. Challenges of IoT-based SCs.

the IoT-based SC infrastructure. Moreover, individuals’
information must be confidential letting the authorized
person access the information and make changes.

• Reliability: As one of the prominent issues in the
IoT-based SCs paradigm, reliability takes care of mobil-
ity and interconnection. The IoT infrastructure relies on
sensors or devices with pre-built sensors. These devices
wirelessly send their data to the cloud and other linked
devices. Thus, the reliability of information should be
ensured. Moving vehicles are the best instance of a reli-
ability issue whose interconnections are not consistent
or reliable.

• Legal and Social Aspects: In IoT, heterogeneous sen-
sors generate; as these sensors are used by the users, the
users are data providers. The service provider receives
the user’s data to assess or use in the decision-making
process. Strict rules must be established to ensure that
the sensitive data of the customers are not shared to
guarantee data security and integrity. Healthcare and
transportation are of crucial significance as they uti-
lize users’ data. In smart healthcare, users’ information
must be tightly protected. In smart transportation, the
real-time location of the users should not be public.
These issues can be addressed by establishing and fol-
lowing proper rules and policies. An agreement must be
also set between the user and service provider.

• Heterogeneity: The issue of heterogeneity can be
resolved by smart solutions which involve joining the
system to a specific application context. The develop-
ment of an IoT-based SC could be highly complicated

as it includes several sub-tasks. IoT can be defined
as the interconnection of heterogeneous sensor-enabled
devices connected by a wireless medium. Therefore,
coping with various devices is one of these tasks which
could be more difficult in a larger infrastructure such as
an SC in which diverse applications are integrated and
operated collectively. A large infrastructure such as an
SC, thus, requires aggregating individual applications.
An IoT-based SC involves heterogeneous devices and
diverse applications. By connecting all of these smart
applications, an SC infrastructure can be constructed.
Cooperation and integration are two crucial challenges
which have to be addressed.

• DR Barriers: IoT can help the system’s responsive
demand contribute more effectively. There are still a
variety of impediments that can prevent people from
participating in DR programs. These barriers associ-
ated with IoT-based SCs can be categorized into three
sections: Framework Barrier, Provider Barrier, and Cus-
tomer Barrier:

1) Framework Barriers: The framework perspective
encompasses communication constraints, guidelines,
and strategies.
a) Communication constraints: The communication

channel is a prominent barrier. Millions of connected
devices are generating data in real-time, while there
is a limited number of channels for communication.
Hence, the communication channel should be quick
and effective since a delay in communication may
result in significant costs. Another hurdle that needs
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to be taken into account while designing the SCs
infrastructure is data transfer speed.

b) Guidelines and strategies: The frameworkmust com-
ply with the guidelines and strategies ruled by the
government. Confidentiality of the data is a must and
the system must be tightly secured.

2) Providers Barriers: The constraints of the providers
can be classified into two sections: market trends and
revenue.
a) Market Trends: Market analysis is a complex task

involving following the latest trends to target the
customers. Hence, the customer’s perception and
essential requirements must be considered to fulfill
their demands cost-effectively.

b) Revenue: The final goal of the service providers is
to obtain revenue. They desire twice as much as their
investment, i.e. they only want profit, not a loss. This
barrier limits the service providers to pay for any new
IoT system. Thus, the creation of such a vast system
will take longer than expected.

3) Customer Barriers: Concerning constraints from the
customer’s point of view, they can be characterized as
knowledge and financial issues
a) Knowledge constraints: Ordinary people rarely

know about current or changing technologies. The
unfamiliarity with current technology is the main
obstacle in the way of developing an SC. The insuffi-
cient technical knowledge to deal with the problems
has always hindered the users.

b) Financial constraints: Not all users afford a smart
device. Ordinary people prefer to save money for the
future rather than spend on fancy devices.

• Large scale: Large-scale data require proper storage
and computational capabilities [233]. IoT service is gen-
erally based on user-supplied information. Candidates
have enough motivation to focus on an individual sce-
nario and data gathering as a major local and social
challenge, respectively [234].

• Sensor Networks: The IoT system can be regarded as
a lattice of different sensors to collect data from the
environment. The data are then passed to data storage
vendors or service providers. The complexity of the
system rises by incrementing the number of sensors,
challenging the real-time handling of the events. In addi-
tion to data transfer, sensor devices can also interact
with other smart devices. In this regard, the reason-
able application of proper sensors is another challenge.
The slow pace of data sensing, transmission, receiving,
or computing is a serious concern that may lead to sys-
tem breakdown. Other prominent constraints including
energy efficiency and network capacity should be also
addressed.

• Handling Big Data: Handling BD in a real-time sys-
tem like SC is highly complex. In the BD paradigm,
computation depends on data, thus, it is vital to

consider the influence of data storage, transfer, rec-
ollection, and examination [3]. Sensor network was
considered to accept the IoT as a novel technol-
ogy [76] enabling data computation and collection,
as well as broadening our insight into the environmental
problems. Thus, the data from these devices are big
and real-time. In this context, five ‘‘v’’s have to be
considered.

IoT is expected to be widely employed for connecting
billions of devices in the future. For the comprehension of
the concept of a SC, IoT technologies play a key role in the
development of a SC strategy. The significance and benefits
of innovative technologies such as IoT are undeniable in
SCs. The growth of IoT will experience further technological
advancements in SCs, enabling the users to pursue a simple
yet interactive lifestyle.

C. ROLE OF IoT IN CLOUD STORAGE
More generally, CC can be classified into three service mod-
els: PaaS, SaaS, and IaaS. The SaaS model allows cloud
clients to use the provider’s applications to operate on a
cloud infrastructure, in contrast to PaaS, which gives users
the option to rent virtualized platforms to host own appli-
cations or services [137]. In IaaS, however, customers can
have CPU, network bandwidth, storage, and other computing
resources, which can be reconfigured based on their needs.
Cloud services are presented to customers and users based
on virtualization and distributed computing concepts. Fig. 22
illustrates the tiered architecture and standard service models
as well as cloud advantages.

Many industries such as health care [235], agricul-
ture [236], transportation [45], telecommunication [237], and
real estate [238] have practically adopted IoT. This is because
IoT can give ‘‘things’’ the finest connected environment pos-
sible and creates enormous amounts of data that must be
handled, examined, and transferred to the cloud. By allowing
third-party access to the business, public cloud storage aids
IoT services. Therefore, by integrating IoT and cloud, IoT
data or computational components operating over IoT devices
can be provided.

Fig. 23 depicts three elements of cloud-based IoT stor-
age. The first component presents IoT-based infrastructure
in which devices are connected to the clouds through a
second component, referred to as middleware, which covers
communication technologies including 5G, Internet, Satellite
Network, and Wi-Fi. The cloud infrastructure is the third
element.

The architecture of IoT-based infrastructure consists
of three layers: perception, network, and application
layers [239].

• The physical or sensor layer, also known as the per-
ception layer, is where sensors and actuators collect
and transmit data for further processing [240]. This
layer detects particular physical characteristics or other
intelligent objects.
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FIGURE 22. Type of CC.

• The network layer is in charge of connecting to servers,
devices, and objects (things).

• As the uppermost layer, the application layer deploys
IoT. This layer conveys application-specific facilities to
the users.

The main advantage of hosting the IoT system on the cloud
is that connected applications get more flexibility, scalability,
and reliability.

D. ROLE OF BIG DATA IN IoT
IoT serves as a crucial hotspot for those who collect massive
amount of data for analysis. That is why IoT has become
quite popular in BD. This is because BDA is emerging
as a critical component for deciphering IoT-generated data
from ‘‘connected devices,’’ which aid in the essential activ-
ity update. In this direction, the role of BD in the IoT is
to handle as well as store large amount of data in a reli-
able way using a variety of high-capacity technologies. The
preparation of IoT-based BD can be divided into four steps,
as follows:

1) IoT devices generate a massive volume of unstructured
data in the context of BD, which has five variables, i.e.
volume, velocity, variety, value, and variability [162].
These variables are commonly referred to as 5V’s.

2) Large amounts of data are stored in BD documents
within a widely diffused database, so-called, the BD
framework.

3) Logical tools such as Hadoop, MapReduce or Spark are
utilized for analyzing the stored IoT BD.

4) The last step is the construction of reports based on the
stored data which need to be analyzed, accordingly.

It is worth noting that the unstructured IoT data can be
collected by the Web. In order to quickly identify key pieces
of knowledge from data and make judgments, BD for IoT
hence requires rapid inquiry with more inquiries. As a result,
the importance of BD in IoT is undeniable.

The fact that the Web can gather unstructured IoT data is
meaningless. In order to quickly identify critical pieces of
knowledge from data andmake judgments, BD for IoT hence
requires quick inquiry with more inquiries. BD’s significance
in IoT is therefore undeniable [19]. BD’s usability can be
also discovered to a large part in the realm of IoT. In recent
years, people have been progressively moving to cities. Cities
are important sources of BD because they are home to large
populations of people, technical equipment, and vehicles, all
of which produce data every day. Green Internet of Things
(G-IoT), as applied by Chithaluru et al. [241] for SCs, plays
one of the most crucial roles in the creation of a green and
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FIGURE 23. Cloud and IoT-based environments.

FIGURE 24. Environmental based on BD and IoT.

safe living environment. As mentioned before, the ability to
extract usable information from enormous amounts of data
generated by IoT necessitates BDA.

Cities are important sources of BD because they are home
to large populations of people, technical equipment, and vehi-
cles, all of which produce data every day. The goal of an IoT
integrated with BDA system is to overcome the obstacles of
storing and examining a large amount of data originating from

smart structures. The link between BD and IoT is depicted
in Fig. 24.

VII. ARCHITECTURE AND IMPLEMENTATION OF SMART
CITIES THROUGH BIG DATA, CLOUD COMPUTING,
AND IoT
SCs [54] can be smarter through the use of digital technolo-
gies. These cities are equipped with electronic devices and
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FIGURE 25. Relationship between IoT, BD, and SCs.

smart applications such as street-level cameras and sensors
for surveillance and transportation. Some initiatives use these
elements to establish valuable services such as Google Street
View and GPS.

Urban planning applications can be benefited from the
capabilities of the IoT in SCs [242], affecting local regions.
Diverse projects are employed in these cities for cycling,
automobiles, and public monitoring through sensors for data
collection. Fig. 25 depicted the relationship between IoT, BD,
and SCs.

SCs and urban planning drastically affect national devel-
opment by enhancing the decision power of the communities
through smart and effective decision-making at the right
time [63].

A complete system is developed by Hadoop technolo-
gies with Spark to attain real-time processing. The simple
IoT-based SC data sets like vehicular networks, smart park-
ing, smart home, weather, pollution, and surveillance are
assessed for the establishment of SCs andmaking urban plan-
ning decisions. BD is employed for the analyses of diverse
aspects of the SC using the previous information [94].

The solution in the SC can be applied and evaluated by
the Spark and Hadoop frameworks to consider the effect of
online decision-making. The proposed system was assessed
by the Hadoop framework with Spark to attain the real-time
impacts upon real-time SC decisions. Furthermore, Hadoop
and MapReduce can be utilized on large historical data for
urban planning [243].

A 4-tier architecture is proposed to analyze IoT BD for the
establishment of SCs according to the requirements of an SC
and urban planning as depicted in Fig. 26. The Data section
is the first layer; while digitalization and intelligence are the
second and third layers, respectively whose functionalities
will be explained as follows:

• Bottom Layer: This layer is responsible for data gen-
eration through diverse IoT sources as well as data
collection. As numerous IoT sensors are engaged in data
generation, lots of heterogeneous data will be produced
with different formats, origins, and periodicities. Addi-
tionally, these data have security, privacy, and quality
requirements. In the case of sensor data, Metadata has
been always larger than the actual measures. Thus, early
registration and filtration are required in this layer to
filter unnecessary Metadata, as well as duplicate ones.
The sensor data are then sent to the nodes via ZigBee
technology, allowing communications on the internet
through diverse technologies, such as Wi-Fi, WiMAX,
LTE, 4G, and 5G [244]. Ethernet can be employed for
the analysis of various analyzing servers.

• Intermediate Layer: As the major layer of the entire
analytical system, it is in charge of data processing. All
the data stored on the physical level are processed at this
level. Statistical calculations, computations, and graph
analyses are also conducted in this layer. After data col-
lection from the IoT and the Internet, they are transferred
to the cloud. A third-party real-time tool is required to
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FIGURE 26. Architecture and implementation of SCs based on IoT, BD, Cloud.

combine with Hadoop and achieve a real-time imple-
mentation due to the demand for real-time analysis in
smart systems. The Hadoop [245] ecosystem possesses
HDFS file storage to divide the data into equal chunks
and store them on diverse data nodes. Then, paral-
lel processing is carried out on these chunks by the
MapReduce [246] system. The results of the processing
calculations are conducted at the Hadoop ecosystem.
Finally, the decisions are made based on the results of
theHadoop ecosystem utilizingML, pattern recognition,
soft computing, and decision models. Real-time imple-
mentation can be achieved by Strom [247], Spark [198],
and VoltDb. However, the system was implemented by
Spark. At the lower layer of Hadoop, the same struc-
tures of MapReduce and HDFS were employed. HIVE,
HBASE, and SQL can be also applied for managing
Databases (in-memory or Offline) to store historical
information. In urban planning, the real-time results are
not much important, thus, Hadoop was utilized with
MapReduce programming. As a demand-based usage
model, the cloud offers unlimited virtualization. Cloud
technology also contributes to overcoming issues such
as privacy, security, and data reliability through the
improvement of the security of available data and ser-
vices. Owing to the efficient management of sensor data,
auxiliary services are timely provided to individuals,
governments, centers, and organizations for improving
urban planning management.

• Top Layer: The upper level, also known as the deci-
sion level, encompasses the urban planning decisions.

This level involves various modules depending on the
type of planning (e.g. road planning and building plan-
ning). The number written under the planning module
signifies the number of datasets used by the module as
the source of input data. Once BD and IoT informa-
tion are gathered, processed, analyzed, integrated, and
secured, the data are brought to the required level of
intelligence to make decisions based on the results of
the system. Decision-making involves ML, recognition
patterns, calculations, and decision models. This layer
deals with software services for the virtual interaction of
individuals, organizations, and centers for optimal plan-
ning, analysis, and decision-making, with the help of the
data obtained from the previous. This level can result in
the successful implementation of smart water resource
management, sewer, security, tourism industry, home,
and education. This process can also enhance the quality
while improving the living standards. In the case of
real-time trafficmanagement, Packet Capture (Pcap) can
be generated by Wireshark libraries and retransmitted to
the developed system. Hadoop-pcap-lib, Hadoop-pcap-
serde, and Hadoop Pcap Input libraries are utilized to
process network packets and generate Hadoop Read-
able (sequence file) at the collection and aggregation
for being processed by Spark. MapReduce program-
ming can be also employed for offline analysis in urban
planning. The Dataset mentioned in section IV was
employed to assess the efficiency of the system.

Vehicular traffic information is one of the most significant
sources in an SC which can offer useful real-time analysis
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for citizens and the government. The citizens can decide
on their destination according to the traffic load and the
mean speed of the vehicles. This opportunity can decline fuel
consumption and level of contamination due to the crowded
traffic. Government can also obtain real-time data about the
road blockage due to accidents. Thus, they can take necessary
measures for timely traffic management. In the proposed
SC, the traffic data can be collected by GPRS, vehicular
sensors, and sensors installed on the front screen of the cars.
These data include the location of each car and the number
of vehicles between two pairs of sensors. Moreover, upon
accident and damage of the front screen, the sensor will send
an alert to the police, traffic authorities, and hospital.

VIII. DISCUSSION AND OBSERVATIONS
In order to identify the features of BDA frameworks in
SCs and address the research objectives, the findings of
this paper can be viewed from three various perspectives
(i.e., design guidelines, assistive technologies, and Imple-
mentation domains).

A. DESIGN GUIDELINES
• Eventually, the layered design concept is employed.
Each layer has a distinct job and interacts with the above
and lower layers in ways that are clearly defined [162],

• It is important to standardize data collecting from the
outside world (interoperability and mobility). Likewise,
to enable fact-based applications, consistent access to
output data (e.g., via API or standard message formats)
is also required [248],

• It is crucial to provide both historical and real-time data
analysis,

• Both iterative and sequential data processing are pro-
vided appropriately to suit the needs of real-time and
historical data analytics,

• Scalability to handle the rising number of data-gathering
devices and the data volumes that these devices
created.

B. ASSISTIVE TECHNOLOGIES
The key technologies of BDA in SCs are discussed in this
section. The elements directly related to applications for SCs
are the main focus.

• Horizontally scalable platforms: The scalability demands
of BDA frameworks in SCs can potentially be met by
Hadoop. They offer durable platforms that are affordable
and able to handle massive amounts of BD [138], [249].

• FC and IoT go hand in hand [204]. Computing and
storage are offered via FC, sometimes referred to as EC,
in end devices and clouds.

• Cloud systems provide robust, scalable, and accessible
hosting environments for data storage and computing,
In keeping with the massive amount of BD and intricate
dynamic features of SCs [3], [218].

• DM and ML are critical technologies for a data-centric
SC. While DM is employed for the extraction of hidden
and potentially valuable information, DM involves a
broad field encompassing diverse algorithms and statis-
tical techniques [193], [250], [251]. Moreover, ML can
be regarded as an application of AI enabling computers
to learn and improve from experience with no program-
ming.ML algorithms can be grouped into two categories
of supervised and unsupervised learning methods. The
former can learn from previous data with labeled exam-
ples (training dataset). With sufficient training iteration,
the system can predict future events. On the other hand,
unsupervised ML algorithms apply to the non-labeled
training data. Unsupervised learning studies are focused
on how systems can infer a function for describing a
hidden structure from unlabeled data [252].
Numerous SC applications using DM and ML have
been reported in the literature [253]. However, the main
challenge is to find suitable datasets meeting the DM
requirements. Resolving the problems of dataset selec-
tion and data combination are highly crucial in the DM
process of SCs [145].

• In-memory databases for high-performance analyt-
ics: Relational Databases Systems (RDBMS) are not
designed to resolve BD scalability and agility issues,
nor are they set to exploit the current commodity stor-
age and processing power. On the other hand, SQL
databases (NoSQL) are designed to meet BD require-
ments. NoSQL databases can be classified into key-
value, document-based, column-based, and graph-based
types. Apache Hadoop suite includes HBase which is a
NoSQL database running on top of HDFS, supporting
both key-value and column-based types. HBase also
offers real-time read/write access to large datasets. The
distinct advantage of HBase lies in its high linear scala-
bility in copingwith huge datasets containingmany rows
and columns. Moreover, HBase is capable of combining
data sources with diverse structures and schemas.

• Data visualization can be defined as presenting data
and \ or information in an easily understanding illus-
trative format intended for the rapid identification of
interesting patterns. In the era of BD, visualization
is becoming more challenging due to its V charac-
teristics. For instance, in BD applications of SCs,
decision maker-specific ones increase the complex-
ity of data visualization due to various origins of
data [254]. To overcome such bottlenecks, the devel-
opment of cutting-edge technologies (e.g. Augmented
Reality (AR), Virtual Reality (VR), Mixed Reality
(MR), and Google Maps) have paved the way for the
advancement of efficient SC applications. Points of
Interest (POI) [255] and traffic management [18], [256]
are two examples of data visualization applications
in SCs.
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C. IMPLEMENTATION DOMAINS
Application domains are tackled in two ways in the scope
of reviewed publications. Some research papers presented
analytics solutions based on a specific application area (e.g.,
environment, traffic, etc.), while others were motivated by
the need of identifying technical solutions for analytical
functions (e.g., interoperability, mobility, etc.). Therefore, the
application domain is employed as a proof of concept for the
proposed idea in the latter situation.

Based on the article analysis and review in the previous
section and the above conclusions, the variables influencing
the design of the suggested frameworks can be driven by
either finding solutions for specific SC domains or answering
to some technological issues.

Another noteworthy remark is that the basic design concept
of the evaluated architecture fails to meet the holistic per-
spective of SCs as complex systems in the interrelationships
between different SC domains which must be considered
accordingly.

The interrelationship between different SC domains
requires comprehensive analytics based on datasets generated
from different domains which may be repeated for a broader
scope of extracted information and insights (for example,
strategic objectives are defined during the planning phase
of the SC) [257], [258]. There are two options for meeting
this difficult criterion. The initial option is to save datasets
from various domains, combine selected datasets for analysis
and start the analytics process. The second strategy involves
saving the results of the analytics procedures for future study
and allowing the extracted data models to be recovered and
integrated for comprehensive analytics. The applicability of
integrating the models is certainly constrained by this option.
However, compared to the first strategy, the second approach
will save time as it is not required to reanalyze the same
dataset several times. The second strategy does not obviously
preclude by the first option. However, in order to optimize
execution time, both mechanisms are complementary to each
other.

We recommend that two essential design components, i.e.
model management, and aggregation can be included in BDA
for SCs. The first part allows storing the extracted data and
insights (data models) for future study without repeating the
analysis procedure. In other words, the first component will
help in creating a library for the extracted models. On the
other hand, the second part will allow for more extensive
multi-domain analytics through model ensembles.

Diverse parts of an SC such as living, governance, pub-
lic, economy, mobility, and environment sectors are in
continuous interaction with each other through feedfor-
ward intelligent information and feedback promoting the
competitiveness and effectiveness of the city. The nonstop
human-machine interactions lead to develop emerging tech-
nologies and serve as a platform in the combat against the
challenges.

IX. A NEW FRAMEWORK FOR SMART CITY
DATA ANALYTICS
BDA refers to the process of database exploring, DM and
analysis to enhance business performance to better serve cus-
tomers and assist in the decision-making procedures. Further-
more, the datasets collected from multiple city domains must
be merged and evaluated to get useful insights on creating
smart information services at the city level. As a consequence,
the fundamental goal of BDA is to help business associations
having a better data knowledge, as a result, making effective
and well-informed decisions. Data scientists and miners can
analyze a massive number of data using BDA that may not be
possible with conventional technologies.

Regarding the mentioned discussion on analysis and the
challenges of BD technology, and in light of the results and
debate in Section VIII, as well as an awareness of an SC’s
holistic perspective, a novel architecture of Smart City Data
Analytics (SCDA) is proposed in this section. BDA frame-
works represented in data model management and aggrega-
tion are given new features by the suggested framework. The
following research queries serve as the foundation for the
SCDAP design:

• What traits do BDA frameworks use in SCs in the liter-
ature,

• and what are the fundamental design concepts that ought
to direct the development of BDA frameworks to fulfil
the needs of SCs?

We conducted a thorough literature study on BDA frame-
works in SCs to respond to these queries. In addition to
managing and aggregating data models, the suggested frame-
work adds new functions to BDA frameworks. As depicted
in Fig. 27, this architecture involves three layers: operational
platform, security, and data processing layers.

a) Operational Platform Layer: As a horizontally scal-
able platform, this layer includes operating systems,
hardware clusters, and communication protocols. Addi-
tional computing nodes could be included if necessary.

b) Security Layer: Despite the complete vision for the
functionality of the security layer in the physical imple-
mentation of Smart City Data Analytics Dashboard
(SCDAD), several security measures should be con-
sidered in physical design, in particular for critical
analytics:

• Restricted sign-on access to the framework for critical
and sensitive data,

• Multi-level user authentication,
• Complete audit log for prominent operations.

c) Data processing layer: As the core data processing
engine, this layer encompasses all the data process-
ing functionalities from data acquisition to knowledge
extraction. Online and batch data processing are sup-
ported for real-time and historical data analytics, respec-
tively. Moreover, it offers two important functionalities
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FIGURE 27. SCDAD architecture.

to distinguish SCDAD: Model manager and model
aggregation. While the former manages the extract data
models, the latter is for data aggregation. The compo-
nents of this layer can be listed as follows:
1) Data acquisition: Data acquisition plays a vital

role in capturing data from the external world. This
component is characterized by scalability and inter-
operability which respectively refer to the ability of
dynamic accommodation with the increase of the
number of data-generating artifacts and the ability
to interact with various types of artifacts (Wireless
Sensors Networks (WSN), IoT, and Social Media
Network (SMN)).

2) Data preprocessing: this component is responsible
for cleansing input data, transforming, and integrat-
ing functionalities. It also transforms input data into
analysis-ready formats.

3) Online analytics: Capability of stream data pro-
cessing for interactive applications with acceptable
latency.

4) Real-Time Analytics: Capability of stream data
processing in real-time applications with sufficiently
low latency.

5) Batch data repository: Data storage management
systems (e.g. Hadoop HDFS, NoSQL data manage-
ment system).

6) Batch Data analytics: Batch data analytics for
applications affording latency.

7) Model management: Extracted data model man-
agement system, in which resultant data analysis
models are persisted and retrieved (or deleted) by
relevant metadata for further inquiries or reuse. Fur-
thermore, static (semi-static data) of the city can be
persisted in this repository.

8) Model aggregation: Extract data model ensemble
functionality for more advanced and complicated
analytics and inquiries.

9) Smart application: Smart application developed
based on resultant data analysis models.

10) User interface: End user interface which provides
efficient and flexible tools for access, report, and ad
hoc inquiries for persisted and/or aggregatedmodels.

X. FUTURE WORK
Concerning SCmanagement, examination and understanding
the significance of decision-making analytical systems in BD,
IoT, and CCmay lead to questions whose solutions can be the
topic of future investigations.

a) How to employ old sensor information combined with
BDA for urban management and planning?

b) How to enhance the intelligence level of current equip-
ment?

c) How to enable the equipment to cope with the current
status?

d) How to manage the cost of data collection?
e) How to provide real-time BDA?
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Accordingly, the SC employs ICT to help the citizens use
minimum resources. Recently-developed technologies offer
advanced sensor and information storage capabilities for a
large amount of information for controlling great volumes
of data. A proper system should be capable of knowing and
anticipating all the latest developments in ICT. Such sys-
tems require environmental sensing abilities and metric data
analysis.

Several studies have addressed the development of intelli-
gent systems for SCs. However, significant questions have
remained unanswered or have not been fully explored.
This section presents a glimpse into the mostly unexplored
field of intelligent system designs for SCs. Additionally,
a brief description of the following areas is provided for
improvement.

• Data management: Data play a crucial role in the
development of SCs. SCs generate a lot of data whose
management and comprehension could be a difficult
task. Furthermore, such enormous deal of data requires a
large storage capacity. Greater synchronisation between
the application viewpoint and implementation is neces-
sary to address these issues

• IoT integration into a broader perspective: Although
IoT is essential for smooth operation of SCs, much effort
is required to fully utilize IoT in these cities. IoT is
an essential component in extracting useful information
from real-world data. The IoT services cover a broad
range of industries. The role of IoT in SCs can be
investigated in more detail.

• Interoperability protection: Data can move freely
among several technologies which use advanced safety
measures in city services like lighting, and transit.
Therefore, intelligent communication between such
devices can be ensured. Thus, it is essential to ensure
compatibility among such systems, which can be
addressed as a potential research project.

• Cloud platform: As cloud services might further
enhance living in SCs, the use of CC platform could
be one of the interesting research areas. To ensure pub-
lic safety and security, this can be done by leveraging
BD-driven dispatch of police or traffic details, coordi-
nated public works scheduling, and municipal mainte-
nance. As a result, researchers are very interested in
the problem of BD management in SCs using cloud
services.

XI. CONCLUSION
The drastic rise of connected devices in urban cities has
promoted the rapid growth of data, attracting the attention
of researchers from various fields. SCs and urban planning
have shown a great and direct influence on the development
of communities by making smart, efficient, and timely deci-
sions. This article provides a comprehensive review of SCs,
BD, IoT, and CC. The limitations and advantages of BD
applications were also discussed. IoT offers a framework for
secure communication of devices and sensors and allows for

information sharing across the SC. CC improves resource
integration, information sharing, and software collaboration.
Generally speaking, this article is aimed to comprehensively
describe the application of IoT, cloud, and BD technologies
in the management and planning of SCs. A three-layer system
was also introduced for SCs and urban planning based on IoT,
BDA, and CC. The proposed system features aggregation,
communication, processing, interpretation, and translation.
The system was further developed by Hadoop technology
to approach real-time processing cases. Finally, BD and IoT
with CC can play a key role in extracting valuable information
for better decision-making. The studies on the application of
BD in an SC are at the beginning of a long journey. Resolving
the mentioned challenges can promote its applicability. This
review article could serve as a benchmark for researchers and
industry to further develop SCs.
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