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ABSTRACT Software-defined networking (SDN) is becomingmore andmore popular due to its key features
of scalability and flexibility, simplifying network management and enabling innovations in the network
architecture and protocols. In SDNs, the most crucial part is the controller, tasked with managing the entire
network and configuring routes. Given its critical role, a failure or problem occurring at the controller
may degrade and even collapse the entire SDN. A typical threat controllers are subject to is a Denial of
Service (DoS) attack. To cope with the above-introduced threat, in this paper we propose a lightweight
DoS attack detection and mitigation method (DeMi) as well as a heavy-load management module. The
proposed solution for detection leverages a sample entropy approach coupled with an adaptive dynamic
threshold considering an exponentially weightedmoving average (EWMA); the mitigation approach is based
on proof of work (PoW) combined with flow rule installations; and, the heavy-load management method
implements a scheduling approach at the SDN controller. Results are staggering: for instance, when DeMi
is deployed, in an attack scenario the number of exchanged control packets is roughly similar to the attack-
free scenario—without DeMi, the number of control packets in the network is 2,7 times more than what
experienced in an attack-free setting. As per the number of re-transmitted packets, again, DeMi is able to
achieve a re-transmission rate similar to an attack-free scenario—without DeMi the of packets that need
to be re-transmitted is roughly 3,7 times the number of packets re-transmission occurring in an attack-free
scenario. Moreover, DeMi does not block legitimate traffic, contrary to other solutions in the literature. The
novelty of the approach, the demonstrated complete end-to-end solution, and the quality of the achieved
experimental results, other than being interesting on their own, do pave the way for further research in this
field.

INDEX TERMS SDN, DoS, DDoS, security, detection, mitigation, load balancing, proof-of-work.

I. INTRODUCTION
The internet has revolutionized the development of commu-
nication and computer technologies. Cisco predicted that,
by 2023, the number of devices connected to the net-
work would increase from 18.4 billion in 2018 to almost
30 billion devices [1]. Coupling what before with the esti-
mate that more than 50 billion devices will connect to the
internet by 2025, [2], it becomes evident that there is a
need for a networking infrastructure that keeps up with the
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ever-changing landscape of users, resources, and services.
Such an infrastructure has several new demands, such as
scalability, security, flexibility, and reliability [3]. Traditional
hardware-based networks operate inadequately because of
constantly changing computing and storage needs. Conse-
quently, SDNs gained significant traction as a novel network
architecture in which several characteristics demand a more
flexible and dynamic approach [4], [5].
The main difference between SDN and traditional

hardware-based networks is the separation of control and
data planes. The control plane is managed by the SDN con-
troller, which has essential functions. These functions include
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FIGURE 1. SDN operation.

flow table management, link discovery, topology, and storage
management [6]. On the other hand, the data plane consists
of forwarding devices known as OpenFlow switches. Each
OpenFlow switch consists of one or more flow tables that
perform packet lookups and forwarding to route the incoming
data streams [7], [8]. Fig. 1 shows the core elements as well
as the operation procedure of the SDN.

The nature of the SDN enables the data plane only to
forward the incoming data stream according to the flow table
rules created by the SDN controller. When there is no match-
ing flow entry for the incoming data stream, a table-miss
process occurs. In such a process, a ‘‘packet_in’’ message
request is sent to the controller from the OpenFlow switch
to resolve the query of the new stream. Such a process could
involve sending the header of the packet of the new stream or
the complete packet, depending on the available buffer of the
OpenFlow switch. Indeed, with a huge volume of network
traffic, the switch may send the entire packet to the con-
troller, which may consume high data bandwidth [9]. Once
the controller receives the ‘‘packet_in’’ request, it evaluates
the routing path of the new stream and installs a flow rule
at the involved switch to instruct how to forward the sequel
of the data stream. By default, the requests are queued in the
controller’s buffer upon arrival and are served in a first-come-
first-serve manner. If the buffer is full, new requests will be
dropped and will never be served [10].
The controller can handle a large but limited number of

simultaneous requests at a time. Under a DoS/DDoS attack,
the attackers generate a massive number of packets with ran-
domly forged headers, making them hardlymatch the existing
flow rules of the OpenFlow switches. This results in initiating
multiple table-miss processes that, in turn, generate massive
‘‘packet_in’’ requests. Such requests overload the controller,
resulting in resource exhaustion and bandwidth/memory sat-
uration [11]. Moreover, such overload floods the communi-
cation channel between the control and data planes, resulting
in dropped communications between the planes under heavy
attack loads [12]. Eventually, the controller will fail and will

not be able to serve legitimate hosts or traffic. Thus, the new
flow requests of the legitimate hosts are delayed or dropped
together with other attacking requests as they are not handled
differently by the controller [13]. Therefore, a severe impact
on the network’s availability, reliability, and efficiency occurs
due to the attack.

As it can be seen, a failure or problem occurring at the
controller may degrade and even collapse the entire SDN
network. The above-discussed threat triggers the need for an
efficient and high-performance DoS detection and mitigation
approach to identify and respond to incidents before they
might negatively affect the network [14]. Securing the SDN
controller from a DoS attack is a challenging and resource-
intensive task that, if not carefully engineered, could reduce
the effectiveness of the controller in managing the network.
This is even more so given that there are different types
of DoS attacks on SDN [11]. Such attacks are easier to
introduce, yet, more difficult to prevent and more destructive
when compared with other attacks [15]. Therefore, any effort
to secure the SDN infrastructure against DoS attacks requires
a comprehensive understanding of SDN characteristics and
how those DoS attacks affect the internals of SDNs [16].

Based on the existing technology, this paper proposes a
lightweight DoS detection and mitigation method as well as
heavy-load management. Deploying methods inherited from
traditional networks to handle DoS/DDoS attacks in SDNs
is neither straightforward nor (in many cases) feasible. The
main reason for that is the architecture and working scheme
of the SDN, which is different from the traditional networks.
In SDNs, the network logic is abstracted in the controller,
whereas in traditional networks, it can be distributed among
different devices. Thus, in this paper, the proposed approach
employs the main properties of the SDN that do not exist in
traditional networks. More specifically, the approach utilizes
the SDN controller that has an entire view of the network.
Thus, deploying the solution on it makes it very effective for
attack detection, mitigation, and management of heavy loads.
The second main property of the SDN environment is the for-
warding functionality of the new flows to the controller. Such
functionality enables the controller to inspect the flows and
identify suspicious behavior in the network at a higher and
more manageable level compared to deploying the solution
at the network devices level—like it is sometimes the case
for traditional networks.

Contribution: Our solution provides the following
features:

• a DoS detection method using sample entropy with an
adaptive dynamic threshold for DoS attack detection;

• a mitigation method using the proof of work (PoW)
approach combined with flow rule installations;

• a heavy-load management method using a scheduling
approach at the SDN controller; and,

• an end-to-end solution to secure the components of the
SDN to protect it against the discussed DoS attacks.
More specifically, these components are:
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– OpenFlow switches—the proposed approach pre-
vents overflow of the forwarding tables by prevent-
ing the SDN controller from installing flow rules of
the attacking traffic into the OpenFlow switches;

– communication channels—the proposed approach
reduces overhead on the communication channel
by controlling the number of requests sent by each
OpenFlow switch to the SDN controller; and,

– SDN controller—the proposed approach protects
the controller from a massive number of new
requests that cause the controller to fail.

Roadmap: This paper is organized as follows: In
Section II, we discuss related work about DoS/DDoS attacks
on SDNs and existing solutions to address such attacks aswell
as the main components used in the corresponding imple-
mentations. Then, in Section III, we discuss the adversary
model considered for the proposed solution of this work,
followed by the details of the proposed solution in Section IV.
In Section V, we evaluate and show the experimental results
of the proposed solution, while Section VI draws some con-
clusions.

II. RELATED WORK
Many techniques have been proposed to detect DoS attacks
against the SDN controller to secure the network. In the
following such techniques are classified into five main
categories: entropy-based approaches, machine learning
approaches, statistics-based approaches, scheduling-based
approaches, and data plane-based (stateful) approaches. Each
of these approaches has its pros and cons. This section will
shed light on some of these adopted approaches and set the
ground for our contribution.

Starting with the entropy-based approaches, information
entropy is a statistical measure that shows the randomness
in a data set. A higher entropy value indicates that the
distribution of measured attributes is relatively scattered,
while a low entropy value indicates a more concentrated
distribution. Many approaches have adopted the entropy
approach for DoS/DDoS attack detection and mitigation.
For example, Mousavi and St-Hilaire [17] adopted Shannon
entropy [18] over destination IP addresses. Once the evalu-
ated entropy decreases below a predefined static threshold
for a given number of consecutive time windows, an attack is
declared. The same approach is adopted by Wang et al. [19]
with a variation of evaluating the entropy at each edge
OpenFlow switch, making the detection distributed. How-
ever, placing the detection mechanism inside the OpenFlow
switch requires upgrading them to support such a feature.
The entropy-based approach considering the destination IP
address is also adopted in [12] and [20] with a static thresh-
old value. No mitigation process is proposed in [12], while
the targeted port of the specified switch is blocked in [20].
Other authors have considered different features to detect
DoS attacks in entropy-based approaches, such as source IP
address [21], [22] and the number of flows [23]. The attack
is detected when the evaluated entropy exceeds a predefined

static threshold in [21], a dynamic threshold in [22], or is
lower than a predefined static threshold [23].

For a more precise entropy evaluation, the authors in [24]
and [25] considered more than one feature for attack detec-
tion. These features are pairs of source IP and port addresses
and their corresponding destination addresses. The attack
is mitigated by limiting the inflow rate from the switch to
the controller. Instead, the authors in [25] considered the
destination IP and port addresses as features. The attack is
mitigated by installing flow rules that prevent all packets from
reaching the target host, which might affect the legitimate
hosts.

Other works adopted the entropy-based approach for DoS
attack detection in flash events. For example, the authors
in [26] utilized general entropy (GE) and generalized infor-
mation distance (GID), initially proposed by [27], to identify
the variations in the traffic behavior of flash events. However,
no mitigation approach is proposed. Other authors, as in [28]
and [29], used φ entropy, which is an enhancement of Renyi’s
GE [30] and GID metrics proposed by [31]. The attack is
detected when the value of the φ entropy is lower than a
static threshold for several consecutive windows. However,
the proposed approach in [28] is for DDoS detection in tra-
ditional networks, not considering DDoS attacks in the SDN
network environment. The same approach and limitations can
be found in [29].
Other works consider joint entropy to have a more accurate

attack detection. For example, the authors in [32] used flow
duration and packet length. The evaluated entropy is com-
pared to a pre-defined static threshold for attack detection
with no proposal of the mitigation approach. Similarly, the
authors in [33] utilize joint entropy, evaluated for all possible
combinations (in pairs) of the transmission control protocol
(TCP) layer attributes. The mitigation is achieved by drop-
ping the entries from the controller.

Other researchers have considered the adaptive threshold
value for the entropy approach to reflect the fluctuation in
the network traffic. In [34], [35], [36], and [37] the adaptive
threshold is updated each time the evaluated entropy reaches
the threshold. Other approaches, as in [38], consider the
adaptive threshold using the exponential weighted moving
average (EWMA) algorithm proposed by [39] while, in [40],
the threshold is updated based on CPU utilization factor.

Other authors have combined the entropy-based approach
with classification algorithms to enhance attack detection.
The entropy is used as an initial identification step of the
abnormal behavior, followed by triggering the classification
algorithms. For example, the authors in [41], [42], [43],
[44], [45], and [46] trigger the classification algorithm for
extracting additional flow features, while the particle swarm
optimization (PSO)-BP neural network algorithm is triggered
in [14], and the BiLSTM-RNN neural network algorithm is
triggered in [47]. Similarly, authors in [48], [49], and [50]
combine the entropy approach with a convolutional neural
network (CNN) model to distinguish normal traffic from sus-
picious traffic. Deep learning approaches are also considered
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in [51], [52], [53], and [54] for more precise attack detec-
tion, where authors in [53] considered neural networks while
authors in [54] utilized the information gain (IG) and random
forest (RF) in order to analyze the most comprehensive rele-
vant features of the attack.

Finally, the authors in [55] propose a machine learning-
based misbehavior detection system that considers machine
learning algorithms to detect nine types of attacks on SDNs,
including DoS attacks.

Another well-known approach for addressing DoS/DDoS
attacks in SDNs is the statistics-based approach. Such an
approach involves collecting and analyzing specific network
properties to detect abnormal behavior in the traffic. These
statistics include but are not limited to type, size, number of
packets, number of half-open connections, and rate of pack-
ets associated with a particular application or port number.
For example, the work in [56] collects statistics related to
packet characteristics, while in [57], the authors collect the
number of packets exchanged by sources and destinations.
In comparison, the statistics collected in [58] is the number
of packets that do not have valid IP destination addresses.
The authors in [59] and [60] collect statistics related to
the rate of incoming packets within specific time periods,
while the mitigation is done by dropping incoming packets
of the connected host in [59]. In [60], the mitigation process
blocks the attack source by tracing back over the network
connection.

Other contributions are based on the collection of statis-
tics related to the number of incomplete connections and
compare them to a specific threshold within a time window,
as in [61], [62], and [63]. However, considering pre-defined
thresholds in attack detection might generate false positives
and inaccurate detection as the behavior of the users might
change during the network operation. Additionally, the cited
contributions involve the victim host (server on the network)
in the detection process—requiring additional overhead on
the host.

Finally, the solution discussed in [64] collects statistics
about the number of connections per host and compares them
against a threshold for attack detection, while the mitigation
is achieved by installing a flow rule to drop the packets of the
attacking host.

Other approaches collect statistics of specific parameters
of each unique source IP address as in [65]. The collected
statistics are the number of packets transmitted, their size per
flow (in bytes), and the amount of time the new flow entry
has spent in the OpenFlow switch.

Some works extract more detailed properties related to
the traffic for attack detection. For example, the approaches
proposed by [66] and [67] bind the MAC/IP addresses
of the connected hosts and the OpenFlow switches. Simi-
larly, the authors in [13] and [68] collect statistics related
to ‘‘packet_in’’ messages, including source and destina-
tion MAC addresses and source and destination IP address
properties.

Someworks address theDoS/DDoS attacks bymaintaining
the network’s availability through scheduling approaches on
the controller’s side. The scheduling aims to provide a fair
share of the resources and handle legitimate hosts’ requests
while dropping attacking hosts’ requests through the starva-
tion process. For example, the work in [69] prioritizes the
requests’ handling based on the trust levels of the hosts, where
highly trusted hosts have the highest priority. The trust level
is also considered in [70] with a variation of assigning less
timeout to the flow rules of the malicious switch. Other works
deploy multiple queues to schedule the incoming requests.
For example, the authors in [71] assign each OpenFlow
switch a separate queue while inserting delays between the
incoming requests to limit the effect of the DDoS attack.
The approach in [72] defines functional and user-related
request queues. The user-related queues are served after the
functional queue is empty. This approach protects critical
functional requests from starvation due to DDoS attacks,
where plenty of user-related requests are received. Finally,
the work in [73] proposes a multi-layer fair-queuing approach
where each OpenFlow switch is assigned a separate queue
being served considering the weighted round-robin (WRR)
algorithm.

Other solutions employ the OpenFlow switches to detect
and mitigate DoS/DDoS attacks. For example, Avant-
Guard [74] and OF-Guard [75] add a packet filtering function
on the switch side. Similarly, the authors in [76] employ
the OpenFlow switches for traffic monitoring and entropy
evaluation while [77] and [78] employs OpenFlow switches
to make decisions for attack detection. On the one hand,
these approaches could have a fast reaction time and pre-
vent aggregation of the attack to the controller. On the other
hand, they may lead to delays because of the added func-
tionalities of the OpenFlow switches. Such functionalities
involve the OpenFlow switches in more complex operations
such as statistics collection, packet processing, and decision-
making [79]. Therefore, employing switch-side solutions
requires the OpenFlow switches to bemore intelligent, violat-
ing the SDN’s design principles. Thus, having a switch-side
solution is controversial in the literature since it brings some
capabilities to switches. In contrast, the SDN’s key rationale
is to provide decisions in a centralized manner with a very
streamlined data plane [33].

Finally, some researchers introduced solutions that use
proof of work (PoW) techniques to penalize hosts performing
(alleged) suspicious activities. For example, in [80] and [81],
all the connected hosts need to spend a considerable amount
of computational resources (PoW) before obtaining a connec-
tion with the controller. The controller, in turn, can easily
verify the PoW with relatively low overhead compared to
the host. The solutions can limit the effect of initiating
DoS/DDoS attacks on the controller. Nevertheless, the legit-
imate hosts are affected in terms of spending some resources
before obtaining the connection to the network. Additionally,
the two cited works fail in handling network availability when
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the latter one is under attack and do not support host promo-
tion from suspicious to legitimate. Additionally, the solution
in [81] is implemented on the OpenFlow switches of the
SDN, which violates the key rationale in providing decisions
in a centralized manner with a very streamlined data plane,
as it is discussed earlier. Table 1 shows a summary of the
most relevant related works compared against our solution,
where the considered features focus on detection, mitigation,
or graceful degradation. We also list major highlights for
reported proposals.

Through the above literature analysis, it emerges that
detection schemes based on information entropy are simple
and take up fewer resources with a relatively low computation
overhead. The machine learning method is highly accurate
but complex with regard to detecting the switch to which the
victim host is connected to. Additionally, it needs pre-sets
and training for the specified attack patterns. The statistics-
based approaches require the controller to collect the flow
table information of each switch, extract the features, and then
perform detection cyclically and periodically. The cited oper-
ations might consume the controller’s resources and impose
delays over the attack detection and mitigation. Scheduling-
based approaches can help maintain network availability,
while the switch-side approaches are against the key principle
of the SDN design. As it can be seen from Table 1, most of the
existing works do not consider all the requirements needed
to provide full protection to the network when addressing
DoS/DDoS attacks. The main requirements are detection,
mitigation, and maintenance of network availability—fully
isolating the victim host or OpenFlow switch cannot be con-
sidered a viable mitigation approach. Thus, our approach
described in the following sections aims to detect and miti-
gate the attack and maintain the network’s availability under
attack scenarios, including promoting hosts back to full legit
node status while at the same time managing heavy-load
conditions.

III. ADVERSARY MODEL
The nature of the reactive packet processing mechanism in
SDN can be a vulnerability exploited by the attackers to
initiate the DoS/DDoS attacks. Such a mechanism is based on
sending ‘‘packet_in’’ requests to the controller for the flaws
that do not have matches at the flow tables of the OpenFlow
switches. The controller, in turn, installs a flow table entry
(rule) on the involved OpenFlow switch to instruct it on how
to route the new flow in the network. Such a mechanism can
be effective for the centralized and managed control nature of
the SDN. Yet, it can be a vulnerability when the number of
new flows targetting the network is massive and overload the
controller’s processing power. Thus, the DoS/DDoS attacks
can be achieved in SDN by initiating a massive number of
new flows that cause a high volume of ‘‘packet_in’’ requests
within a relatively short time. In order to initiate such new
flaws from a single source (DoS) or multiple sources (DDoS),
the attackers need to make the headers of such flaws hardly
match the entries of the flow tables of the OpenFlow switches.

FIGURE 2. Considered adversary model.

This can be done by forging some or all fields of the packets
in the flow randomly, making it hardly match any existing
flow entry of the OpenFlow switch. In our attacker model,
we assume that the attackers have successfully connected to
the SDN through the three-way traditional handshake TCP
procedure. After that, the attackers exploit the reactive packet
processing mechanism’s vulnerability by flooding malicious
packet requests to the OpenFlow switches. Such requests are
addressed to a specific host in the network. At the same time,
the used source IP address and the rest of the header fields
are forged with deliberately random values, making it almost
impossible to match the OpenFlow switch table entries. This
results in numerous table miss-matches in the forwarding
tables, and many ‘‘packet-in’’ messages are flooded to the
controller, resulting in the resource exhaustion of the entire
SDN. More specifically, under the specified DoS attack,
the massive number of new flows saturates the OpenFlow
switches (data plane), the communication channel, and the
SDN controller (control plane). Therefore, the SDN would
not be able to provide any service for legitimate hosts or
traffic. Fig.2 shows the considered adversary model.

IV. THE PROPOSED SOLUTION
In this section, we discuss the details of the proposed solution.
We start with an overview of the solution, followed by the
details of the different modules that build the solution.

A. OUR SOLUTION AT GLANCE
DeMi maintains the network’s availability and ensures the
legitimate hosts’ connectivity. DeMi is an application that
runs on the SDN control plane and communicates with the
data plane through a southbound interface via the Open-
Flow protocol. DeMi is composed of a multi-stage pro-
cess responsible for ensuring the network’s availability,
observing and controlling the connected hosts’ activity, and
maintaining the network’s resources in terms of computa-
tion, such as memory, central processing unit (CPU), and
buffer.

The main stages of DeMi are attack detection, mitiga-
tion, heavy-load, and system management. These stages are
achieved by a composition of modules running inside the
network. Such modules aim to detect hosts that initiate a
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TABLE 1. Summary of related work in terms of focus.

massive number of new flow requests and then control the
activity of such hosts or block their access to the network.
Furthermore, these modules aim to maintain operating the
forwarding tables of the OpenFlow switches while protecting
them from overflow due to the massive number of new flow
rules triggered by the attackers. Such protection is achieved
by preventing the controller from installing the flow rules of
the attacking host while promoting the flow rules that block
the traffic of the attacking hosts. This results in reducing the
overhead on the communication channel and protecting the
controller by limiting the number of requests forwarded to it.
The overall architecture of DeMi is shown in Fig. 3 reported
here below: The main underlying operating principles of the
considered modules are as follows: for the detection module,
the entropy concept is considered to measure the randomness
in the exchanged network traffic; for the mitigation module,
the PoW concept is utilized where the suspicious host needs
to spend resources before handling its incoming requests;
and, finally, the last underlying principle considered for
heavy-load management is the scheduling concept, where the
incoming requests are handled based on certain priorities on
the controller side. In the following subsections, we discuss
the detail of each module and show its role in the proposed
solution.

FIGURE 3. DeMi architecture.

B. SDN CONTROLLER MODULES
DeMi comprises four main modules running in the SDN
controller. Each module is responsible for running processes
that maintain SDN availability and connectivity. The details
of these modules are discussed in the following subsections.

1) DETECTION MODULE
The detection module is responsible for detecting suspi-
cious hosts in the network. It has the primary functional-
ities of collecting and analyzing statistics about incoming
‘‘packet_in’’ messages and triggering the mitigation module
once needed.
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FIGURE 4. Extracted packet_in headers.

The common factor in triggering a DoS attack detection
is the abnormalities in the traffic exchanged in the network.
For example, in typical situations, a particular pattern in the
network traffic is expected to have a certain consumption of
network bandwidth or other network resources, such as CPU
and memory. A sudden change in such a network pattern or
more consumption of resources can be considered abnormal
and a possible attack on the network. Based on what is
above, in DeMi, the detection procedure considers detecting
anomalies in the network pattern via sampling the entropy
of occurring events. In detail, such a method measures the
randomness of events occurring and the concentration of the
network traffic: high entropy values mean high randomness
in network traffic and vice-versa. This method is frequently
used to detect DoS attacks, and it is considered a valid alter-
native with respect to signature-based and anomaly-based
methods [15]. The destination IP address is the feature related
to measuring the randomness in the proposed solution. The
detection procedure starts by collecting flow statistics related
to the controller’s incoming ‘‘packet_in’’ requests initiated
due to the table miss-match processes. The attributes of the
‘‘packet_in’’ requests are extracted and stored for further
processing by the detection module. Such attributes include
the incoming packets’ source and destination IP addresses,
source and destinationMAC addresses, port numbers, and the
OpenFlow switch ID connected to the controller. Fig.4 below
shows the extracted attributes with respect to the different
network layers.

Then, within a specific time window determined by receiv-
ing a specific number of invalid requests (‘‘packet_in’’
messages), the detection module computes the entropy value
based on the destination IP address. The entropy value is
minimal when the traffic is concentrated around a specific
destination in the network. This is because when the incom-
ing packets are directed to the victim host, the number of
unique IP addresses considered in that window is reduced.
In contrast, the entropy is maximum when the traffic is
scattered to several destinations where most destination IP
addresses appear at least once in the window in an attack-
free situation. As per the entropy, we compute it as shown in
the following Eq. 1:

H = −
n∑
i=1

pi ∗ log(pi) (1)

where:
H : entropy value of a particular window containing n

destination addresses with distribution probabilities
for the specified window

TABLE 2. Evaluated metrics for violation windows.

n: the window size. For a window of n elements, it con-
sists of n destination IP addresses

pi: distribution of probability for the incoming packet’s
destination IP address

pi is evaluated as shown in Eq. 2, where xi is the number of
incoming packets directed to the IP address destination IPi:

pi =
xi∑n
i=1 xi

,∀i = 1, 2, 3, .., n; 0 ≤ pi ≤ 1 (2)

Once the entropy is evaluated, it is used to monitor flow
change in the network. Such monitoring compares the mea-
sured entropy value against a predefined initial threshold in an
attack-free situation. An entropy value less than the threshold
value raises the alarm about a possible DoS attack. This,
in turn, triggers other processes of monitoring the source
port of the OpenFlow switch from which the packets are
coming. The detection of the source port would require the
hosts connected through that port of the OpenFlow switch to
verify themselves through the mitigation module.

A direct implementation of the above algorithm would
yield a relatively high number of false alarms. More specifi-
cally, raising the alarm each time the entropy value is below
the threshold might increase the number of false positives.
Therefore, we decided to raise the alarm only after a specific
number of consecutive threshold violations occurred. This
means that if the entropy is violated for a successive num-
ber of windows, only then the alarm is effectively raised in
the network. In order to decide the number of consecutive
violations, a set of metrics is evaluated to achieve reliable
detection, These metrics are sensitivity, specificity, precision,
fall-out, and detection accuracy. We evaluated the considered
metrics setting the threshold to either three or five consecutive
windows of entropy violations. Table 2 shows the evaluated
metrics for the considered windows for an average of 50 runs
for a network topology of sixteen hosts, five switches, and
one controller.

Additionally, the receiver operating characteristic (ROC)
curves are also considered. This is to show the trade-off
between the true positive rate (TPR) and false positive rate
(FPR) by varying the number of consecutive windows under
the attack situation. Based on the experimental measure-
ments, the precision in the case of considering three con-
secutive windows for entropy violations is 97%, while when
considering five windows, it is around 90%.

Additionally, based on Fig. 5 that shows the ROC for
both cases, the solution can achieve better performance when
considering three consecutive violation windows compared
to considering five consecutive windows. Therefore, based
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FIGURE 5. Receiver operating characteristic for violation windows.

on the measured metrics and the ROC, considering detection
over three consecutive windows leads to better results. There-
fore, in the proposed solution, the trigger of the mitigation
module is done when the entropy value violates the threshold
for three consecutive windows. Each window considered in
DeMi is composed of 50 packets. The main reason for choos-
ing 50 packets is to have a reasonable trade-off between a fast
computation of the entropy and a large enough sample to be
considered representative [36].

Given the variation in traffic volume in a network, setting
a static threshold value for entropy violation might cause
both false negatives and false positives. This is because the
static threshold cannot consider the tendencies and recur-
ring conduct of traffic. Therefore, in the proposed solution,
an adaptive threshold adjustment procedure is considered to
respond to fluctuations in network traffic. Such a threshold
can reflect changes based on traffic volume and aims at
minimizing false negatives and positives.

The exponentially weighted moving average (EWMA)
[39] is used in the proposed solution to evaluate the adaptive
threshold. EWMA is a quantitative measure used to model or
describe a time series where the moving average is designed
to give older observations lower weights. The weights fall
exponentially as the data point gets older. For each sliding
window, for an evaluated entropy value that does not violate
the threshold, the adaptive threshold estimated at time t is
evaluated as follows:

EWMAt = α ∗ xt + (1− α) ∗ EWMA(t−1), α ∈ (0, 1) (3)

where:
• α: is EWMA factor, higher α the more closely the EWMA
tracks the original time series.

• xt : is the signal value at time t (current entropy value).
Therefore, under network traffic changes, the threshold is

set adaptively based on themean value of all experienced traf-
fic while weighing more (exponentially more) recent traffic
measurements.

Fig. 6 below shows the operation procedure of the detection
module.

2) MITIGATION MODULE
The mitigation module is triggered by the detection module
once abnormalities in the traffic are detected. The mitigation

FIGURE 6. Detection module operation procedure.

module is responsible for handling the verification procedure
for suspicious hosts through the PoW process [82]. Such a
process is based on the concept that, for a client to gain
access to a shared resource, it is required to compute some
moderately expensive but not intractable pricing function.
In contrast, the owner of the shared resource should be able
to verify the solution of the pricing function with minimal
effort. The pricing function in the proposed solution is shown
in Eq. 4 such that, given a challenge C , find X such that:

LSBn(SHA_2(C ∥ X )) = 0n (4)

The suspicious host is required to find an input X to a
cryptographic hash function (SHA_2) that generates a digest
with the least significant bits LSBn equal to the number
of zeros specified by the pricing function. As the crypto-
graphic hash functions are one-way functions, under gen-
erally accepted assumptions, the host needs brute force to
find the input X . Such a search process is time-consuming
and thus requires a dedicated computation resource from
the host. Therefore, to generate massive requests for DoS
purposes, an attacker must dedicate a considerable amount
of computational resources to find the input X . On the other
hand, the verification process on the controller side is a single
hash computed on the provided input to check if it yields a
digest with the required number of zeros.

The difficulty of the pricing function is determined by the
number of required zeros n. The initial number of the required
zeros is set to 24. Then, the difficulty doubles if the host has
been marked as suspicious in the system before or in case
the system is in a red security state. Algorithm 1 shows the
implementation of the pricing function.

In Algorithm 1, initially, the host receives a challenge
C , a difficulty n, and a string of length l as inputs
from the controller side. These inputs are fed to the
SOLVE_CHALLENGE function at the host. The func-
tion needs to generate a random string X of length l
and is provided together with the challenge C as inputs
to the GET_ZEROS function. Such a function gener-
ates a hash digest and returns the count of consecutive
zeros in the least significant bits to the function caller
(SOLVE_CHALLENGE). The function caller verifies if the
returned count matches the required number of zeros (n), and
if there is no match, the function generates another random X
and repeats the process until a match is found.
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Algorithm 1 Implementation of Pricing Function
Input: challenge C , difficulty n, string length l
Output: X with a digest of at least n zeros in LSB
Define: an empty string X , an integer variable Z

1: function get_Zeros(C,X )
2: digest← SHA_2(C||X ) ▷ || string concatenation
3: return count_zeros(LSB(digest)
4: end function
5: function solve_challenge(C, n, l)
6: X ← NULL,Z ← 0
7: while Z < n do
8: X ← random_string(l) ▷ string of length l
9: Z ← GET_ZEROS(C,X )

10: end while
11: return X
12: end function

The noteworthy aspects of the considered mitigation pro-
cedure are:
• flexibility: the use of the pricing function can be intro-
duced whenever it is desirable to restrain, but not to
prohibit, access to a resource (SDN controller),

• selectivity: the legitimate hosts are not affected; only the
suspicious hosts are requested to show PoW.

• adjustable difficulty: the level of difficulty can increase
based on the host’s behavior or the status of the system

• complexity: the use of the hash function guarantees the
following:
– preimage resistance, it is computationally expen-

sive to find the input producing a fixed-length
digest;

– collision resistance, it is hard to find two different
inputs that produce the same digest;

– hash are unbiased functions where the produced
digest is unbiased even if the given input is biased,

• ease of verification: the mitigation module can quickly
verify the validity of the given solution with minimal
overhead; and,

• protection:
– in case the host is a real attacker, then it needs

to spend a considerable amount of computational
resources before handling its requests by the con-
troller,

– even if providing a correct solution to the challenge,
a host will be served at a relatively ‘‘low’’ priority
compared to other hosts. Additionally, such a host
will be suspended if it sends a high number of
requests, as will be discussed later in the controlled
host section.

Thus, considering such an approach, an attacker must
spend a significant amount of computational resources to
deliver a large volume of attack traffic that causes the SDN
controller to compute routes, eventually making an attack

FIGURE 7. Flow Rule configured parameters.

FIGURE 8. Mitigation module operation procedure.

prohibitively expensive and, therefore, reducing the overhead
on the controller and mitigating the attack.

Providing an invalid solution to the challenge results in
blocking the suspicious host and dropping its requests. This
is achieved by installing a flow rule by the controller in
the OpenFlow switch to block the host from the network.
Fig.7 below shows the configured parameters of the flow
rule installed by the controller. Receiving a correct solution
to the challenge C provided to the host redefines the sus-
picious host in the system as a controlled host. Such hosts
are considered genuine but have heavy loads with many
incoming ‘‘packet_in’’ requests compared to the other hosts.
Thus, in DeMi, these hosts are controlled by handling and
processing their requests based on the level of the workload
on the controller, network congestion, security status (red
and green—more on this in the following), and the priorities
assigned to them.

Hence, DeMi tries to serve different hosts with regular and
heavy loads depending on network states. Fig. 8 below shows
the overall processes of the mitigation module:

As discussed in the next subsections, controlled hosts have
a specific life cycle in the system and specific processes
managed by the heavy-load management module, which is
described in the following.

3) HEAVY-LOAD MANAGEMENT MODULE
The heavy-load management module is triggered when the
mitigation module marks a host as a controlled host. Each
controlled host has a particular life cycle and associated
attributes. The life cycle of such hosts continues until they
are promoted as regular hosts again.

The controller has specific activities for the controlled
hosts that include: admitting or dropping requests, buffering,
scheduling, and serving requests, suspending or unsuspend-
ing the controlled hosts, and, finally, setting hosts back to the
regular state. The attributes associated with controlled hosts
are updated in values during the aforementioned activities.

The main attributes are the time tc the host is marked
as controlled in the network, the number of initiated
‘‘packet_in’’ requests of the host pktin, and the degree of trust
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TABLE 3. Attributes of the controlled host.

tv that increases each time the controller admits a request
from the host, while it decreases when the controller rejects
a request. Another attribute is the suspend/unsuspend flag S,
which is set when the controller suspends a controlled host
for a specific amount of time (controlled by a timeout) due to
its high value of pktin. The last attribute is the priority flag P,
which is set when the host has a higher priority to be served
than other controlled hosts. Table 3 below summarizes the
main attributes of the controlled host in the proposed solution.

The heavy-load management module handles the requests
of controlled hosts with a relatively ‘‘lower’’ priority com-
pared to regular hosts. Such handling depends on the con-
troller’s level of workload and the values assigned to the
attributes of the controlled hosts. Initially, the requests of
the controlled hosts are served by the controller as long
as the controller is not overloaded (in a busy state), meaning
that the controller has a regular rate of incoming requests.
Once the controller’s state switches to a busy state, the incom-
ing requests are buffered and served at a later stage based on
a pre-defined scheduling algorithm.

Each time the host initiates a new request, its pktin value is
incremented and compared to a dynamic threshold thr . Such
thr is computed periodically, and it is the average value of
initiated requests from all controlled hosts. Having the pktin
value of the host above thr , indicates that such a host is more
active, with a high number of initiated requests compared to
other ‘‘controlled’’ hosts. Thus, when pktin > thr results in
suspending the host for a given amount of time (time-out).
Such a suspension results in dropping the incoming requests
for some period and decrementing its tv. On the other hand,
having the host sending requests within the threshold value
results in serving or buffering the request and incrementing
its tv.
Once the timeout of the suspended host is reached, that

host priority flag is set, indicating a high priority for handling
and serving its requests by the controller. Algorithm 2 is
used to admit/drop a request of the controlled host. Handling
the controlled host’s requests depends on the level of the
workload on the controller. Such states are busy and regular.
If in the busy state, the incoming requests of the controlled
hosts are buffered, while if in the regular state, the controller
serves the incoming or buffered requests. Requests are served
in rounds. On a given round, the controller serves some
buffered requests. These requests are selected based on an
algorithm that considers the attributes of the controlled hosts.
Such attributes include the P and S flags, tv, and whether the
host is served at the current round. If the algorithm assigns

Algorithm 2 Handling Requests of Controlled Hosts
Input: threshold thr , host request rqsti, trust value tvi

1: function handle_request(rqsti)
2: if pktini > thr then
3: discard rqsti
4: set Si=TRUE
5: else
6: if Controller State == “BUSY” then
7: buffer rqsti
8: else
9: serve rqsti
10: end if
11: end if
12: end function
13: function update_trust_value(tvi)
14: if Si == TRUE then
15: tvi = tvi − 1
16: else
17: tvi = 0.5 tvi + 1
18: end if
19: end function
20: function update_host_state(Si,Pi)
21: if timeout reached for host then
22: set Si = FALSE
23: set Pi = TRUE
24: end if
25: end function

TABLE 4. Serving controlled hosts priorities.

the hosts a P flag, the host gains the highest priority, while an
S flag gives the host the lowest priority. In case both flags P
and S are not set for a host. Then, the host is served according
to its tv value. The higher the tv value, the higher the priority
of the host. Having two hosts with the same value of the tv,
the host with a longer buffer queue is served first.

To have a fair share of the serving queue among the con-
nected hosts in the controller, one request from each host is
served per round regardless of the priority assigned. When all
cases are covered based on the priority list, some hosts may
have more served requests in the same round.

Table 4 shows the priorities considered in selecting the
request with respect to the set flags, where ‘‘1’’ is the highest
priority.

Each controlled host should eventually be marked as a reg-
ular host in the network. This is achieved based on a selection
process that employs the weighted sum model (WSM) with
beneficial and non-beneficial attributes. Beneficial attributes
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TABLE 5. WSM beneficial and non-beneficial attributes.

are trust value and time passed since the host was marked as a
controlled host (CH lifetime), while non-beneficial attributes
are the rate of incoming requests and the number of remaining
buffered requests of the controlled host. Additionally, the host
should match two primary conditions before being involved
in the promotion process. First, it should spend the minimum
time required for a host to be controlled in the network. This
period of time is variable, based on the controller’s level
of workload. Second, the trust value of the host should not
be zero. On a periodical basis, the controlled host with the
highest score based on the WSM is moved by the system
to a queue to be released. Based on a round-robin basis,
the system passes over the selected hosts in the queue and
promotes them to regular hosts when the conditions are met.
The conditions are satisfied when the controlled host has
zero remaining buffered requests to be served in the network.
Table 5 shows the beneficial and non-beneficial attributes
considered and their weights in the WSM. The weights
assigned to the attributes are set to focus the control on the
hosts with high incoming request rates and with high number
of buffered packets. Instead, the hosts with high trust values
are more eligible to be marked as regular hosts.

4) SYSTEM MANAGEMENT MODULE
The System Management Module (SMM) is the module
responsible for setting the controller’s states. These states fall
under two main categories: the first is related to the level of
workload of the controller, while the second is related to the
security state of the system. The level of the workload of the
controller is represented using two states: regular and busy.
Initially, the system and, more specifically, the controller
is set to a regular state. During such a state, the controller
serves all the incoming requests, including controlled hosts’
requests.

As the system management module keeps track of the rate
of incoming requests to the controller and the buffer size,
the state can be changed to busy. More specifically, such
a state is set when the controller’s buffer for the incoming
requests’ handling and processing shows an increase of 10%
with respect to the incoming packets rate.

Switching the controller’s state to busy results in buffering
the incoming ‘‘packet_in’’ requests of the controlled hosts
and, in some cases, suspending them. Hence, higher service-
ability to the regular than to the controlled hosts is provided.
Another effect of the busy state is related to increasing the
minimum time the controlled host needs to spend before
being marked again as a regular host. Therefore, controlled

FIGURE 9. Mealy machine for controller states.

hosts will stay controlled for a longer timewhen the controller
is in a busy state.

As the SMM tracks the controller activity and the Open-
Flow switches, it sets the controller state to regular when
needed. The module tracks the rate of the incoming packets
to the controller and the number of buffered packets of the
controlled hosts. Having the incoming rate of the packets
less than 10% and the ratio of the buffered packets of the
controlled hosts set to more than 10% with respect to the
incoming requests triggers the module to switch the system
state to regular. Such switching is needed to balance serving
regular and controlled hosts as much as possible.

The second category of the system states is related to
security, which can be in two states: ‘‘red’’ or ‘‘green’’,
where each state triggers specific activities. The system is
considered to be in a red state based on the number of active
hosts in the system marked either as suspected or blocked.
The suspected hosts are the hosts that have received a PoW
challenge. The blocked hosts are the hosts that are marked as
suspicious and that are blocked from sending their requests to
the controller. A ratio of suspected and blocked hosts above
10% of the total active hosts in the system results in switching
the system to a red state. The effect of such a state requires
each newly connected host to satisfy a PoW before obtaining
a connection to the network. Another effect is providing more
complex PoW (i.e. increasing the number of zeroes as per
what is in Eq. 4). Fig. 9 shows the Mealy machine for the
controller’s states.

V. SIMULATION AND PERFORMANCE EVALUATION
DeMi is evaluated against multiple performancemetrics. This
section discusses the evaluation steps, including the setup
required for the experiments, simulation environment, topol-
ogy, and experimental results against different metrics.

A. SIMULATION ENVIRONMENT AND TOPOLOGY
Mininet [83] is commonly utilized as an SDN network emu-
lator [13], [20], [33]. In particular, it can emulate a complete
network of end-hosts, links, and switches on a single Linux
kernel using process-based virtualization. It enables the cre-
ation of realistic virtual environment scenarios making it
convenient for experimenting with SDN solutions.
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TABLE 6. Simulation parameters.

In our simulation scenarios, the Mininet environment is
integrated into a test environment running on a PC with 8
GBRAM and Intel(R) Core(TM) i7-8650UCPU@1.90GHz
processor. For the network switches, Open Virtual Switches
(OVS) [84] are used, which are virtual switches that enable
network automation through programmatic extension. These
switches are connected with POX [85], which is a python-
based controller. The L3_learning module of the POX con-
troller is used for connecting the controller to the network
created. Scapy [86], a tool used for computer networks to gen-
erate and manipulate packets, is used in simulation scenarios
to generate user datagram protocol (UDP) packets for regular
and attack traffic. Using the Scapy tool, spoofed IP source
packets are generated and addressed to one host. According
to [17], the type of traffic, whether UDP, TCP, or ICMP, does
not affect the solution as long as we look for invalid header
fields in the incoming packet that make the OpenFlow switch
generate a ‘‘packet_in’’ message request due to tablemiss
procedure.

Using Mininet, we simulated a medium-sized topology
of a tree-type network consisting of depth two with five
OpenFlow switches and sixteen hosts is built. The considered
topology is the one already described by Fig. 2. The hosts are
connected to the controller remotely via the OpenFlow switch
through the IP address and the corresponding port of the POX
controller in the simulation system. Table 6 shows the setup
parameters and their values used to create attack scenarios.

We considered such a small/medium size topology fol-
lowing similar solutions described in other works, such as
[20], [24], and [34], to cite a few. Considering more than one
attacking/victim host would require modifying the solution
to consider protecting a subnet instead of a single victim,
as discussed later in our future work.

1) ATTACK SCENARIO
The attacking scenario is the following: one of the connected
hosts is controlled by the attacker and then is used to generate
a DoS attack targeting another host (victim). The legitimate
traffic is generated by another host, neither the victim nor the
attacker. Moreover, the legitimate host communicates with
the controller benignly. Although the created topology is not
a large-scale topology, the attacker can generate malicious
packet streams that seem to come from different IP addresses.
Though the topology is not a large one, the insights that will
be gathered will be useful for understanding how DoS works

FIGURE 10. Evaluated entropy versus number of packets in an attack-free
scenario.

FIGURE 11. Evaluated entropy over time in attack-free scenario.

on small/medium size networks, and they will be the basis for
future work in this direction.

B. INITIAL ENTROPY EVALUATION UNDER ATTACK-FREE
SITUATION
We will start by evaluating the entropy value, the primary
metric for the initial attack detection process. Initially, the
entropy is evaluated under an attack-free situation where the
network generates regular traffic using the Scapy tool. In such
a situation, hosts exchange packets with the same probability.
This means that there is no concentration in the traffic around
a specific destination. Fig. 10 shows the relation between the
evaluated entropy and the corresponding number of incoming
packets to the controller with the traffic generation interval
set to 0.02 seconds. Such an interval means that during each
0.02 seconds time interval, a set of packets are generated and
sent to the controller from the legitimate host.

The entropy shown in the figure is after the system is set
and the exchange of the address resolution protocol (ARP)
requests and replies is over—these activities take place at net-
work setup. As the regular traffic is generated and exchanged
over the network with a uniform distribution, the entropy in
destination IP addresses increases until it reaches its maxi-
mum value (one). The fluctuation of the entropy value around
the value one is due to the small number of hosts (sixteen
hosts). With a larger network size, more diversity is expected
in the destination IP addresses and, therefore, a higher entropy
value. The same pattern of the entropy behavior can be seen
in Fig. 11, showing the evaluated entropy value and the
corresponding time.

The evaluation of the entropy value during the attack-free
situation is considered in the proposed approach to set the
initial threshold value of the attack detection. This is similar
to many IDS approaches in the literature [20], [24], and [34].
Considering an error value of the evaluated entropy in the
attack-free situation set to 10%, the first threshold set for the
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FIGURE 12. Evaluated entropy versus number of packets under attack
situation.

attack detection is equal to 0.9. Then, that threshold value is
updated based on the adaptive approach using the EWMA
approach discussed earlier to reflect the different changes in
the network traffic.

C. ENTROPY EVALUATION IN ATTACK SCENARIO
Fig. 12 shows the entropy evaluation versus the number of
incoming ‘‘packet_in’’ requests with andwithout DeMi under
the attack scenario. The cited figure shows the measurements
after the system is set, where the exchange of ARP requests
and replies between the hosts during the initial network setup
is over.

In this experiment, the regular traffic generation interval
is set to 0.02 seconds, while the attacking traffic generation
interval is set to 0.005 seconds. This means 25% of the
traffic is malicious. Using the Scapy tool, the source IP of
the generated attacking traffic is spoofed and addressed to the
victim host.

When a large packet volume arrives at a specific host, the
system’s randomness decreases rapidly. Therefore, the value
of the entropy goes below the threshold, reaching the lowest
value. This is because all the spoofed source IP packets have
the victim’s IP address in their destination IP—hence, there
is less variability in the range of destination addresses. This
inverse relationship between the entropy and the IP addresses
variety, and the associated entropy is captured by the fact
that, when the attack traffic rate increases, the entropy value
decreases. In the shown figure, the entropy value drops when
around 2600 packets have been received by the controller.
When DeMi is applied, the entropy value starts to enhance
(increase) within around 240 packets after the initial drop
(at around 2840 packets, as in Fig. 12). Such enhancement
increases gradually until it reaches the maximum value,
reinstating the system to a healthy state. More specifically,
getting the maximum entropy value shows that the traffic is
distributed and not directed to a specific host. Hence, demon-
strating the system’s ability to eliminate malicious traffic.

It is worth noting what would happen to the entropy value
without considering DeMi. After an initial drop in the entropy
value, some slight enhancements can be seen. Such enhance-
ments are due to a partial failure of the controller because
of the high traffic volume. The controller fails because of
the high overload, where such failure results in dropping
some of the incomingmalicious requests or disconnecting the
OpenFlow switch to which the attacker is connected to. Other

FIGURE 13. Attack detection time versus attack rate.

TABLE 7. Attack generation interval and corresponding attacking
percentage.

reasons may include the failure of the OpenFlow switch itself
due to the overload on its tables; and the installed flow rules
by the controller on the OpenFlow switches, which could
reduce the number of incoming ‘‘packet_in’’ requests of the
attacker to the controller. Then, as the attacking traffic is
still directed to the controller, the entropy value drops grad-
ually until the attack period is over. Eventually, the system
improves as the system receives genuine packets when the
attack is over.

D. ATTACK DETECTION AGAINST INTENSITY OF THE
ATTACK
To measure the DeMi’s ability to detect attacks when these
ones are carried out at different attack intensities, we have
developed a set of experiments. Fig. 13 shows the relation
between the attack intensity versus the time needed to detect
the attack. In this experiment, different packet generation
intervals for the attacking traffic are set, and the detection
time is measured. The regular traffic generation interval is
fixed at 0.02 seconds. Table 7 shows the attacking intervals
versus the percentages of the attacking traffic with respect
to the total traffic. Setting larger intervals results in a higher
number of attacking packet generation.

As it can be seen from the figure, higher attacking rates
result in shorter detection times. This is due to the fast drop
in the entropy value within a short period of time.

E. VERIFICATION OF RELIABLE CONNECTION UNDER
ATTACK SCENARIO
In another set of experiments, we have measured the solu-
tion’s ability to provide reliable connections when the net-
work is under attack. For this purpose, Wireshark, a packet
analyzer application that examines the exchanged pack-
ets over the network, is used in the following analysis to
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FIGURE 14. Exchanged TCP packets over time.

look closely at the network’s behavior. In this analysis, the
exchanged TCP packets marked for re-transmissions are
filtered-out using Wireshark. Such a re-transmission process
is applied to resend the packets lost or damaged due to
network congestion or partial failure.

Fig. 14 shows the exchanged TCP packets marked for
re-transmission in attack-free and under-attack scenarios for
some time period. Initially, the pattern of the exchanged pack-
ets is similar for the case of attack-free and attack scenarios.
Then, as the attacker starts to generate massive ‘‘packet_in’’
requests, at around t = 25 seconds, there is an increase in
the number of packets marked for re-transmission. Such a
re-transmission process indicates packet loss or damage in
the network, increasing latency and lowering the speed of
requests.

With DeMi in place, the number of the re-transmitted
packets drops after an initial increase until the network load
is close to the attack-free scenario. More specifically, when
DeMi is activated, the total number of re-transmitted packets
is roughly the same as the attack-free scenario. These results
show the quality of DeMi in thwarting attacks played at
different packet injection rates. On the contrary, without con-
sidering DeMi, the TCP re-transmissions increase gradually
as the attacking traffic is exchanged over the network. Such
an increase is about 3,7 times higher with reference to the
attack-free scenario. Such a high number of control messages
shows the network’s inability to successfully exchange pack-
ets among the network hosts, OpenFlow switches, and the
controller.

F. EXCHANGED CONTROL PACKETS UNDER ATTACK
SCENARIO
Another set of experiments was designed and carried out
to understand the flow of the exchanged network control
packets. Some of these packets are exchanged during the
initial network setup between the OpenFlow switches and
the controller, while other packets are exchanged periodically
or to raise an alarm about some events during the network
operation. Examples of the control packets exchanged at the
network-setup are hello requests and replies, OpenFlow fea-
tures requests and replies, and configuration packets. These
packets are exchanged between the OpenFlow switches and
controller to set up the communication channels, negotiate
over the protocol version to be used, and communicate the

FIGURE 15. Exchanged control packets over time.

features of the connected OpenFlow switches. The other cat-
egory of the exchanged control packets includes OpenFlow
error messages and echo requests and replies. The Open-
Flow error messages are exchanged to notify the OpenFlow
switches or the controller about communication problems in
the network. In contrast, the echo requests and replies are
used to test the OpenFlow connection when a connection
is hung. These packets are exchanged periodically to verify
proper connectivity over the OpenFlow protocol. Fig. 15
shows the exchanged control packets under attack-free and
attack scenarios. As it can be seen, the trend is similar for
both attack-free and attack scenarios when DeMi is adopted.
The two lines (green and blue) overlap in Fig. 15, showing
the effectiveness of deploying DeMi. However, it is worth
noting that, in an attack scenario where DeMi is not deployed,
the number of exchanged packets increases gradually and
it is roughly 2,7 times more compared to the case when
DeMi is not deployed. This shows the network resources’
exhaustion, affecting the network’s availability. Indeed, as it
can be expected, having a higher attacking rate may result in a
higher number of exchanged control packets over the network
due to link congestion and the inability of the controller to
handle the requests.

Two sample runs were considered to show the distribution
of control packets in an attack scenario. One where DeMi
is deployed and the other one where it is not. The packets’
distribution and corresponding rates are shown in Table 8.
In the sample runs, when DeMi is not in place, a total of
1452 packets are exchanged, ≈ 6.5% of the total OpenFlow
packets captured byWireshark. When DeMi is deployed, just
30 control packets are exchanged, that is≈ 0.14% of the total
exchanged OpenFlow packets.

G. SECURING THE VICTIM IN ATTACK SCENARIO
We also analyzed the ability of DeMi to secure the victim host
from the attacking packets. For this analysis, all the victim’s
successfully received packets were considered. The measures
in Fig. 16 consider all the sources targeting the victim host,
including the legitimate and attacker hosts. Instead, Fig. 17
shows only the packets generated by the attacker host and
addressed to the victim host. These packets were filtered out
using the Wireshark analyzer while considering the destina-
tion IP address of the victim host.

In Fig.16, all the packets addressed to the victim for both
attack-free and attack scenarios are reported from both legit
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TABLE 8. Distribution of exchanged control packets for sample runs.

FIGURE 16. Incoming packets to victim from all sources over time.

FIGURE 17. Incoming packets to victim from attacker over time.

and illegit sources. Initially, the trends of the received traf-
fic on the victim host are similar for the two considered
scenarios—the attacker has not started sending malicious
packets yet. Then, as the attacker starts sending spoofed
packets at around t = 25 seconds, the number of packets
received by the victim increases.

The cited figure shows how DeMi can protect the victim
host by reducing the traffic directed at it. Indeed, the victim
continues receiving traffic from legitimate hosts generating
regular traffic or from the controller. This indicates that DeMi
does not entirely stop the incoming traffic to the victim host
but eliminates the attacking traffic, resulting in a similar trend
of an attack-free scenario.

However, when DeMi is not deployed, the incoming traffic
to the victim increases gradually until it starts to drop and
stabilize. That drop is due to the overload in the network that
results in partial failure of the controller or the OpenFlow
switch to which the attacker is connected—hence limiting
its spoofed packets injection capability. Fig. 17 sheds more
light on how the victim host is protected from the attacker’s
traffic. The cited figure shows the transmitted packets from
the attacker to the victim host over time. Using Wireshark,

we selected only the packets directed from the source to the
destination, discarding the control packets associated with the
transmitting process. As seen in the figure, DeMi was able to
thwart the attack on the victim host within a relatively short
time (at t = 27), showing the ability to protect the victim
host.

It should be mentioned that deploying DeMi introduces a
transient start-up phase that requires more communications
due to flow rules installation and attack mitigation processes.
Therefore, at the initial stages of the attack mitigation, it can
be seen that there is an increase in the incoming packets to the
victim host at the beginning of the attack detection—before
eliminating the attacking packets later on.

H. SDN CONTROLLER AVAILABILITY IN ATTACK
SCENARIOS
In order to measure the availability of the POX controller in
an attack scenario, we introduce some specialized metrics.
These metrics are related to the hello requests, the num-
ber of disconnections and the number of OpenFlow errors
exchanged over the network operating time. The exchange
of the hello requests and replies is used when the Open-
Flow switch joins or rejoins the network and connects to the
controller.

As shown in Table 9, in an attack scenario where DeMi is
not deployed, the rate of exchanged hello requests is higher
when compared to a scenario where DeMi is running. Such
an increase is due to the inability of the OpenFlow switches to
connect to the controller under a heavy attacking load. Once
these switches cannot connect to the controller, they initiate
hello requests directed to the controller and wait for replays.

Depending on the controller’s processing and load han-
dling, it responds to the hello requests to keep the connection
with the OpenFlow switches. However, not receiving the
response from the controller within a specific time results
in losing the connection. In turn, the loss of connection
between the controller and the OpenFlow switch results in
a socket disconnection issue. In such an issue, all the flow
rules previously installed by the controller into the tables of
the OpenFlow switches are cleared, as well as the buffered
requests in the switches waiting for routing rules from the
controller. Such a process results in an additional overhead
on the controller to re-install the flow rules again and could
cause OpenFlow errors on the controller side.
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TABLE 9. Measures of network availability in attack and attack-free situations.

TABLE 10. Comparison of enhancements between selected works and DeMi.

The OpenFlow errors occur mainly when the controller
attempts to install a flow rule into the OpenFlow switch for
an already received buffered packet. Such a buffered packet
is a copy of the packet sent to the controller through the
‘‘packet_in’’ request and referenced by a specific buffer ID.
Such buffering reduces the overhead by eliminating the need
to send another copy of the same packet from the controller
to the OpenFlow switch during the flow rule installation
process to route that packet—thus, improving the latency
and reducing the overhead over the communication channel.
However, due to the heavy load on the controller side and
the OpenFlow switch, and adding to that the loss of the
connection between the OpenFlow switch and the controller,
such a packet (referenced by the buffer ID) may be expired
or no longer exists in the OpenFlow switch. Therefore, when
the controller tries to install the flow rule, it obtains an error
since there is no valid buffer ID at the OpenFlow switch side.

Table 9 summarizes the average number of hello requests,
socket disconnections, and OpenFlow errors under attack and
attack-free scenarios with and without DeMi. The shown data
are for an attacking rate of 25%—a higher attacking rate
would result in more disturbance of the network availability.

Finally, to show some of the enhancements that DeMi
introduces as a solution for DoS attack detection and
mitigation, we highlight some of the related works in the
literature that have performance metrics and methodologies

similar to DeMi. Table 10 shows that DeMi is able to provide
most of the enhancements that other works introduced.

VI. CONCLUSION
In this paper, we proposed DeMi, a solution that addresses
DoS attacks on SDNs. DeMi. The main stages implemented
by DeMi are attack detection, mitigation, and heavy-load
management. Detection is achieved using a sample entropy
approach combined with an adaptive threshold mechanism
based on the EWMA. Mitigation is enforced using the PoW
approach and installing flow rules from the controller into
the OpenFlow switches. Heavy-load management is imple-
mented through prioritized scheduling. The simulation results
of DeMi show an enhanced performance of the POX con-
troller under the DoS attack. Additionally, DeMi effectively
reduces both the number of packets that need to be re-
transmitted (via TCP protocol) and the exchanged control
packets in the network within a relatively short time since the
start of the attack—basically restoring the network condition
of an attack free scenario. Results are staggering: the number
of TCP packets marked for re-transmissions when DeMi is
not in place is 3,7 times higher with respect to when DeMi
is deployed. As per exchanged control packets, an attack
scenario where DeMi is not deployed requires handling about
2,7more control packets. Finally, DeMi can protect the victim
from malicious traffic while not blocking legitimate traffic.
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Indeed, as shown, DeMi performance is roughly equal to the
ones of the attack-free scenario.

As future work, we would like to investigate how we can
enhance our attack detection approach by considering the
joint-entropy approach, where more than one class of entropy
class can be considered. Additionally, wewould like to extend
the adversary model to consider an attack targeting a whole
subnet instead of a victim host. Finally, we would like to
extend themodel to tackle DDoS attacks in SDNswheremore
than one attacker can perform the attack simultaneously on
the network.

The clear architectural design, the detailed detection and
mitigation solutions, and the shown experimental results,
other than being interesting on their own, also pave the way
for further research in the domain.
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