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ABSTRACT The K -complex symbol Golden codeword-based modulation (KCSGC) scheme for multiple-
input multiple-output systems has been recently proposed in the literature and is capable of achieving a
high diversity order by transmitting the same K complex symbols in each of K time slots. In this paper,
we investigate improving the spectral efficiency of a single-input multiple-output (SIMO) configuration of
the scheme (SIMO-KCSGC) by employing radio frequency (RF) mirror assisted media-based modulation
(MBM). Three schemes are investigated: Scheme 1 employs the same RF mirror activation pattern (MAP)
in each of K time slots, Scheme 2 employs different MAPs in each of the K time slots, while Scheme
3 employs different MAPs in a subset k of the K time slots. A joint detector based on the sorted symbol
set sphere decoder and maximum-likelihood detection rule is presented and its computational complexity is
analyzed. The bit error rate versus signal-to-noise ratio (SNR) curves show that there is a negligible penalty
incurred in SNR gain when the spectral efficiency is increased by a few bits per channel use. For higher
increases in spectral efficiency, the penalty increases but is less significant with increasing K . Scheme 1 is
found to be superior in terms of the error performance-spectral efficiency trade-off. The theoretical average
bit error probability is derived for the SIMO-KCSGC-MBM scheme and demonstrates a very close match
with simulation results.

INDEX TERMS Golden codes, Golden codeword-based modulation, media-based modulation, mirror
activation pattern, multiple complex symbol Golden code, radio frequency mirror, sorted symbol set sphere
decoding.

I. INTRODUCTION
Higher spectral efficiency is one of the key demands of the
next generation of networks. For example, the 5G standard
promises spectral efficiencies between 0.12 and 30 bits/s/Hz
and a further increase will be expected for the 6G stan-
dard. Consequently, improved techniques and schemes that
will render this realizable are attracting vast interest in
the research community. Simultaneously, superior reliability
(error performance) is an accepted norm in the new genera-
tion of standards.

In terms of achieving superior reliability, the Golden
code [1] is an extremely attractive scheme since it is capable
of achieving both full-rate and full-diversity. However, due to
the extremely high computational complexity imposed during

The associate editor coordinating the review of this manuscript and

approving it for publication was Yafei Hou .

the detection of the Golden codewords, researchers have
considered other schemes that have more practical detection
computational complexity. Recently, several contributions
which now render key features of the Golden code obtainable
have been proposed in [2], [3], and [4]; hence, demanding
increased attention. Golden codeword based modulation for
single-input multiple-output (SIMO) systems was proposed
in [2] to exploit the superior distance properties of the Golden
code, while requiring only a single transmit antenna. The
scheme transmits Golden codeword super-symbols over two
consecutive time-slots and demonstrates an improved error
performance with practicable receiver detection complexity.
In [3], the concept of [2] is considered together with the
application of component interleaving to exploit signal-space
diversity. The scheme transmits interleavedGolden codeword
super-symbols over four consecutive time-slots to achieve
an increased diversity order. Another scheme, which can be
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considered as a generalization of the Golden codeword mod-
ulation is theK complex symbol Golden codeword (KCSGC)
based modulation [4]. The scheme not only exploits the
advantages of the Golden code, while employing practicable
detection, but also increases the achievable diversity order by
an order of K , the number of quadrature amplitude modu-
lation symbols employed in the transmission over the same
number of consecutive time slots.

Meanwhile, media-based modulation (MBM) has been
recently proposed in the literature [5], [6], [7] and has the
potential to address the requirement for higher spectral effi-
ciencies. MBM is able to transmit information by manipulat-
ing the far-field radiation pattern of reconfigurable antennas.
In MBM, the process of embedding information in the chan-
nel states may be realized by switching radio frequency (RF)
mirrors co-located around a transmit antenna ON/OFF, while
using index modulation to map input information bits to
unique channel fade realizations or mirror activation patterns
(MAPs) [8]. This allows large gains in spectral efficiency to
be achieved [8].

Several recent contributions have been found in the open
literature. For example in [9], space-time MBM is proposed.
The scheme is based on space-shift keying and employs the
Hurwitz-Radon matrix family to realize transmit diversity
gain with a single RF chain. In [10], space-time channel
modulation (STCM) is proposed. STCM improves upon
the spectral efficiency/error performance of the Alamouti
space-time block code by exploiting MBM using RF mirrors.
Three STCM schemes/configurations were investigated for
a quasi-static frequency-flat Rayleigh fading channel, how-
ever, while Scheme 3 achieves full-diversity and the superior
error performance, Scheme 1 does not provide transmit diver-
sity. On the other hand, Scheme 2 achieves full-diversity
with a smaller spectral efficiency, while imposing the low-
est complexity maximum-likelihood (ML) detector amongst
the three schemes. Meanwhile, the superior error perfor-
mance of Scheme 3 was achieved at the cost of the highest
computational complexity [10]. An analysis of the per-
formance of full-duplex decode-and-forward relaying with
MBM was investigated in [11]. The analysis formulates the
upper bounds for the end-to-end average bit error probability
and derives the achievable diversity order. Furthermore, the
upper and lower bounds for the achievable rate are derived.
Design of the signal set for MBM to achieve good structured
sparse lattice codes in higher dimensions was studied in [12].
The proposed design is capable of achieving higher diversity
slopes especially at low- and medium-signal-to-noise ratios
(SNRs).MBMwas also employed in [13] and [14] to enhance
the error performance of quadrature spatial modulation.

Some recent examples have also considered reconfigurable
intelligent surfaces (RISs) and MBM. In [15], a combination
of MBM and RISs is proposed in the form of non-differential
and differential schemes. In the former scheme, phase varia-
tions of the RIS are exploited to enhance the achievable data
rate, while for the differential scheme, a differential space-
time block code MBM RIS-aided scheme is investigated

which does not require channel estimation at the receiver.
In [16], a large RIS is investigated for the generation of
radiation pattern states required in MBM. Hence, it is shown
that MBM can be realized via RISs.

The KCSGC scheme achieves superior error performance
due to its achievable diversity order, while the MBM tech-
nique can be exploited to significantly improve the spectral
efficiency of the KCSGC scheme. Hence, based on the above
motivation, we aim to investigate SIMO-KCSGCwithMBM,
hereinafter referred to as SIMO-KCSGC-MBM. Since trans-
mission takes place over K consecutive time slots1 we con-
sider different options for mapping input bits to MAPs.
Contributions: Based on the above background and

motivation, the contributions of this paper are: a) RF
mirror-assisted MBM is applied to the SIMO-KCSGC
scheme with the aim of improving spectral efficiency. Three
different schemes are investigated. Schemes 1-3 vary based
on the manner in which input bits are mapped to the MAPs.
b) The theoretical average bit error probability (ABEP) is for-
mulated for the SIMO-KCSGC-MBM scheme, and c) sphere
decoding based detection is devised for the scheme and its
computational complexity is analyzed.
Organization: The remainder of the paper is organized as

follows: In Section II, we present the system model of the
SIMO-KCSGC-MBM scheme including an example of the
encoding for K = 4 and MBM related mapping. Further-
more, the formulation of the ABEP, detection at the receiver
based on a joint sorted symbol set sphere decoding and
ML detection rule and its complexity analysis are presented.
Section III presents the numerical results, while concluding
remarks are drawn in Section IV.
Notation: Upper-case bold symbols represent sets or matri-

ces, while lower-case bold symbols represent vectors. | · |,
∥ · ∥F , (·)T and (·)H represents the Euclidean norm, Frobe-
nius norm, transpose and Hermitian, respectively. E{·} is the
expectation operator, while D(·), Q(·) represents the con-
stellation demodulation function and Gaussian Q-function,
respectively. argsort (2) returns the set of indices correspond-
ing to the elements of 2 sorted in ascending order. (·)!
represents factorial and argminϵ (f (ϵ)) represents the value of
ϵ for which f (ϵ) attains its minimum. j is the complex number
√

−1. ℜ{·} represents the real part of an argument.

II. SIMO-KCSGC-MBM
A. SYSTEM AND EQUIVALENT RECEIVED SIGNAL MODELS
Consider a SIMO system with a single antenna at the trans-
mitter surrounded by nrf RF mirrors and Nr antennas at the
receiver as depicted in Figure 1. The nrf mirrors generates
Nrf = 2nrf MAPs. Given an input bit stream of nb = nb1+nb2
bits, nb1 bits are mapped to K M -ary quadrature amplitude
modulation (MQAM) symbols and the remaining nb2 bits
yield k , k ∈ [1 : K ] mappings each from Nrf MAPs based
on one of three schemes employed, where nb1 = K log2M
and nb2 = k log2 Nrf . Scheme 1 employs the same MAP over

1In this paper, we consider only K = 2, 4 and 8.
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FIGURE 1. System model of SIMO-KCSGC-MBM.

K consecutive time slots, Scheme 2 employs different MAPs
over K consecutive time-slots, while Scheme 3 employs dif-
ferent MAPs over a subset k , k ∈ [2 : K − 1] of the K time
slots. The spectral efficiency in bits per channel use (bpcu)
can therefore be defined as:

δ = log2M +
k
K

log2 Nrf , (1)

where k = 1 for Scheme 1, k = K for Scheme 2 and
1 < k < K in the case of Scheme 3.

The corresponding curves for δ with different settings of
k are shown in Figure 2. For K = 2, 4 and 8, as expected,
it is evident that Scheme 2 provides the highest increase
in spectral efficiency compared to KCSGC, followed by
Schemes 3 and 1. However, inherently, there will exist a
trade-off between the error performance and achievable spec-
tral efficiency.

The MQAM symbols are then sent to the KCSGC encod-
ing unit which generates super-symbols of the form un,2m−1
and un,2m at the n-th, n = log2 K , encoding defined as:

un,2m−1 =
1

√
5
α(un−1,m + un−1,m+2n−1θ ), (2.1)

un,2m =
1

√
5
ᾱ(un−1,m + un−1,m+2n−1 θ̄ ), (2.2)

where m ∈ [1 : 2n−1], θ =
1+

√
5

2 , θ̄ = 1 − θ , α = 1 + jθ̄ ,
ᾱ = 1 + jθ and [u0,1, u0,2, · · · , u0,K ] are the K transmitted
MQAM symbols.

The super-symbols are then transmitted overK consecutive
time slots with the MAP activations as described previously.
An example of the encoding is given in the subsequent
subsection.

Assuming a Rayleigh frequency-flat fading channel which
changes every time slot, the corresponding received signal
vector of dimension Nr × 1 is then given as:

yi = Hieĵiun,i + ηi, i ∈ [1 : K ], (3.1)

= hi
ĵi
un,i + ηi, (3.2)

where Hi is the Nr × Nrf channel matrix corresponding to
the i-th time slot with independent and identically distributed

FIGURE 2. Comparison of spectral efficiency δ versus number of RF
mirrors nrf for Schemes 1-3 with K = 2, 4 and 8.

(i.i.d.) entries distributed as CN (0, 1), eĵi is theNrf ×1 vector,

with a single non-zero unit entry at the mapped position ĵi,
ji ∈ [1 : Nrf ] for the i-th time slot, the product of Hieĵi is h

i
ĵi

which represents an Nr ×1 column vector ofHi with column
index ĵi and ηi is the Nr × 1 vector representing additive
white Gaussian noise (AWGN) with i.i.d. entries distributed
as CN (0, 1

γ
), with γ the average SNR per receive antenna.

For Scheme 1, k = 1 and ĵ1 = ĵ2 = · · · = ĵK , thus eĵ1 = eĵ2 =

· · · = eĵK . For Scheme 2, k = K ; hence, nb2 inputs bits are

independently mapped to the set of indices {ĵ1, ĵ2, · · · , ĵK }

resulting in the set of vectors {eĵ1 , eĵ2 , · · · , eĵK }. In the case

of Scheme 3, 1 < k < K ; hence, ĵ1 = ĵ2 = · · · = ĵk and
eĵ1 = eĵ2 = · · · = eĵk .
An equivalent received signal model may be derived by

representing the K received signal vectors in (3), in a stacked
form such that:

ȳ = H̄u + n̄, (4)

where ȳ =
[
y1 y2 · · · yK

]T is of dimension KNr × 1, H̄ is
the KNr × K channel gain matrix defined as (5), shown at
the bottom of the next page, u =

[
u0,1 u0,2 · · · u0,K

]T is of
dimension K × 1 and n̄ =

[
η1 η2 · · · ηK

]T is of dimension
KNr × 1. The equivalent received signal model in (4) will
be employed in Subsection C to derive the ABEP. The joint
detection based on sphere decoding and theML detection rule
with the same model is presented in Subsection D.

B. EXAMPLE OF KCSGC ENCODING FOR K = 4
AND MBM MAPPINGS
The key idea in the KCSGC encoding is to transmit the
same K symbols in each of the K time slots. This con-
sequently allows a K -fold increase in the diversity order.
As an example of the encoding, consider K = 4, then with
n = 2, we have the following super-symbols after the first
and second encodings using (2.1) and (2.2):

u1,2m−1 =
1

√
5
α(u0,m + u0,m+2θ ), (6.1)
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TABLE 1. Summary of encoding for K = 4.

u1,2m =
1

√
5
ᾱ(u0,m + u0,m+2θ̄ ), (6.2)

u2,2m−1 =
1

√
5
α(u1,m + u1,m+2θ ), (6.3)

u2,2m =
1

√
5
ᾱ(u1,m + u1,m+2θ̄ ). (6.4)

The resulting super-symbols for m ∈ [1 : 2], are then
tabulated in Table 1.

Given the transmission of u2,i, i ∈ [1 : 4], since the pairs
{u1,1, u1,3} and {u1,2, u1,4} each carries all the input symbols
u0,i, every input symbol experiences K fading channels over
K time slots. As indicated earlier, this key feature enables an
increase in the achievable diversity order.

As an example, the mapping of the nb2 input bits to MAPs
for each time slot is shown in Table 2 (refer to the top of
Page 5) forK = 4.We consider two example input bit streams
for each scheme. The status of RF mirrors and formation of
the vector eĵi are also included.

C. THEORETICAL AVERAGE BIT ERROR PROBABILITY
In the SIMO-KCSGC-MBM scheme, transmission of infor-
mation is performed by: a) The n-th encoding based on
Golden codeword-based symbols, and b) channel modulation
via MAPs. Consequently, the average probability of bit error

TABLE 2. Mapping example for the MBM-based scheme K = 4, k = 2
(Scheme 3).

for the scheme, assuming independent error events, is deter-
mined by the bit error events in a) and/or b).

Based on the above, in order to simplify the formulation
of the ABEP, we break down the analysis into the prob-
ability of detection of the MQAM symbols transmitted in
the n-th encoding and the probability of detection of the
activated MAPs. We denote these probabilities as Ps and Pm,
respectively.

H̄ =



1
√
5

[
h1
ĵ1
α h1

ĵ1
αθ

h2
ĵ2
ᾱ h2

ĵ2
ᾱθ̄

]
, if K = 2,

1
5


h1
ĵ1
α2 h1

ĵ1
α2θ h1

ĵ1
α2θ h1

ĵ1
α2θ2

h2
ĵ2
αᾱ h2

ĵ2
αᾱθ̄ h2

ĵ2
αᾱθ h2

ĵ2
αᾱθ θ̄

h3
ĵ3
αᾱ h3

ĵ3
αᾱθ h3

ĵ3
αᾱθ̄ h3

ĵ3
αᾱθ θ̄

h4
ĵ4
ᾱ2 h4

ĵ4
ᾱ2θ̄ h4

ĵ4
ᾱ2θ̄ h4

ĵ4
ᾱ2θ̄2

, if K = 4,

1
5
√
5



h1
ĵ1
α3 h1

ĵ1
α3θ h1

ĵ1
α3θ h1

ĵ1
α3θ2 h1

ĵ1
α3θ h1

ĵ1
α3θ2 h1

ĵ1
α3θ2 h1

ĵ1
α3θ3

h2
ĵ2
α2ᾱ h2

ĵ2
α2ᾱθ̄ h2

ĵ2
α2ᾱθ h2

ĵ2
α2ᾱθ θ̄ h2

ĵ2
α2ᾱθ h2

ĵ2
α2ᾱθ θ̄ h2

ĵ2
α2ᾱθ2 h2

ĵ2
α2ᾱθ2θ̄

h3
ĵ3
α2ᾱ h3

ĵ3
α2ᾱθ h3

ĵ3
α2ᾱθ̄ h3

ĵ3
α2ᾱθ θ̄ h3

ĵ3
α2ᾱθ h3

ĵ3
α2ᾱθ2 h3

ĵ3
α2ᾱθ θ̄ h3

ĵ3
α2ᾱθ2θ̄

h4
ĵ4
αᾱ2 h4

ĵ4
αᾱ2θ̄ h4

ĵ4
αᾱ2θ̄ h4

ĵ4
αᾱ2θ̄2 h4

ĵ4
αᾱ2θ h4

ĵ4
αᾱ2θ θ̄ h4

ĵ4
αᾱ2θ θ̄ h4

ĵ4
αᾱ2θ θ̄2

h5
ĵ5
α2ᾱ h5

ĵ5
α2ᾱθ h5

ĵ5
α2ᾱθ h5

ĵ5
α2ᾱθ2 h5

ĵ5
α2ᾱθ̄ h5

ĵ5
α2ᾱθ θ̄ h5

ĵ5
α2ᾱθ θ̄ h5

ĵ5
α2ᾱθ2θ̄

h6
ĵ6
αᾱ2 h6

ĵ6
αᾱ2θ̄ h6

ĵ6
αᾱ2θ h6

ĵ6
αᾱ2θ θ̄ h6

ĵ6
αᾱ2θ̄ h6

ĵ6
αᾱ2θ̄2 h6

ĵ6
αᾱ2θ θ̄ h6

ĵ6
αᾱ2θ θ̄2

h7
ĵ7
αᾱ2 h7

ĵ7
αᾱ2θ h7

ĵ7
αᾱ2θ̄ h7

ĵ7
αᾱ2θ θ̄ h7

ĵ7
αᾱ2θ̄ h7

ĵ7
αᾱ2θ θ̄ h7

ĵ7
αᾱ2θ̄2 h7

ĵ7
αᾱ2θ θ̄2

h8
ĵ8
ᾱ3 h8

ĵ8
ᾱ3θ̄ h8

ĵ8
ᾱ3θ̄ h8

ĵ8
ᾱ3θ̄2 h8

ĵ8
ᾱ3θ̄ h8

ĵ8
ᾱ3θ̄2 h8

ĵ8
ᾱ3θ̄2 h8

ĵ8
ᾱ3θ̄3


, if K = 8.

(5)
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Hence, the ABEP may be validated as:

Pe ≥ Ps + Pm − PsPm. (7)

Next, we consider closed-form expressions for the probabili-
ties Ps and Pm, respectively:

1) CLOSED-FORM EXPRESSION FOR Ps

Making the simplifying assumption that only u0,1 is detected
in error [4], while the remaining symbols u0,i, i ∈ [2 : K ] are
detected correctly. Using (3)-(4), the received signal is written
as:

yi = ρihiĵi
u0,1 + ηi, i ∈ [1 : K ], (8)

where ρi for K = 2, 4 and 8 is given as:[
ρ1 ρ2 · · · ρK

]
=

1
√
5
[α ᾱ], if K = 2,

1
5
[α2 αᾱ αᾱ ᾱ2], if K = 4,
1

5
√
5
[α3 α2ᾱ α2ᾱ αᾱ2 α2ᾱ αᾱ2 αᾱ2 ᾱ3],

if K = 8.
(9)

This is equivalent to the transmission ofMQAM symbol u0,1
over K independently identical fading channels each with
transmit power |ρi|

2. Hence, the derivation is equivalent to
the analysis presented in [4], and is given as:

Ps =
a

c log2M

{
1
2

K∏
k=1

(
2

2 + |ρk |2bγ

)Nr
−

(a
2

)
×

K∏
k=1

(
1

1 + |ρk |2bγ

)Nr
+ (1 − a)

×

c−1∑
i=1

K∏
k=1

(
si

si + |ρk |2bγ

)Nr
+

2c−1∑
i=c

K∏
k=1

(
si

si + |ρk |2bγ

)Nr}
,

(10)

where a = 1 −
1

√
M
, b =

3
M−1 and si = 2 sin2 ( iπ4c ) with

c the number of iterations required for convergence of the
numerical integration.

2) CLOSED-FORM EXPRESSION FOR Pm

We may formulate the channel modulation bit error by
employing an upper bound given by the well-known union
bound:

Pm ≤
1
2δδ

∑
�

∑
ℓ̂,ℓ

N (ℓ̂, ℓ)PEP, (11)

where � represents the set of all the codewords from the
n-th encoding un,i, i ∈ [1 : K ], δ is defined by (1), PEP
denotes the unconditional pairwise error probability (PEP)
and N (ℓ̂, ℓ) is the number of bit errors between the actual
MAP indices setting for ĵ1, ĵ2, · · · , ĵK and the detected MAP

indices setting, as tabulated in Table 3 (please refer to Page
6) for Schemes 1-3.

The PEP may be derived as follows:
Beginning with the conditional PEP, PEPc is formulated

as:

PEPc = P
( K∑

i=1

∥yi − Hie¯̂ji
un,i∥2F

<

K∑
i=1

∥yi − Hieĵiun,i∥
2
F

)
,

= P

(
K∑
i=1

∥ηi − Hi(e¯̂ji
− eĵi )∥

2
F <

K∑
i=1

∥ηi∥
2
F

)
, (12)

and may then be simplified as:

PEPc = P
( K∑

i=1

ℜ{ ηHi ( Hi ( e¯̂ji
− eĵi ) un,i ) } >

1
2

K∑
i=1

∥Hi ( e¯̂ji
− eĵi ) un,i∥2F

)
. (13)

It is clearly evident that the random variable:
K∑
i=1

ℜ{ ηHi ( Hi ( e¯̂ji
− eĵi ) un,i ) }, (14)

has distribution N
(
0, 1

2γ

∑K
i=1 ∥Hi ( e¯̂ji

− eĵi ) un,i∥2F
)
;

hence, (13) may be written as:

PEPc = Q


√√√√ K∑

i=1

vi

 , (15)

where vi, i ∈ [1 : K ] are central chi-squared RVs with 2Nr
degrees-of-freedom defined as:

vi =
γ

2
∥Hi ( e¯̂ji

− eĵi ) un,i∥2F =

2Nr∑
k=1

α2
vi,k , (16)

with α2
vi,k distributed as N

(
0, σ 2

vi

)
, i ∈ [1 : K ] and σ 2

vi =

γ
4 ∥

(
e¯̂ji

− eĵi

)
un,i∥2F .

Integrating the unconditional PEP, we arrive at:

PEP =

∫
∞

0

∫
∞

0
Q


√√√√ K∑

i=1

vi

 K∏
i=1

pvi (vi)dvi, (17)

where pvi (vi) =
1(

2σ 2
vi

)Nr
(Nr−1)!

vNr−1
i exp

(
−

vi
2σ 2

vi

)
[17] and

using the well-known approximation Q(x) ≈
1
12e

−
1
2 x

2
+

1
4e

−
2
3 x

2
, we arrive at:

PEP ≈
1
12

K∏
i=1

(
1 +

γ

4
∥

(
e¯̂ji

− eĵi

)
un,i∥2F

)−Nr

+
1
4

K∏
i=1

(
1 +

γ

3
∥

(
e¯̂ji

− eĵi

)
un,i∥2F

)−Nr
. (18)
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TABLE 3. Loop setting for searching possible MAPs.

D. JOINT SORTED SYMBOL SET SPHERE DECODING AND
ML RULE BASED DETECTION
Consider the equivalent received signal model in (4). The
detector needs to consider the MAP indices setting and loop
setting ℓ for searching the possible MAPs based on the
scheme being detected. Refer to Table 3.
Taking the QR decomposition of H̄ℓ, where H̄ℓ is given by

(5) with the indices set as per Table 3, yielding H̄ℓ = QℓRℓ,
where Qℓ is a KNr × KNr dimension matrix and Rℓ =[
Rℓ
1 Rℓ

2

]T
is a KNr × K matrix with K × K upper-triangular

matrixRℓ
1 with the (m, n)-th entry rℓ(m, n) and (KNr−K )×K

zero matrix Rℓ
2. Then multiplying both sides of (4) by QH

ℓ ,
we have:

ỹℓ = Rℓu + ñℓ, (19)

where ỹℓ =
[
ỹℓ
1 ỹℓ

2

]T
with ỹℓ

1 of dimension K × 1, ỹℓ
2 of

dimension (KNr − K ) × 1 and ñℓ = QH
ℓ n̄.

In order to determine the transmittedMQAM symbols and
activated MAP/s, we may employ sphere decoding based on
solving the metric ∥ỹℓ

1 −Rℓ
1u∥

2
F ≤ 12, where 1 is the radius

of the sphere, considering the activation of MAPs for each of
Schemes 1-3. Finally, the ML rule is used to determine the
most likely combination of MAP/s and symbols.

Accordingly, assuming complete knowledge of the channel
Hi, the algorithm for the detection may be represented as
follows:

Step 1: Construct H̄ℓ based on Hi, using the MAP indices
setting for each possible value of ℓ, and (5).

Step 2: Determine ỹℓ
1 =

[
ỹℓ1(1) ỹ

ℓ
1(2) · · · ỹℓ1(K )

]T
using

H̄ℓ = QℓRℓ and ỹℓ = QH
ℓ ȳ.

Step 3: Compute the estimates ũℓ
0,i of the K MQAM sym-

bols for the ℓ-th MAP:

ũℓ
0,i = D(vℓi ), i ∈ [1 : K ], (20)

where:

vℓi =


ỹℓ1(K )
rℓ(K ,K ) , for i = K ,

ỹℓ1(i)−
∑K

m=i+1 rℓ(i,m)ũ
ℓ
0,m

rℓ(i,i)
, for i ∈ [K − 1 : 1].

(21)

Step 4: Compute ϕi,ℓq = |vℓi − uq0|
2, i ∈ [1 : K ], q ∈ [1 : M ],

where uq0 represents the q-th symbol in the MQAM symbol
set �M and sort the constellation symbols from the most-to-
least probable transmissions [4]:

�̄M
i,ℓ = �M (argsort(ϕi,ℓ1 , ϕ

i,ℓ
2 , · · · , ϕ

i,ℓ
M )). (22)

Step 5: Detect the K -th transmitted symbol for the ℓ-th MAP,
ûℓ
0,K using the sphere decoding rule:

|ỹℓ1(K ) − rℓ(K ,K )sq̃K ,ℓ|
2

≤ 12, (23)

TABLE 4. Summary of Euclidean distance based computations imposed
by detector of Subsection D.

where sq̃i,ℓ ∈ �̄M
i,ℓ, q̃ ∈ [1 : L] is chosen with respect to ũℓ

0,i,
with L, 1 < L ≤ M the number of most probable transmitted
symbols chosen during simulation.

Step 6: Detect each of the remaining MQAM symbols for
the ℓ-th MAP and i ∈ [K − 1 : 1] using:

|pi(s
q̃
i,ℓ)|

2 < 12
−

K∑
m=i+1

|pm(ûℓ
0,m)|

2, (24)

where pK (ûℓ
0,K ) = ỹℓ1(K )− rℓ(K ,K )ûℓ

0,K and pi(z) = ỹℓ1(i)−
rℓ(i, i)z−

∑K
m=i+1 rℓ(i,m)û

ℓ
0,i.

Step 7: Perform detection based on the ML rule to jointly
determine the estimations of activated MAPs and transmitted
MQAM symbols:

[j̃1 · · · j̃K , ũ0,1 · · · ũ0,K ] = argmin
ℓ

K∑
i=1

∥yi − hiji û
ℓ
n,i∥

2
F , (25)

where:

ûℓ
n,2m−1 =

1
√
5
α(ûℓ

n−1,m + ûℓ
n−1,m+2n−1θ ), (26)

ûℓ
n,2m =

1
√
5
ᾱ(ûℓ

n−1,m + ûℓ
n−1,m+2n−1 θ̄ ), (27)

with m ∈ [1 : 2n−1] and [ûℓ
0,1, û

ℓ
0,2, · · · , ûℓ

0,K ] are the K
detectedMQAM symbols for the ℓ-th MAP.

E. COMPUTATIONAL COMPLEXITY ANALYSIS
1) SIMO-KCSGC-MBM
In order to evaluate the computational complexity of the
detector presented in the preceding subsection, we consider
the number of Euclidean distance operations required to be
evaluated in the algorithm. Only Steps 4-7 require Euclidean
distance computations. The number of operations required
for each of these steps may be validated as summarized in
Table 4.
The variable Nℓ represents the number of possible MAP

indices that need to be searched as per Table 3; hence,
we have:

Nℓ =


Nrf , if Scheme 1,
NK
rf , if Scheme 2,

N k
rf , if Scheme 3.

(28)

Note that in Steps 5 and 6, due to the inequality tests, only a
percentage of the complexity will be imposed due to conver-
gence. We have used the variables τ1 and τ2 for convenience
to denote the percentage of this complexity that may be
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TABLE 5. Summary of notations and spectral efficiencies (bpcu) with
Nrf = 2nrf .

FIGURE 3. Comparison of BER vs. SNR for Schemes 1-3.

imposed. Hence, the overall computational complexity can
therefore be expressed as:

τScheme1/2/3 = KNℓ(2M − τ2(K + 1) + 5Nr − 1)

+ Nℓ(3Lτ1 + 2τ2 − 5Nr + 1). (29)

2) SIMO-MBM
For the SIMO-MBM scheme [5], with 1 transmit antenna
employing nrf co-located RF mirrors and Nr receive anten-
nas; assuming a Rayleigh frequency-flat fading channel
denoted by the Nr × Nrf matrix H, the Nr × 1 received
signal vector y in the presence of AWGN represented by the
Nr × 1 vector n can be defined as: y = Hejuq + n, where uq,
q ∈ [1 : M ] is the MQAM symbol transmitted and ej is the
Nrf × 1 vector with a single non-zero unit entry at location j,
j ∈ [1 : Nrf ]. The entries of H and ej are i.i.d. and distributed
as CN (0, 1).

The corresponding ML detector can be expressed as:

[j̃, q̃] = argmin
j∈[1:Nrf ],q∈[1:M ]

∥y − Hejuq∥2F . (30)

The computational complexity imposed by (30) may be vali-
dated as:

τSIMO−MBM = (5Nr − 1)NrfM . (31)

3) SIMO-KCSGC
For the SIMO-KCSGC scheme, the computational complex-
ity is given by setting Nℓ = 1 in (29), and is given as:

τSIMO−KCSGC = K (2M − τ2(K + 1) + 5Nr − 1)

+ 3Lτ1 + 2τ2 − 5Nr + 1. (32)

FIGURE 4. Comparison of BER vs. SNR for Schemes 1-3.

FIGURE 5. Comparison of BER vs. SNR for Schemes 1-3.

In the subsequent section, we draw numerical comparison
between the computational complexities given by (29), (31)
and (32).

III. NUMERICAL RESULTS
In this section, we first present the numerical results in terms
of the average bit error rate (BER) versus average SNR for the
proposed SIMO-KCSGC-MBM schemes for K = 2, 4 and 8,
M = 16 and Nr = 4. We consider a Rayleigh frequency-flat
fading channel which varies from one time-slot to the next.
Comparison is drawn with the theoretical ABEP, which was
derived in Section II-C, for validation. We consider the pri-
mary spectral efficiency of 4 bpcu and vary the number
of RF mirrors nrf to yield various spectral efficiencies for
Schemes 1-3. We have also included the simulation curves
for SIMO-MBMand SIMO-KCSGC. Table 5 summarises the
notations and spectral efficiencies for the respective schemes
evaluated in this section.

The SIMO-MBM and SIMO-KCSGC schemes have spec-
tral efficiencies δSIMO−MBM = log2M + nrf bpcu and
δSIMO−KCSGC = log2M bpcu, respectively, and will be used
for benchmarking purposes. The SIMO-KCSGC curves for
4 bpcu with K = 2, 4 and 8 are considered as the reference
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FIGURE 6. Comparison of theoretical and simulated average BER vs. average SNR for Schemes 1-3 for K = 2, 4,
8 and M = 16.

curves. The values of L assumed in simulations are tabu-
lated in Table 6 (refer to Page 9). We employ the notations
(M ,nrf ,δSIMO−MBM ), (M ,δSIMO−KCSGC ) for SIMO-MBM and
SIMO-KCSGC, respectively, and (M ,nrf ,δ), (M ,nrf ,k ,δ) for
Schemes 1, 2 and Scheme 3, respectively.

A. AVERAGE BER VERSUS AVERAGE SNR
In this subsection, we present a comparison of simulation
results for Schemes 1-3 for K = 2, 4 and 8.

Figure 3 presents the error performance results for K = 2.
Only Schemes 1 and 2 can be evaluated for this setting of K .
The SIMO-KCSGC curve for a spectral efficiency of 4 bpcu
represents the reference result. SIMO-KCSGC-MBM curves
are generated for spectral efficiencies between 4 bpcu and
8 bpcu to evaluate the SNR penalty incurred. For Scheme 1,
even at 6 bpcu, there is negligible difference from the refer-
ence. For 7 bpcu, an SNR penalty of approximately 0.3 dB is
evident. For 8 bpcu, an SNR penalty of approximately 0.8 dB
is evident.

Scheme 2 is seen to be significantly inferior to Scheme 1
and the reference by at least 5.2 dB. At 8 bpcu, a penalty
of approximately 10 dB is evident. SIMO-MBM is seen as
superior in error performance to the reference curves for 4 and
5 bpcu withM = 4. It is evident that the diversity order (slope
of curve) of the reference curve and Scheme 1 is superior,
and for 6 bpcu, SIMO-MBM is inferior by approximately
0.7 dB compared to Scheme 1 (7 bpcu) at a BER of 10−6.
We expect that asK increases, the SNR penalties will become

even smaller at a BER of 10−6 due to the increasing diversity
order.

The results for K = 4 are presented in Figure 4 with the
reference SIMO-KCSGC curve at 4 bpcu. Schemes 1-3 are all
evaluated. Scheme 1 is seen as superior to Schemes 2 and 3.
Scheme 1 has been evaluated for various spectral efficiencies
up to 7 bpcu. Even at 7 bpcu, the curve matches the reference
curve very closely. Once again, it is evident that the Scheme
2 curves are substantially inferior to the reference and at best,
for 5 bpcu, is more than 15 dB inferior to the reference result.

For Scheme 3, we have set k = 2 and evaluated several
curves for spectral efficiencies 6, 7 and 8 bpcu. There is an
SNR penalty incurred compared to the reference curve even
for 6 bpcu and is approximately 3 dB. For 7 and 8 bpcu,
this penalty is increased by 2 and 3 dB, respectively. The
SIMO-MBM curves have again been included for compar-
ison. It is evident that Scheme 1 is superior. For example,
with 6 bpcu, Scheme 1 is approximately 3 dB superior. The
diversity order evident in the slope of the Scheme 1 curve is
again higher and even larger SNR gains will be expected at
higher SNRs.

The result curves for Schemes 1-3 with K = 8 are demon-
strated in Figure 5. The SIMO-KCSGC reference curve
is once again depicted. Scheme 2 curves depict the same
behaviour of inferiority compared to Schemes 1 and 3. For
Scheme 1, even at 7 bpcu, there is negligible difference from
the reference curve. Scheme 3 is evaluated for k = 2 and
k = 4. The SNR penalties still exist but are smaller as
compared to K = 4. For 7 bpcu with k = 2, a penalty of
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TABLE 6. Simulation settings of L for the sorted symbol sphere decoding for SIMO-KCSGC and SIMO-KCSGC-MBM for K = 2, 4, 8 and M = 16.

approximately 1 dB is evident, while for k = 4, a penalty of
2.5 dB is seen. Scheme 1 displays the same superior diversity
order compared to SIMO-MBM, and for 6 bpcu, there is a
gain of approximately 4.5 dB.

1) A SUMMARISING NOTE ON THE COMPARISON WITH
SIMO-MBM ERROR PERFORMANCE
Since the SIMO-KCSGC and SIMO-KCSGC-MBM
(Scheme 1) schemes exhibit a higher diversity order (slope
of error performance curve) than the SIMO-MBM scheme,
we can expect that at higher SNRS (K = 2) or at higher values
of K (moderate-to-high SNRs), their error performance will
be superior. In the case ofK = 2 (refer Figure 3), considering
the reference curve for SIMO-KCSGC for 4 bpcu, SIMO-
MBM in fact outperforms the reference curve for 4 and 5 bpcu
with M = 4. However, it is evident that the diversity orders
for SIMO-KCSGC and SIMO-KCSGC-MBM (Scheme 1)
are higher and we can expect that at higher SNRs there will
be a crossover point between the curves. We can also expect
that at higher values of K , SIMO-MBM will be inferior due
to this feature. As expected, in the case of K = 4 and K = 8
(refer Figures 4 and 5), and considering the reference curve
for SIMO-KCSGC for 4 bpcu, it is immediately evident that
the increase in diversity order with increasing K gives the
SIMO-KCSGC and SIMO-KCSGC-MBM (Scheme 1) the
clear advantage in error performance over the SIMO-MBM
scheme.

In Figure 6, we finally draw comparison between the
theoretical and simulated error performance results for spec-
tral efficiencies of 6 and 7 bpcu with different settings of
nrf and k (Scheme 3). We employ the notation (nrf , δ) for
Schemes 1 and 2 and (nrf , k, δ) for Scheme 3. From the
results, it is immediately evident that the simulation and
theoretical (denoted ‘‘theory’’) curves match well for each of
Schemes 1-3.

B. COMPLEXITY
In this subsection, we evaluate the detection computational
complexity for the SIMO-KCSGC-MBM, SIMO-MBM [5]
and SIMO-KCSGC [4] schemes using the derived formulae
given by (29), (31) and (32), respectively. The detection com-
plexities of Schemes 1-3, SIMO-MBM and SIMO-KCSGC
are evaluated based on the number of required computations
of Euclidean distance imposed by the respective detection
algorithms (refer Section II-D and [4, cf. Section IV.B].
We consider spectral efficiencies of 6 bpcu and 7 bpcu. For
Schemes 1-3 and SIMO-KCSGC, we consider K = 2,
4 and 8. For each scheme, we use the same settings for L

FIGURE 7. Comparison of detection computational complexity vs. average
SNR for Schemes 1-3 with K = 2, 4 and 8.

corresponding to each SNR value for ease of comparison and
is L = [2, 4, 8, 16], SNR=[0:2:12, 14, 16:2:18, 20:2:30].
We set τ1 = τ2 = 0.5.
From the demonstrated results, it is evident that the com-

plexity of the proposed schemes increases significantly as
K is increased. This is expected due to the increase in the
number of transmitted symbols per time slot. Furthermore,
the complexity in (29) is dominated by the term KNℓM .
Considering a spectral efficiency of 6 bpcu, at an SNR of

15 dB the complexity of K = 4 and K = 8 are in the 104 and
107 orders, respectively, compared to the 103 order for K =

2. While, for 7 bpcu, at an SNR of 15 dB the complexity of
K = 4 and K = 8 are in the 105 and 109 orders, respectively,
compared to the 103 order for K = 2.
The computational complexity of the SIMO-MBM scheme

is depicted for both 6 and 7 bpcu and is substantially lower
than that of the proposed schemes in the order of 103. It is
further evident that the complexity of the SIMO-KCSGC for
K = 2, 4 and 8 are all in the 102 order and lower than the
proposed schemes and SIMO-MBM. For each K , it is found
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that the complexity matches for each of the schemes due to
the different configuration of RFmirrors employed to achieve
the same spectral efficiency. For example, with K = 4 and
M = 16, for a spectral efficiency of 6 bpcu, Nℓ = 256 for
each of Schemes 1-3.

For the proposed schemes, it is evident that the cost of
achieving the higher spectral efficiency is the relatively high
computational complexity imposed by the detection, espe-
cially for higher values of K . Hence, detectors to further
reduce this complexity need to be investigated and will be
considered in future work.

IV. CONCLUSION AND FUTURE WORK
In this paper, we have investigated improving the spectral
efficiency of the SIMO-KCSGC scheme via the use of RF
mirror assisted MBM. Three schemes were proposed that
enhance the spectral efficiency by additionally mapping input
bits to MAPs in different manners. It was demonstrated that
the spectral efficiency of the SIMO-KCSGC scheme can
be improved upon by a few bpcu before there is any SNR
penalty incurred. Scheme 1 demonstrated a superior error
performance-spectral efficiency trade-off; while, for high val-
ues of K , Scheme 3 can approach the error performance
of Scheme 1. The theoretical ABEP was formulated and
shown to match the simulated BER very tightly. Joint sorted
symbol sphere decoding and ML based detection was further
proposed for the scheme. It was found that the computational
complexity is relatively high for higher values of K . Hence,
future work involves the investigation of suitable lower com-
plexity detectors.
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