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ABSTRACT In this paper, a method of generating true random numbers obeying multiple distribution
characteristics is proposed. First, two resistance-capacitance (RC) self-excited oscillation circuits are used
to generate two jittered, periodically unstable square wave signals, and then a high-precision and high-
frequency quartz crystal oscillator is used to sample and measure these two jittered signals to obtain their
periods. Due to the randomness of the external environment, there is Gaussian white noise in the circuit,
so the periods of these two signals are random variables subject to the Gaussian distribution. Finally, we use a
field-programmable gate array (FPGA) to perform secondary processing on these two random signals, which
can generate true random number sequences that conform to the distribution characteristics of Gaussian
distribution, Poisson distribution, 0-1 distribution, uniform distribution, etc. The random numbers generated
by the circuit can be applied to the field of intelligent control related to automatic control and machine
learning. This method uses a physical entropy source to generate high-quality true random sequences, which
are easy to build, low in circuit cost, and small in size. The experimental results show that the method is low-
cost, highly reliable and easy to integrate, providing an effective solution for the generation of true random
numbers in electronic systems.

INDEX TERMS True random number, RC self-excited oscillation, random distribution, FPGA, intelligent
control.

I. INTRODUCTION
In recent years, with the advancement of science and tech-
nology, artificial intelligence (AI) technology has received
more and more attention from many research institutions,
enterprises, and countries. As more andmore industries begin
to introduce AI technology, the application of AI will become
more and more widespread [1], [2], [3]. The real human
thinking includes both logical thinking and non-logical think-
ing, and non-logical thinking has always been a source of
enriching the sensual life and creativity of human society. The
solution to irrational logic in the field of AI is to increase the
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randomness of the system. At present, the methods that can
be applied to increase the randomness of the system include
the credibility reasoning method, probability method, fuzzy
mathematics method, grey theory method, etc. [4] and [5].
Due to the characteristics of computer systems, true random
numbers have been the key to and the foundation for solving
uncertainty problems in the field of AI. The generation of true
random numbers has always been a difficult problem to be
solved [6], [7], [8].

The history of the application of random numbers is far
older than the emergence of AI. Before the advent of com-
puters, people generally obtained random numbers by rolling
the dice, drawing lots, and other methods. Later on, the meth-
ods of querying the random number table, squaring in the
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middle, reading the clock, and so on, emerged [9], [10]. With
the development of computer technology, there have been
some random number generators implemented by hardware
and algorithms. At this time, the random number genera-
tors can be divided into pseudo-random number generators
(PRNGs) and true random number generators (TRNGs).
PRNGs include linear congruential generators, shift regis-
ter generators, chaos generators, etc., whose systems have
less than ideal encryption and randomness [11], [12], [13].
With the development of electronic systems in recent years,
PRNGs are no longer able to meet the requirements of mod-
ern electronic equipment in terms of security, randomness,
etc. In recent years, with the rapid development of opto-
electronic semiconductor technology and integrated circuit
engineering, several methods for generating true random
number generators have emerged one after another, such as
quantum random number generators, thermal noise genera-
tors, discrete chaos generators, oscillator sampling genera-
tors, or methods based on the above methods combined with
integrated circuits, etc. [14], [15], [16], [17], [18], [19], [20],
[21], [22], [23], [24], [25], [26], and [27].

Among them, the quantum random number generator is to
obtain a large number of random number sequences accord-
ing to the quantum effects of electrons or photons, which
is the most promising research direction at present, such as
using the dark pulse of avalanche diode in Geiger mode,
the physical chaos in semiconductor lasers, the splitting of
single photon beam in the decay process of radioactive atomic
nuclei, the Polarimetry of single photons, the arrival time of
photons, the spatial distribution of laser speckle, etc. [18],
[19], [20], and [21] They can be used as appropriate random
sources. There are many kinds of random sources. Generally
speaking, their sequence generation speed is extremely fast,
ranging from several Mbps to dozens of Gbps [18], [21].
However, random number generators designed based on this
aspect often need to build optical paths, supporting high gain
amplifiers and sampling circuits, and the implementation cost
is high. The thermal noise method uses the noise generated by
the electronic Brownian motion of the resistor itself when it
is energized as the noise source. Due to the small amplitude
of the thermal noise, it is also necessary to use devices such
as high-gain amplifiers and transimpedance amplifiers to
amplify the noise signal and finally convert the noise into a
pure digital signal by devices such as voltage comparators.
This type of generator is the most widely used, but because
the noise is too small, it requires a more complex circuit struc-
ture for amplification and signal conversion, and is limited by
the performance of the amplifier and other devices, so this
scheme is more expensive and its robustness is poor [14].
The discrete chaos generator is based on the chaos theory of
nonlinear systems, and the generator uses the uncertainty of
the chaotic circuit itself as the design basis, employing a large
number of XOR gate circuit structures. The system itself has
a complex structure and a high cost, which is not conducive
to the large-scale application of random number systems [15].

Meanwhile, with the development of electronic technology in
recent years, the field-programmable gate array (FPGA), as a
semi-custom integrated circuit product, has been widely used
in the electronics industry. The advent of FPGAs has solved
both the shortage of custom circuits and the disadvantage of
the limited number of previous programmable device gate cir-
cuits. In the application field of random number generator, the
implementation of a true random number generator scheme
using the FPGA has the advantages of high reliability and
simple system structure [22], [23]. But the ring oscillator built
by FPGA itself often has correlation, which affects the quality
of the random sequence generated [24], [25], [26], [27].

The existing oscillation sampling generator has a single
function, a complex design as an oscillation circuit for error
generation, and insufficient randomness. For example, it is
used in multistage feedback ring oscillators [28] to gener-
ate truly random numbers, with complex circuits and single
performance. Using application specific integrated circuit
(ASIC) to design a true random number generator has high
cost and poor universality [29], [30]. In this paper, accord-
ing to the above problems, two resistance-capacitance (RC)
oscillators are designed as oscillation sources, and the sig-
nals generated by the two RC oscillators are controlled and
processed by FPGA to achieve data acquisition. This method
mainly uses the error generated by the phase jitter of the
oscillator itself as the physical entropy source to generate ran-
dom variables. Its circuit structure is simple, using only one
FPGA and several resistors and capacitors. The oscillation
source design is flexible and cost-effective. In addition, this
method directly measures the randomness generated by phys-
ical phenomena, and the measurement error is very small.
The generated true random number sequence has high quality,
making it very suitable for large-scale applications of true
random number generators. The generator uses the oscilla-
tor composed of non-gates (logic inverter) as the entropy
source, and then uses the FPGA for data processing, which
can realize the Gaussian distribution, Poisson distribution,
0-1 distribution, uniform distribution, and other functions.
These random distribution functions are widely used in radar
ranging, aerospace, machine learning, and other fields [31],
[32], [33].

II. PRINCIPLE AND SYSTEM DESIGN
The basic idea of generating a true random number is to use
the jitter error generated by the low-frequency clock signal
itself as the noise source, and to use the high-frequency ref-
erence clock signal to count and sample the measured clock.
Since the jitter error range of the low-frequency oscillator is
far greater than themeasurement period of the high-frequency
reference clock signal, and the jitter is caused by the Gaussian
white noise of the electronic system, the jitter presents a
Gaussian distribution. In the actual system application, the
jitter range of the measured clock signal needs to be large
enough to ensure the accurate measurement of the reference
clock signal. Generally, the variance of the jitter range is
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more than 10 times the period of the reference clock sig-
nal. The data sampled from the counting signal generated
by the reference clock will be fed into the random number
generation module. Due to the jitter error characteristic of the
low-frequency clock signal, the original random signal gener-
ated by direct count sampling shows a Gaussian distribution.

A. DESIGN OF RC SELF-EXCITED OSCILLATION CIRCUIT
The system consists of a high-frequency clock signal, a low-
frequency clock signal, a counting and sampling module, and
a random number generation module. The high-frequency
signal uses a temperature-compensated crystal oscillator with
high-frequency stability as the signal source. The crys-
tal oscillator frequency in the experiment is 50MHz, and
the frequency error is 0.1 PPM (parts per million); the
low-frequency clock generation module is realized using an
RC self-excited oscillation circuit composed of non-gate,
resistor, and capacitor. All other circuits are implemented in
the FPGA.

The schematic diagram and signal sequence diagram of
the RC self-excited oscillation circuit are shown in Figure 1,
where U1, U2, and U3 are the non-gates, R1 is the com-
pensation resistance, and the value of R1 is generally about
10 times that of R2. R2 and C1 constitute the RC self-excited
oscillation circuit. If U2 outputs a high level, since the voltage
at both ends of capacitor C1 cannot change abruptly, U1 input
is also high level, and U1 output is low level. At this time,
we ensure that the U2 output pulse is high level. With the
charging of C1, the input voltage of the non-gate U1 drops.
When the voltage drops to the off voltage of the non-gate,
U1 outputs a high level and U2 outputs a low level. We then
reverse charge C1, and when the voltage rises to make U1
output a high level, U2 outputs a low level. This process
will continue to cycle, thus generating a square wave. The
non-gate U3 plays a buffering role in the circuit, enhancing
the circuit’s driving load capacity, and improving the driving
clock signal for the back-end circuit.

The charge-discharge time constant of capacitor C1 and
resistor R2 is:

τ = R2C1 (1)

The first transient stable state time of the capacitor C1
charging is:

T1 = τ ln
VCC

VCC − VTH
= τ ln 2 ≈ 0.7τ (2)

In equation (2), VCC is the power supply of the gate circuit,
and VTH is the threshold voltage for the level inversion of the
gate circuit. Typically, the VTH is half the supply voltage VCC .

The second transient stable state time of the capacitor C1
discharging is:

T2 = τ ln
VCC
VTH

= τ ln 2 ≈ 0.7τ (3)

FIGURE 1. Low-frequency clock signal generation circuit. (a) Schematic
circuit diagram. (b) Signal sequence diagram.

FIGURE 2. System block diagram of the true random number generator.

Finally, the capacitor charging and discharging cycle can
be obtained as follows:

T = T1 + T2 = 1.4τ (4)

B. PRINCIPLE OF TRUE RANDOM NUMBER GENERATION
The functional block diagram of the true random number
generation system is shown in Figure 2. A high-frequency
oscillation source and a low-frequency oscillation source,
which are mutually independent, are connected to the FPGA,
and then the measurement module is used for sampling and
counting. The high-frequency clock fREF is used as the count-
ing clock to sample the cycle of the low-frequency clock
fTEST for measurement. The instability of fTEST causes the
measured cycle TTEST value to show the characteristics of
random numbers. Since the noise source of the low-frequency
clock jitter comes from the external white noise, the values of
TTEST show a Gaussian distribution, that is, this system can
directly obtain the true random numbers with the characteris-
tics of Gaussian distribution. The random number generation
module is used to process the original data output by the
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FIGURE 3. Measurement module. (a) Functional block diagram.
(b) Measurement sequence diagram.

measurementmodule, and finally, output true randomnumber
sequences for other electronic systems.

The functional circuit block diagram and the signal
sequence diagram of the measurement module are shown in
Figure 3. The circuit consists of an asynchronous 2-frequency
division (Asy 2-F Div) module and a counter module. Among
them, we used the asynchronous 2-frequency divider module
to divide the measured low-frequency signal fTEST into two
frequencies to obtain the two-frequency division signal fDIV .
The counter measured the pulse width of fDIV to obtain the
cycle of the signal fTEST . In Figure 3(b), TTEST is the cycle of
the measured low-frequency clock signal, and tD is the jitter
range of the measured low-frequency clock signal. When the
rising edge of the two-frequency division signal fDIV comes,
the counter module starts counting, and stops counting when
the falling edge of fDIV comes. The cycle range of the mea-
sured low-frequency clock signal is:

Tµ −
tD
2

≤ T ≤ Tµ +
tD
2

(5)

where Tµ is the expected value of the fTEST signal cycle.
In practical applications, the random number generator needs
to generate different types of random numbers according to
the different requirements of the system.

The system in Figure 2 can only generate true random
numbers subject to the Gaussian distribution. In order to be
applicable to electronic systems with different requirements,
it is also necessary to obtain true random number generators
subject to other distribution characteristics. Therefore, a low-
frequency clock generator is added on the basis of Figure 2
to realize a true random number generator subject to the
Gaussian distribution, uniform distribution, 0-1 distribution,
and binomial distribution.

FIGURE 4. Principle block diagram of the true random number generator
subject to multiple distribution characteristics.

C. REALIZATION OF TRUE RANDOM NUMBERS BASED ON
MULTIPLE RANDOM DISTRIBUTIONS
As shown in Figure 4, in order to realize a random
number generator with multiple distribution characteristics,
we needed to add an RC multivibrator circuit to the random
number generator we designed. The two low-frequency sig-
nals fA and fB are measured by two counting and sampling
modules at the same time to obtain two sets of independent
random number sequences XA and XB. These two random
numbers are simultaneously fed into the random number
generator module for processing operation, and finally, the
random sequence Z with specific distribution characteristics
is output.

The two random number sequences XA and XB obtained
by the measurement module obey the Gaussian distribution,
and the random number sequences ZGA and ZGB with the
expectation of 0 and the standard deviation of 1 are obtained
through the standardization transformation in the random
number generator of the FPGA. The transformation formula
is obtained according to equation (6).{

ZGA = (XA − µA)
/
σA

ZGB = (XB − µB)
/
σB

(6)

whereµA andµB are themathematical expectations ofXA and
XB, respectively, and σA and σB are the standard deviations
of XA and XB, respectively. The expectation and standard
deviation are calculated in the random number generator by
equation (7). 

µ =
1
N

N−1∑
j=0

X (j)

σ =

√
1
N

N−1∑
j=0

[X (j) − µ]2
(7)

We can choose ZGA and ZGB as standardGaussian distribution
data sequences to be output as random numbers.

The uniformly distributed random number sequence can be
obtained by processing two mutually independent Gaussian
distributed random number sequences. According to the Box-
Muller transformation, the relationship between uniform dis-
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FIGURE 5. The internal structure of the random number generator module.

tribution and Gaussian distribution is given by [34] and [35]:{
ZGA = cos(2πZUA)

√
−2 lnZUB

ZGB = sin(2πZUA)
√

−2 lnZUB
(8)

According to equation (8), the relationship between uniform
distribution and Gaussian distribution can be obtained:

ZU =
1
2π

arctan
(
ZGB
ZGA

)
(9)

That is, by measuring two random number sequences that
obey the Gaussian distribution, we can calculate the required
uniformly distributed random number sequence through
equation (9). Since the trigonometric function cannot be
directly calculated in the FPGA, we use the CORDIC (Coor-
dinate Rotation Digital Computer) algorithm for trigonomet-
ric calculation. The CORDIC algorithm uses addition and
subtraction shifts to convert them into vectors for iterative
calculation. This algorithm has a high utilization rate of hard-
ware resources and is easy to implement [35].

Next, we need to get a random number sequence with
a 0-1 distribution, which is a special form of the binomial
distribution, also known as the Bernoulli distribution. In the
actual system implementation, we compare the uniformly
distributed random numbers with a specific value and output
the random number greater than that value as 1, and otherwise
it is 0. The specific value is composed of the average of
N uniformly distributed random numbers in a group. In the
experiment, we took N = 3000. According to equation (10),
the sequence of random numbers obeying the 0-1 distribution
can be obtained.

Z0−1 =


1, ZU ≥

1
N

N−1∑
j=0

ZU (j)

0, ZU < 1
N

N−1∑
j=0

ZU (j)
(10)

If in the Bernoulli experiment repeated n times, the proba-
bility of the event occurrence is set as P, and X represents the
number of times of occurrence probability of event A, then
the distribution probability density of the random variable X
is a binomial distribution. In the system design, we record the

FIGURE 6. Random distribution conversion module. (a) Gaussian to
uniform distribution module. (b) Uniform to 0-1 distribution module.
(c) 0-1 to binomial distribution module.

result of 0 in the 0-1 distribution as event A and calculate the
probability, and finally generate the corresponding binomial
distribution random numbers. The 0-1 distribution can be
used to calculate the random number sequence obeying the
binomial distribution.

Figure 5 shows the internal structure of the random number
generation module. XA and XB are two independent ran-
dom number sequences directly sampled by the measurement
module, which obey the Gaussian distribution. XA and XB are
sent into the Gaussian distribution standardization module
and converted into the standard Gaussian distribution ran-

VOLUME 11, 2023 81757



G. Su et al.: Method for Generating True Random Numbers With Multiple Distribution Characteristics

FIGURE 7. The hardware system of the true random number generator obeying multiple distribution characteristics.

FIGURE 8. Clock signal test. (a) High-frequency reference clock signal f REF . (b) Low-frequency clock signal f A. (c) Low-frequency clock signal f B.

dom number sequence ZGA and ZGB with an expectation of
0 and a standard deviation of 1. ZGA and ZGB are sent into
the Gaussian distribution to a uniform distribution module
and converted into the uniform distribution random number
sequence ZU . Then, ZU is sent into the uniform distribution
to the 0-1 distribution module to obtain the 0-1 distribution
random number sequence Z0−1, and Z0−1 is sent into the 0-
1 distribution to the binomial distribution module to obtain
the binomial distribution random number sequence ZB. After
the above conversion, the random number sequences with
the four distribution characteristics of ZG, ZU , Z0−1, and ZB
can be obtained. Finally, the four random number sequences
are sent to the multiplexer for selection and output, and the
random number sequences with different distribution char-
acteristics can be obtained. The random number sequences
with other distribution characteristics can be further realized
by constructing conversion modules inside the FPGA.

Figure 6 shows the implementation methods of several ran-
dom distribution con-version modules in FPGA. Figure 6(a)
shows the internal structure of the Gaussian distribution to
the uniform distribution module. The module is composed
of a data buffer, a CORDIC arctangent module, and a data
processing module. The data buffer simultaneously collects
two random numbers x and y of Gaussian distribution, sends
them to the CORDIC arctangent module to calculate the arc-
tangent value of x/y, and the data conversion module outputs

the arctangent value after normalization processing to obtain
a random variable subject to the uniform distribution.

Figure 6 (b) shows the internal structure of the uniform
distribution to the 0-1 distribution module. The dual port
random access memory (RAM) has 3000× 24bits data space,
the write controller module continuously stores 3000 random
variables subject to a uniform distribution in RAM. The read
controller module reads out 3000 random variables in RAM
in turn and sends them to the accumulator for summation. The
accumulator obtains the average value of these 3000 random
numbers and compares this average value with the current
input data. If the current data is greater than the average value,
the output of the comparator is 1, otherwise, 0, the output
data of the comparator is a random variable subject to the 0-
1 distribution. The state machine in the module controls the
working sequence of each sub-module.

Figure 6(c) shows the internal structure of the 0-1 distribu-
tion to the binomial distribution module. The module consists
of a data discriminator, a data counter, and a data processor.
The data counter records the number of input data, the data
discriminator judges whether the current data is 1 or 0, and the
data processor records the number of 1 and accumulates the
number of occurrences of 1, When the counter counts to 30,
the value of 1 in the 30 data output by the data processor is the
binomial distribution random number obtained by repeating
30 independent Bernoulli experiments. By changing the max-
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FIGURE 9. The histogram of random numbers obeying the Gaussian
distribution. (a) Measurement data XA of low-frequency clock A.
(b) Measurement data XB of low-frequency clock B.

imum count value of the counter, the binomial distribution
random number obtained from other repeated independent
Bernoulli tests can be obtained.

III. EXPERIMENT AND DATA ANALYSIS
The hardware system is the platform to verify the feasibility
of our method. For this reason, we have built the hard-
ware system required for experimental verification, as shown
in Figure 7. The FPGA model used in this system is the
Cyclone IV, EP4CE40F23C8 chip from Altera Corpora-
tion (now acquired by Intel Corporation). The non-gate
chip used to form the low-frequency RC oscillation cir-
cuit is a single non-gate chip SN74LVC1G04 from Texas
Instruments (TI). The high-frequency crystal oscillator is a
temperature-compensated crystal oscillator with a frequency
of 50 MHz and a jitter of 0.1 PPM. The random number
sequences with different distribution characteristics can be
switched through the keys on the printed circuit board (PCB)
and then displayed on the nixie tube.

We can observe the waveform of the oscillator and the
distribution range of signal frequency jitter through the
oscilloscope. Figure 8 shows the signal waveforms of the
high-frequency clock signal fREF , the low-frequency clock
signals fA and fB, and the histogram distribution of five hun-
dred thousand of signal cycle tests. From Figure 8, we can
observe that the actual frequencies of the signals fA and fB
are 7.94 kHz and 8.44 kHz, respectively. The signal with
these frequencies can reduce the flicker noise of the circuit
and its interference with the system [36]. From the histogram
distribution of fA and fB cycles, it can be seen that the standard

FIGURE 10. NIST SP 800-22 test of two random numbers with Gaussian
distribution.

FIGURE 11. Probability distribution diagram of other random numbers.
(a) Uniform distribution. (b) 0-1 distribution. (c) Binomial distribution.

deviation of the cycles is σ = 660 ns, and the jitter range
is 3σ , which is about 2 µs. Among them, the probability
of the low frequency signal value distributed in the interval
range (µ - 3σ , µ + 3σ ) is 99.74%. The standard deviation of
the high-frequency signal fREF is 16ps, which is very stable,
and the jitter range is about 50ps. The jitter ranges of the
low-frequency signals are far greater than the clock cycle of
the high-frequency signal, so the system meets the design
requirements of measurement.
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TABLE 1. Low-frequency clock signal parameters.

Next, we extracted the measured data and measured
3000 random numbers out-put by the oscillation circuits A
and B. Figure 9 shows the random number distribution of the
signals fA and fB. It can be seen that these two signals obey
the Gaussian distribution and are completely consistent with
the distribution characteristics measured in Figures 8 (b) and
(c). The periods of the signals fA and fB are about 120µs. The
cycle of the counting clock is 20 ns, and the measured value
is about 6000. With conservative processing, we subtracted
4500 to get the final data. The expectation of the final data is
about 1500, and the standard deviation is about 270. Table 1
shows the expectation and standard deviation of these two
groups of Gaussian distributed random numbers.

To test the performance indicators of random numbers,
we use NIST SP800-22 statistical test package [28], [37] to
test the random numbers generated by two RC oscillators
A and B. Set the size of each group of data to be tested
as 1Mbit, then select 15 test indicators for testing, set the
number of groups m = 20, and select the confidence level
α = 0.01. The test results are shown in Figure 10, which
shows the histogram of P-value values of all test items of
NIST SP800-22. The data to be tested passed all test items
of NIST SP800-22, with good random performance.

In order to further verify the random number sequence
obeying other distribution characteristics, we also con-
ducted the signal tests of uniform distribution and 0-1
distribution, and the test results are shown in Figure 11.
The distribution of uniformly dis-tributed random numbers
is shown in Figure 11 (a). According to the calculation
method of equation (9), we converted the data measured in
Figure 8 into uniformly distributed random data in the FPGA.
The probability distribution of the random data is about
-0.25–+0.25.

We continued to generate 0-1 distributed random data on
the basis of uniform distribution, and the calculation method
is according to equation (10). In this experiment, we deter-
mined the part less than or equal to 0 as 0, and the part greater
than 0 as 1. The result is shown in Figure 11(b).

The binomial distribution is the Bernoulli trial repeated n
times independently. In each trial, there are only two possible
results, and the occurrence of the two results is opposite and
independent of each other, independent of the results of other
trials. The probability of the occurrence of the event remains
unchanged in each independent tri-al. Then this series of
trials is called the n-fold Bernoulli experiment. When the
number of trials is 1, the binomial distribution follows the

0-1 distribution. We continued to use the 0-1 distribution to
generate the binomial distribution. We took 30 random num-
bers subject to the 0-1 distribution for testing. The number
of occurrences of event 1 was counted as the random number
output by the binomial distribution. 3000 random numbers
subject to the 0-1 distribution can be divided into 100 groups
according to a group of 30, that is, 100 random numbers sub-
ject to the binomial distribution can be output. Figure 11(c)
is the histogram of the distribution of 100 random numbers
subject to the binomial distribution, and the envelope is the
binomial distribution obtained by repeating 30 independent
Bernoulli trials.

IV. CONCLUSION
In this paper, a method for generating true random numbers
based on two RC oscillation circuits with FPGA design and
obeying multiple distribution characteristics is proposed. The
system uses the FPGA and RC oscillation circuits to realize
random number sequences that can generate multiple distri-
bution characteristics. We have carried out a series of data
testing experiments with the system, and the experimental
results show that the system can output random number
sequences that obey Gaussian distribution, uniform distribu-
tion, 0-1 distribution, and binomial distribution. The system
structure is simple, reliable, easy to implement, and low-cost,
and can stably and reliably generate high-quality random
number sequences. In addition, the system can provide true
random number data sources for electronic systems in the
field of automatic control and AI.
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