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ABSTRACT Consider a wireless federated learning (WFL) systemwhere the edge devices (EDs) performing
local training are closely located in a cluster, such that in addition to their private model updates, a locally
common (a.k.a. consensus) model can be computed or selected at each cycle of the learning process. For
such a clustered WFL (CWFL) paradigm, we design an uplink (UL) radio access scheme based on the
rate splitting multiple access (RSMA) architecture, which is shown not only to significantly reduce the
latency of WFL in comparison to systems employing time-domain multiple access (TDMA) and non-
orthogonal multiple access (NOMA), but also to be more energy efficient, reaching a lower latency with less
power than the latter alternatives. To that end, we exploit the cluster-wide consensus model as the common
message used to construct the common component of the RSMA scheme and build an optimization problem
aimed at minimizing the latency of each CWFL round by means of optimally allocating the corresponding
computation times and uplink transmission durations of each ED, taking into account constraints such
as energy consumption, data rates and computational capabilities of each ED. By adequately setting a
system parameter referred to as the rate-splitting factor, the formulation also applies to systems employing
conventional TDMA or NOMA methods, such that the proposed technique can be seen as a generalization
of those approaches, in the context of CWFL schemes. Simulation results on the proposed RSMA-interfaced
UL scheme for CWFL are given, both with and without the incorporation of optimal NOMA decoding at
the base station (BS), the first of which is found to yield only a mild improvement over the latter, indicating
that the proposed approach is in fact the key factor in the overall latency reduction achieved.

INDEX TERMS Wireless federated learning, rate splitting multiple access, clustered networks, delay
minimization, convex optimization.

I. INTRODUCTION
As 5G systems evolve and the fundamentals of future 6G
systems develop, so do potential applications which include
a diverse use of Internet-of-Things (IoT) devices in areas
such as healthcare [1], self-driving vehicles [2] and Industry
4.0 [3], where it has recently sparkled great interest in the
so-called Ambient IoT concept [4]. Given the fact that many
of such applications require learning processes over massive
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amounts of data, often of a sensitive nature, WFL [5] has
continuously gained popularity in the last years as an enabling
technology that combines the advantages of machine learn-
ing with the scalability of wireless systems and the privacy
preservation feature of the federated approach.

Indeed, conventionalmachine learning (ML) schemes rely-
ing on distributed data sources are such that learned models
are trainedwith data collected by various EDs and transmitted
to a central processing unit (CPU), typically under a request,
prediction and feedback protocol [6]. A clear drawback of
such an approach is the lack of privacy, since the data of EDs
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is fully exposed, at least to the CPU. Federated learning (FL)
schemes, first proposed in [7], resolve this issue by training
local versions of the learned model privately at individual
EDs, which are then transmitted to the CPU for aggregation
into the global model. Since in the FL approach the infor-
mation exchanged between the EDs and the CPU consists of
‘‘machine data’’ (e.g., neural network parameters), privacy is
less of a concern.

Besides improving privacy, it has been in fact shown [1],
[2], [3] that FL also tends to build smarter models with less
latency and lower power consumption compared to central-
ized architectures.

Wireless federated learning [8] is a variation of FL in
which the EDs are connected to the CPU via wireless links,
with advantages in flexibility and ease of implementation,
since EDs no longer need be physically tethered to the CPU,
making the approach ideal for IoT applications. But WFL
itself is not without its own challenges, two of which are
the convergence time of the model given heterogeneous com-
putational capabilities at EDs [5], and the need to optimize
transmit powers due to the variable link quality between EDs
and the BS to which the CPU is connected [9].
In order to address these issues, work on wireless inter-

faces designed specifically to WFL schemes has started to
appear in the wireless literature [10], [11]. To cite a few
recent contributions in this area, a PHY-layer scheme utilizing
intelligent reflecting surfaces (RIS) for the minimization of
latency ofWFL systems was proposed in [12]. Working at the
interface ofMAC and PHY layers, a NOMA scheme forWFL
was proposed in [13], where a compute-then-transmit (CT)
transmission model was integrated to the access protocol
in order to quantify and optimize the impact of dynamic
and fixed decoding orders onto the convergence and energy
consumption of the WFL system. Finally, the challenges in
minimizing the latency of WFL systems was addressed from
a network layer perspective in [14], where a 3-layer hierar-
chical architecture making use of edge servers was proposed.

One aspect of the WFL approach that has not been well
exploited, however, is that in many cases EDs are sufficiently
close to each other that they can be treated as a cluster [15],
[16], [17], giving way to the concept of CWFL. Indeed,
advantages of clusterization in FL schemes have already been
thoroughly studied and demonstrated from a machine learn-
ing viewpoint [18], [19], [20], but approaches that also take
advantage clusterization in the design of wireless interfaces
for WFL in particular have not been sufficiently investi-
gated. An inspiring example is the work done in [21], where
the usage of TDMA-based cell free massive MIMO (CF-
mMIMO) for CWFL was considered, and the performance
of the scheme as a function of the clusterization of EDs was
optimized.

Inspired by the aforementioned line of work, we con-
sider in this paper a RSMA UL interface [22], [23], [24]
to connect the EDs to the CPU in CWFL systems. Origi-
nally designed for downlink (DL) transmission, RSMA is

considered a promising access scheme for sixth-generation
(6G) systems, due to its various demonstrated advantages
compared to conventional schemes such as space division
multiple access (SDMA) and NOMA, which include higher
energy efficiency due to lower overhead requirements [25],
robustness to imperfect channel state information (CSI) at
both transmitter and receiver [26], and fairness in terms of
minimum-rate-to-total-throughput [27].
In its original DL setting, RSMA works in such a manner

that messages to be sent from a multi-antenna BS to a group
of users are split into a codeword common to all messages
and thus broadcasted to all users, and private codewords
transmitted to each user via beamforming. Each user then
combines the common and private messages it received in
order to extract its original intended message.

Details on the construction of common and private mes-
sages for transmission, as well as their combination at the
receivers are beyond the scope of this article and can be
found in the abundant RSMA literature, and a description
of an implementation on universal software-defined radio
platforms (USRPs) can also be found in [28]. In the context of
this article, it is sufficient to observe that in order for RSMA
to be employed, some information common to all users must
be at hand, which is indeed the case in a CWFL system
where EDs are locally clustered and thus can exchange short
messages among them in a device-to-device (D2D) fashion.

Under such a paradigm, we then propose a mechanism to
optimize – while taking into account local constraints – the
time and power allocated to each ED at both the computation
and the uplink transmission processes, so as to minimize
the learning convergence latency of CWFL schemes with
RSMA uplink interfaces. The proposed method includes
a variation where the BS decodes the messages from the
EDs following a NOMA multi-user interference suppression
architecture, such that in a sense, the new method general-
izes NOMA-based WFL schemes, in the context of CWFL
systems.

Since the problem formulated as briefly described above
is not convex, we further contribute with a convexized
relaxation of the latter, obtained via fractional programming
(FP) [29], [30], which can then be solved efficiently. The
results reveal a strong potential of RSMA as a mechanism
to accelerate CWFL.

II. PRELIMINARIES
A. SYSTEM MODEL OF CONVENTIONAL WFL
Consider a multi-user (MU) single-input single-output
(SISO) system, where a numberM of sparsely-located single-
antenna EDs indexed by m ∈ M = {1, . . . ,M} perform
WFL under the service of a single-antenna BS, also referred
to as the server or the CPU.

Conventional WFL schemes [2], [5] such as this, operate
as illustrated in Figure 1, where the main steps of an i-th cycle
of such a system can be briefly described as follows:
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FIGURE 1. Illustration of a conventional WFL system.

• First, a CPU connected to a BS broadcasts,1 to all M
EDs in its surroundings, the information corresponding
to the latest update L(i) of a given learning model L.

• Each of the various EDs then proceeds to train the
received model using private data, such that after a delay
τ
(i)
m , a generic m-th device obtains a locally updated
model L(i)

m .
• Next, the EDs upload their locally trained models back
to the BS through a multi-access UL wireless interface,
such as for instance the TDMA-based approach pro-
posed in [21], or the NOMA-based approach of [13],
to cite two specific state-of-the-art (SotA) methods.

• Finally, the uploaded locally-trained models L(i)
m are

combined at the CPU into the updated model L(i+1),
which is then transmitted to the EDs in the next cycle.

Notice that the DL transmission time t (i)m:DL required to
covey the model L(i) to each m-th ED, depends on the condi-
tion (rate) of the channel hm between the BS and them-th ED,
and therefore can be substantially different from one ED to
another. Consequently, if not optimized, the DL transmission
times t (i)m:DL are all distinct, which in turn implies that each
ED starts its local training of the modelL(i) at different times.
In addition, since the EDs have different computational capa-
bilities, again if not optimized, the training periods (delays)
τ
(i)
m are also distinct, such that each EDwill be ready to upload
its locally trained model L(i)

m at different times. Given that
most efficient in-band wireless multi-access UL schemes are
synchronous, the latter results in undesirable delays in the
over all WFL process.

To illustrate the problem, we depict in Figure 2 a full cycle
of both an unoptimized and an optimized WFL processes.
For the sake of this particular illustration, it is assumed
that the starting time of wireless transmission must be the
same for all devices2. In the case of an unoptimized scheme,

1We consider in the article that the links between BS and EDs are SISO.
An extension to the multiple-input multiple-output (MIMO) case will be
addressed in a follow-up work.

2This assumption is made here merely for illustrative purposes, but
in practice this would for example correspond to a transmission scheme
employing a rateless code [31].

FIGURE 2. Illustration of one cycle of WFL processes with unoptimized
(a) and optimized (b) air interfaces and local training delays.

as depicted in Figure 2(a), EDs which completed the receiv-
ing and local updating of the model earlier, either due to
a fast DL channel (e.g. first ED, in blue) or due to a high
computation capability (e.g. second ED, in orange) must
wait until the slowest ED (e.g. M -th ED, in green) is ready.
Similarly, also during the UL, the CPU must wait until all
locally updated models L(i)

m are received in order to process
them into the next globally update model L(i+1) can be
computed.

In contrast to the latter, in an optimized CWFL scheme,
as depicted in Figure 2(b), the DL transmission time and the
local model training times are optimized so as to synchronize
the EDs for UL transmission, and the transmit powers used by
each ED are adjusted according to an RSMA interface such
that the UL transmission is optimized. Thanks to the opti-
mization of the transmit powers (with corresponding impact
onto the transmission times tm:DL and tm:UL) and processing
clock rates (with corresponding impact onto the process-
ing delays τm), undesired idleness at each cycle of the FL
process can be minimized, resulting in faster performance.
Excellent examples of techniques to achieve the latter are the
NOMA-based approach of [13] and the TDMA-based
CF-mMIMO was considered in [21].
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FIGURE 3. Illustration of the proposed CWFL system, where: a) the CPU
broadcasts the model L(i ) to a cluster of EDs; which b) is trained
privately at each ED into L(i )

m ; amongst which c) one is selected a locally
common model L(i )

c ; all of which d) uploaded to the server via an RSMA
interface.

FIGURE 4. One cycle of the proposed CWFL process, from the perspective
of the m-th ED, with corresponding times and delays.

B. SYSTEM MODEL OF CLUSTERED WFL
Unlike the model of Section II-A consider that the MU SISO
system is as illustrated in Fig. 3, such that the WFL process
is performed over a cluster of co-located M single-antenna
EDs, under the service of the single-antenna BS/CPU.

As further illustrated in Fig. 4, each i-th cycle of the
clustered WFL process starts with the DL broadcasting of
the FL model L(i) from the CPU to the EDs, which then
independently train the model with their own private data,
obtaining the locally-updated models L(i)

m , as usual.
A first distinction between a CWFL system and a con-

ventional WFL scheme is, however, that after all other EDs
finish their own local training, a locally common model L(i)

c
is elected among all local models L(i)

m=1,··· ,M of the cluster,

relying on the fact that D2D communication can be performed
among EDs fast and efficiently.

Another important distinction between the CWFL system
here proposed and other CWFL methods is, furthermore,
that during the upload step each m-th ED transmits infor-
mation both on the elected locally common model L(i)

c and
its own private model L(i)

m , in the forms of the common
and private components of an RSMA signal, respectively.
Thanks to this approach, the CWFL method not only benefits
from advantages of clusterization within the leaning process
itself [18], [19], [20], but also from the higher spectral effi-
ciency of RSMA schemes compared to other multi-access
methods [22], [23], [24].

With respect to the latter statement, it must be emphasized
that since in general different independent users simultane-
ously accessing a common BS usually do not share common
information, is in fact originally envisioned not for UL but
for DL transmissions. In the case of CWFL, however, such
common information can be readily obtained in the form of
the locally common, as briefly explained above. Details on
the election mechanism and the RSMA wireless interface
required to that end are described in the sequel, and are
integral parts of the original contribution of the article.

After the UL transmission of all common and private mod-
els to the BS, the CPU finally updates the global model and
a new cycle can start. Again, here it is worth emphasizing
that in order to optimize the system, the idle times depicted
in Figure 4 must be eliminated, which in turn requires the
optimization of the transmission rates of the DL and UL
transmissions to/from each ED, as well as the local training
delays (i.e. processing clocks) of each ED. The mechanism
to achieve these goals are also part of our contribution, and
are described in detail in the next section.

III. PROPOSED RSMA-INTERFACED CWFL SCHEME
A. RSMA TRANSMISSION MODEL
In view of the CWFLmodel described above, and referring to
the DL-RSMA signal design described in [22], [23], and [24],
where the transmit signal consists of a message component
common to all EDs, and message components private to each
ED,3 the UL transmit signal xm corresponding to them-th ED
can be described as

xm =

precoded common message corresponding to
information on the locally common model︷ ︸︸ ︷

pc,msc + pp,msp,m︸ ︷︷ ︸
precoded private message corresponding to

local estimate of the model

∈ C, (1)

where pc,m ∈ C and pp,m ∈ C are the complex precoders
employed by them-th ED to its common and privatemessages
components, respectively, while sc ∈ Sc and sp,m ∈ Sp
are the corresponding common and private RSMA transmit

3Notice that the encoding of the private messages sp,m is carried out in
knowledge of (that is, excluding) the common message sc, such that there is
no redundancy in the pairs (sc, sp,m).
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symbols, selected from capacity-achieving complex-valued
constellations of unit average power.

In light of equation (1), the transmit signal vector collect-
ing the signals transmitted simultaneously by all EDs in the
cluster can be compactly described as

x ≜

 x1
...

xM

 = pcsc + pp ⊙ sp ∈ CM×1, (2)

where the vectors pc ≜ [pc,1, . . . , pc,M ]T ∈ CM×1

and pp ≜ [pp,1, . . . , pp,M ]T ∈ CM×1 carry the scalar4

complex precoders applied by each ED to the common
and private message components, respectively, while sp ≜
[sp,1, . . . , sp,M ]T ∈ CM×1 is the vector of private symbols.

It follows that the UL signal received at the BS is given by

y = hHx + n ∈ C, (3)

where h ∈ CM×1 is the channel vector with elements hm ≜
gmd−2

m , with gm ∼ CN (0, 1) denoting the small scale fading
component and dm denoting the distance (in meters) of the
path between the m-th ED and the BS, respectively; and n ∼

CN (0,N0) is the narrowband additive white Gaussian noise
(AWGN) at the BS, with power spectral density (i.e., variance
per Hz) given by N0.
In light of equations (2) and (3), the signal-to-interference-

and-noise ratio (SINR) corresponding to the common mes-
sage at the BS is given by

γc =
|hHpc|2∑

m∈M |hmpp,m|2 + BN0
, (4)

where we emphasize that the simultaneous transmission of
the same common message sc by all EDs resembles a classic
distributed beamforming scheme [32].

Assuming that due the gain of the distributed beamform-
ing over the common message is sufficiently high for the
common message component sc to be perfectly recovered
and removed from the received signal via interference can-
cellation (IC) techniques [22], the SINR corresponding to the
private message from the m-th ED can then be modeled as

γp,m =
|hmpp,m|

2∑
i∈M,i̸=m |hipp,i|2 + BN0

. (5)

Notice that similarly to the above, NOMA-based succes-
sive interference cancellation (SIC) can also be incorporated
into the proposed UL-RSMA system, in contrast to usual
DL-RSMA where the EDs can only estimate the common
message. To that end, taking into account that the total
number of possible decoding orders scales combinatorially
with M , and that it has been established that the optimal
decoding order in single-cell NOMA is independent of power
allocation [33], we consider the standard ‘‘greedy’’ decoding
order based on the channel gains, where the ED with largest

4The MIMO case incorporating transmit (TX) and receive (RX) beam-
forming will be considered in a follow-up work.

channel gain has the highest decoding priority. In addition,
it is assumed for convenience and without loss of generality
that the ED indices are ordered with respect to the decoding
order, such that ED 1 is decoded first, and ED M is decoded
last.

In light of the above, the SINR of the private message of
the m-th ED is given by

γ NOMA
p,m =

|hmpp,m|
2∑M

i=m+1 |hipp,i|2 + BN0
, (6)

where the difference from equation (5) is that the interference
term in the denominator contains only the interference due to
the remaining messages according to the decoding order.

With basis on the latter SINR expressions, the corre-
sponding rates for the common and private messages are
respectively given by

Rc = log2(1 + γc), (7)

Rp,m = log2(1 + γp,m), (8)

with the total rate R of the RSMA system given by

R = Rc +

∑
m∈M

Rp,m. (9)

B. TIME CONSUMPTION MODELS
Referring to Fig. 4, and following related literature [10],
[11], [12], [13], in this subsection we shall quantify the
time consumed during each step of one cycle of the pro-
posed RSMA-interfaced CWFL scheme. To that end, we first
highlight the slight notational and nomenclature distinction
generally employed hereafter, between time costs related to
the communication of information among devices, referred
to as transmission times and denoted by the letter t; and time
costs associated with computing tasks, referred to as delays
and denoted by the letter τ .

1) DOWNLINK TRANSMISSION TIME
Adhering to the aforementioned notation and nomenclature,
as per Fig. 4, the first time cost associated with an i-th CWFL
cycle is the DL transmission time t (i)m:DL required by the BS to
convey the model L(i) to the m-th ED in the cluster.
Assuming the transmit power of the BS to be sufficiently

high such that the DL channels have rates far superior to those
of UL channels [11], it can be considered that t (i)m:DL reduces
fundamentally to the propagation delay from the BS to the
ED, which can therefore be described as

t (i)m:DL ≈
dm
c

≈ ϵm ≪ t (i)m:UL, ∀ m ∈ M, (10)

where c is the speed of light and ϵm is the distinct propagation
delay for user m, assumed to be much smaller5 that the UL
transmission time.

5While much smaller than the UL times, DL times cannot be considered
to be synchronous without violating the water-filling principle, such that
the minimization of round delays is a fundamentally coupled optimization
problem, as described latter in Section IV.
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2) LOCAL MODEL UPDATING TIME
Next, consider the computation delay τ

(i)
m associated with

the m-th ED training the model L(i) with local information
in order to obtain the local model L(i)

m . Following [13], and
assuming that the local training at the m-th ED is based on
a dataset of size Dm bits, processed with processor of cycle
frequency fm bits per cycle, and requiring altogether km cycles
to converge, we have

τ (i)m =
kmDm
fm

, (11)

where we may emphasize two assumptions employed by the
model, namely, that the computational performance of the
m-th ED is assumed constant across multiple cycles, such
that the superscript (i) can be omitted; and that devices have
heterogeneous computational capabilities.6

Notice that under the assumption that each ED has a max-
imum cycle frequency fm ≤ f max

m , a lower bound τmin
m of the

computational delay may be obtained as

τmin
m ≜ max

m∈M

(kmDm
f max
m

)
, (12)

from which we readily obtain

τ (i)m ≥ τmin
m , ∀ m. (13)

3) LOCALLY COMMON MODEL ELECTION TIME
In principle, the locally commonmodelL(i)

c could be obtained
via any number of distributed consensus algorithms [34],
including blockchain-based approaches recently proposed
for the FL problem itself [35]. It is well-known, however,
that the time and delay associated with obtaining distributed
ledger-type local consensus can be very large [36]. We there-
fore discard such alternatives and consider instead the much
simpler and fast alternative of electing one of the local private
models L(i)

m as the locally common model L(i)
c , taking into

account that: a) in the context ofWFL, the optimal integration
of the local models {L(i)

m } is best performed by the CPU; and
b) electing one of the local modelsL(i)

m asL(i)
c eliminates costs

in computing L(i)
c , such that we have

τ (i)c = 0. (14)

This leaves us with the task of designing a mechanism to
elect7 the locally common model L(i)

c among all available
local private models L(i)

m . One alternative to that end is to
simply employ a round-robin (RR) scheduling mechanism,
whereby the private model of each of the M EDs is selected
sequentially, which can be described mathematically as set-
ting L(i)

1+mod(i−1,M ) → L(i)
c .

In that case, suffice it that at each i-th FL cycle, the (1 +

mod(i − 1,M ))-th ED locally broadcasts its private model

6Notice that heterogeneous computational capabilities may arise even
among devices with identical hardware, due to differences in state variables
such as stored energy and memory occupancy.

7The problem relates closely to the problem of opportunistic relay selec-
tion, for which a rich literature also exists [37], [38], [39] that demonstrate
that fast mechanisms with little feedback information can be designed.

to the cluster, such that under the assumption that EDs are
sufficiently closely located for the D2D channels to have
much higher capacity than the UL channels, implies that

t (i)c ≈ 0. (15)

Possibly improved variations of the above mechanism can
obviously obtained by optimizing the RR scheduling at the
CPU itself, based for instance on the contributions of each of
the local models in determining the central model at previous
WFL cycles. That may have the potential advantage of yield-
ing faster convergence of the WFL process as a whole, if for
instance the RR scheduling is optimized to prioritize local
models based on their extrinsic information that contribute to
consensus carried out at the CPU.

Finally, an alternative to the RR-based election of L(i)
c is a

game-theoretical selection mechanism inspired by the Dutch
auction (DA) protocol [40]. In a Dutch auction, the asked
price starts high and is slowly lowered until taken by a bidder.

It is well known that under properly designed ‘‘pricing’’,
DAs achieve extremely fast closure with minimal signal-
ing [41], and that the mechanism can be implemented for
the efficient and fully-distributed selection of nodes in ad-hoc
networks [42] by taking for ‘‘price’’ any parameter indepen-
dently obtainable at the devices, such as CSI, received signal
strength indicator (RSSI), etc.

In an unoptimized WFL scheme, where the DL transmis-
sion times t (i)m:DL from the BS to each ED, as well as the
processing delays τ

(i)
m required for the local model update are

not synchronized, a simple ‘‘price’’ to consider is the quantity
t (i)m:DL+τ

(i)
m . In other words, in this case the DA amounts to an

‘‘early bird catches the worm’’ variation of the classic first-
come first-served (FCFS) protocol [43], in which the EDwith
the earliest ready-to-transmit time is the winner of the auction
and therefore simply broadcasts its own updated model to the
other EDs in the cluster, as the local common model.

In turn, in an optimized CWFL system, where the quantity
t (i)m:DL + τ

(i)
m is identical to all EDs, a more sensible ‘‘price’’

to base the DA on is the Hamming distances between the bit
encodings of the central model L(i) and those of the local pri-
vate models L(i)

m . In this case, it is shown in Appendix A that
the closure time of the DA is exponentially distributed, with
a decaying parameter directly proportional to the number of
bidders and inversely proportional to the similarity among
local models, which in turn implies that the average time of
closure of the DA-based election mechanism decreases with
the number of EDs in the cluster as well as with the similarity
among private models.8

All in all, based on the discussion above, we conclude that
both τ

(i)
c and t (i)c can be neglected compared to τ

(i)
m and t (i)m ,

which is considered next.

8The details of the cluster formation and operation is beyond the scope of
the article, and can be found in abundant literature, including [16], [17], [18],
[19], [20].
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4) UPLINK TRANSMISSION TIME
Next, let us turn our attention to the time consumed
by the cluster of EDs to transmit their local model updates
to the CPU. On that matter, let us start by emphasizing that
the signal transmission model described by equations (2) and
(3) imply that the UL signals’ periods and bandwidths of all
EDs must be identical. In other word, we must have

t (i)m:UL = t (i), ∀m ∈ M. (16)

Denoting therefore the bandwidth of the uplink channels
by B, and given the rates described by equations (7) and (8),
the total information that is conveyed by the cluster of EDs to
the CPU during UL transmission is given by

Z tot
= t (i)B

(
Rc +

∑
m∈M

Rp,m
)

= t (i)B log2(1 + γc)︸ ︷︷ ︸
information conveyed via sc

+

∑
m∈M

information conveyed via sp,m︷ ︸︸ ︷
t (i)B log2(1 +γp,m) .

(17)

Under the assumptions that a model update requires a
minimum amount of information denoted by Zmin, such that
Z tot

≥ Zmin, and that the portions of information conveyed
by the common and private messages are complementary,
equation (17) suggests, under the synchronicity of the trans-
mission system implied by equation (2), the following bounds
on the transmission time during the i-th UL step

t (i) ≥
ρZ tot

B log2(1 + γc)
(18)

t (i) ≥
(1 − ρ)Z tot

MB log2(1 + min{γp,m})
, (19)

where ρ is a rate-splitting factor that describes the portions of
information in Z tot corresponding to the common and private
components of the RSMA messages, respectively, such that

0 ≤ ρ ≤ 1. (20)

5) CENTRAL MODEL UPDATING DELAY
Finally, we address the delay τ

(i)
u associated with updating

the central model, which in fact can be ignored, under the
assumption that the CPU has much higher processing power
than the EDs in the cluster, such that we here set

τ (i)u ≈ 0. (21)

C. ENERGY CONSUMPTION MODELS
Next, let us address the energy consumption associated with
the proposed RSMA-interfaced CWFL system. In alignment
with the discussions in the preceding subsection, and under
the assumption that the BS has an unlimited energy source,
suffice it to that end consider only the costs most critical to
the EDs, namely, the energy required privately by each to
update the DL central modelL(i) into its locally trainedmodel
L(i)
m , and the subsequent UL transmissions of both the elected

locally common model L(i)
c and the private models L(i)

m from
the cluster to the BS.

1) ENERGY CONSUMPTION OF LOCAL MODEL UPDATING
Following related work [10], [13], the energy required for
local training of the model at the m-th ED can be modeled
as

Ecomp
m = ζmkmDmf 2m = ζm

k3mD
3
m

τ 2m
, (22)

where ζm is a energy-efficiency constant that captures hard-
ware capabilities of the m-th ED.

2) ENERGY CONSUMPTION OF UL TRANSMISSIONS
In turn, in light of equations (1) and (16), the energy required
by the m-th ED to transmit its RSMA signal is given by

E trans
m = (Pc,m + Pp,m) t (i), (23)

where we emphasize once again that the signals transmitted
by all EDs must have the same duration t (i), and the quantities
Pc,m ≜ |pc,m|

2 and Pp,m ≜ |pp,m|
2 are the powers of the

precoders applied by the m-th ED to the common and private
messages, respectively.

From equations (22) and (23), the total energy consumed
by the m-th ED at the i-th CWFL cycle is given by

Ecomp
m +E trans

m = ζm
k3mD

3
m

τ 2m
+(Pc,m+Pp,m)t (i) ≤ Emax

m , (24)

where Emax
m denotes an energy constraint of the m-th ED.

IV. ROUND DELAY MINIMIZATION OF CWFL
A. FORMULATION OF RSMA PRECODER PROBLEM
In view of the system model described above, we elaborate
in this section an optimization problem aimed at minimizing
the total WFL round delay. For the sake of simplicity, and
without significant loss of insight, we shall consider in this
version of the article the simplified case in which the number
of samples in the training data set, the cycle frequency of
local processors, the hardware-dependent energy-efficiency
constant, and the stored energy at each ED in the cluster are
equal for all EDs, that is Dm = D, fm = f , and ζm = ζ .
In addition, given that the optimization problem is meant to
be solved centrally at the CPU, in knowledge of the aforemen-
tioned parameters and the CSI, which can be communicated
by the EDs or estimated during uplink sessions, we shall also
without loss of generality hereafter drop the superscript (·)(i)

indicating cycle counter.
With these remarks made, an extension of the problem

proposed in [13] to the RSMA scheme introduced here is

min
τ,t,pc,pp

τ + t, (25a)

s.t.C1 :τ ≥ τmin, (25b)

C2 : tB log2(1 + γc) ≥ ρZ tot, (25c)

C3 : tMB log2(1 + min{γp,m}) ≥ (1−ρ)Z tot, (25d)
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C4 :0 ≤ ρ ≤ 1, (25e)

C5 :ζ
k3mD

3

τ 2
+(Pc,m+Pp,m) t ≤Emax

m , ∀m ∈ M,

(25f)

C6 : t ≥ 0, (25g)

C7 :Pc,m ≥ 0, ∀m ∈ M, (25h)

C8 :Pp,m ≥ 0, ∀m ∈ M, (25i)

where the objective function (25a) reflects the fact that the
local model updating delay τ given in equation (11) and
the uplink transmission time t in equation (17) are the most
significant and optimizable time costs of the CWFL cycle,
as illustrated in Fig. 4 and described in Subsection (III-B); the
constraints C1:(25b) through C5:(25f) follow directly from
equations (13), (18)-(20), and (24), respectively; and the
remaining constraints are due to obvious physical conditions.

We highlight that as a consequence of the proposed incor-
poration of RSMA for the UL transmission of the local
models L(i)

c and L(i)
m to the BS, the optimization problem

formulated in (25) is a pre-coding design problem, unlike the
power control problem presented in [13]. It follows, therefore,
that constraints (25h) and (25i) are redundant, as those con-
ditions are satisfied absolutely under the definitions Pc,m ≜
|pc,m|

2 and Pp,m ≜ |pp,m|
2, such that problem (25) simplifies

to

min
τ,t,pc,pp

τ + t, (26a)

s.t. C1 :τ ≥ τmin, (26b)

C2 : tB log2(1 + γc) ≥ ρZ tot, (26c)

C3 : tMB log2(1 + min{γp,m}) ≥ (1−ρ)Z tot, (26d)

C4 :0 ≤ ρ ≤ 1, (26e)

C5 :ζ
k3mD

3

τ 2
+(Pc,m+Pp,m) t ≤Emax

m , ∀m ∈ M,

(26f)

C6 : t ≥ 0. (26g)

B. RELAXATION OF RSMA PRECODER VIA FRACTIONAL
PROGRAMMING
Notice that the optimization problem (26) is not convex due to
constraints C2 and C3, with an additional challenge posed by
the coupling of the optimization variables t, Pc,m, and Pp,m
in C5. To mitigate this challenge, we introduce in the sequel
a fractional programming-based variation of the problem,
enabled by the quadratic transform described in [29]. In par-
ticular, C2 and C3 are convexized by applying the quadratic
transform unto γc and γp,m, which yields

γ
qt
c =2ℜ{v∗ch

Hpc}−v∗c
(∑
m∈M

|hmpp,m|
2
+BN0

)
vc,

(27a)

Algorithm 1 Delay Minimization for CT-RSMA
1: Set i = 1
2: Initialize auxiliary variables {v(0)c , v(0)p,m}, ∀m ∈ M
3: repeat
4: repeat
5: Solve problem (29) on pp,pc, τ , with fixed t
6: Update {v(i)c , v(i)p,m} using (28a) and (28b)
7: Set i = i+ 1
8: until inner loop convergence criterion is satisfied
9: Solve problem (29) on t and τ , with fixed pp,pc

10: until outer loop convergence criterion is satisfied

γ
qt
p,m=2ℜ{v∗p,mhmpp,m}−v∗p,m

( M∑
i=m+1

|hipp,i|2+BN0

)
vp,m,

(27b)

where vc and vp,m are auxiliary resulting from the quadratic
transformation of each fractional term, which are updated at
each iteration according to the closed-form expressions

v⋆c =
hHpc∑

m∈M |hmpp,m|2 + BN0
, (28a)

v⋆p,m =
hmpp,m∑M

i=m+1 |hipp,i|2 + BN0
. (28b)

Substituting the pair of equations (27) into the SINR terms
of constraints (26c) and (26d), and replacing the min operator
in inequality (26d) by the enforcement of that constraint for
all m yields the convexized reformulated problem

min
τ,t,pc,pp

τ + t, (29a)

s.t.C1 :τ ≥ τmin, (29b)

C2 : tB log2(1 + γ
qt
c ) ≥ ρZ tot, (29c)

C3 : tMB log2(1 + γ
qt
p,m) ≥ (1−ρ)Z tot, ∀m∈M,

(29d)

C4 :0 ≤ ρ ≤ 1, (29e)

C5 :ζ
k3mD

3

τ 2
+

(
|pc,m|

2
+|pp,m|

2
)
t ≤Emax

m , ∀m∈M,

(29f)

C6 : t ≥ 0. (29g)

The direct solution of problem (29) over t, τ,pc, and pp
simultaneously is, however, quite challenging, due to the
coupling of these optimization variables withinC5. This latter
difficulty can, nevertheless, be circumvented by applying a
nested multi-staging approach [44], [45], as follows.

After the initialization of the auxiliary variables v⋆c and v
⋆
p,m

with feasible values, the problem is first solved in an inner
loop for a fixed value of t , over the remaining variables pp,pc
and τ . The inner loop is repeated until convergence of pp,pc
and τ , or until a desired maximum number of iterations, and
is required because C2 and C3 are convexized via FP, which
is fundamentally an iterative quadratic majorization method
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that must be solved till local convergence before the problem
can be solved on the remaining variables. That is, in fact, the
next stage of the algorithm, which in the outer loop solves the
problem t and τ , with all with the variables pp and pc fixed.
The auxiliary variables vc and vp,m are updated at each step

of the loop, which is terminated upon convergence or after a
fixed amount of iterations. The procedure described above is
summarized as a pseudo-code in Algorithm 1.

C. A NOTE ON THE STATE-OF-THE-ART
Before comparing the proposed method against the SotA,
in particular the NOMA-based WFL scheme recently pre-
sented in [13], let us first describe the relationship between
these two methods. To that end, we compare directly
the optimization problem in (29) with that described by
[13, Eq.(23)].

First, notice that by setting the rate-splitting factor ρ in
equation (29) to zero, not only the constraints C2 and C4 are
void, but also the system reduces to one in which all infor-
mation is transmitted as private components of the message,
resulting in a NOMA transmission model similar to that
assumed in [13]. In addition, still as a consequence of setting
ρ = 0, it can be seen that constraint C3 of problem (29),
namely, the limitation on the total information conveyed by
ED m as given in inequality (29c), is also equivalent to
[13, Const. C2 of Eq. (23)]. To elaborate, these constraints
differ only in the fact that the optimization variable in [13,
Const. C2 of Eq.(23)] is the vector of consumed energy
E = [E1, · · · ,EM ], whereas here the latter is mapped onto
a vector of transmit powers pp (in case of ρ = 0). Since E
and pp relate to each other directly by multiplication of the
corresponding transmission time t , the two constraints are
fully equivalent. Notice also that the energy constraint for-
mulated as [13, Const. C1 of Eq.(23)] requires the additional
constraint En ≥ 0, whereas here a corresponding constraint
is unnecessary, since C5 is formulated directly with basis on
the power of a precoder (i.e., |pp,m|

2 for the case of ρ = 0),
which is inherently non-negative.

With these remarks made, it is clear that the pro-
posed problem formulation described by equation (29) is a
generalization of that of [13, Eq. (23)], such that in the pro-
posed method the information can be split into common and
private transmit components at an arbitrary ratio as governed
by ρ, and which incorporates the latter as a special case the
proposed method reduces to by setting ρ = 0.

We further emphasize that even in that reduced case, how-
ever, two key differences between the two approaches exist.
The first is on how the problems are solved. In particular, the
non-convexity of [13, Const.C2 of Eq.(23)] is handled in [13]
by rewriting the optimization problem into [13, Eq.(26)],
while here we instead employ fractional programming tech-
nique described in [29] and [30]. And the second is that
here the problem addressed concerns precoding, that is, the
optimum adjustment of both the power and the phase of trans-
mitted signals, while [13] focuses only on power allocation.

TABLE 1. Simulation parameters.

In view of all the above, in the comparisons to follow all
results obtained with ρ = 0 can be considered as slightly
improved variations of [13].

V. PERFORMANCE EVALUATION
In this section, the effectiveness of the proposed algorithm is
evaluated via computer simulations and comparisons against
the most relevant SotA technique, namely the NOMA-based
WFL scheme recently proposed in [13]. For the sake of
simplicity, and to allow direct comparison, all simulations
are performed under set-ups in which nodes transmit files
with identical size, although the number of clock cycles km
required for local processing are distinct, taken randomly
from a uniform distribution. Simulation parameters are as
shown in Table 1.
The algorithm is implemented in MATLAB, with the

minimization problem solved using the CVX optimization
package. Our first results are shown in Figure 5, which com-
pares the latency achieved by systems with M = 10 and
M = 20 EDs under different values of rate-splitting factor
ρ. It can be seen that in general, the RSMA approach (ρ >

0) outperforms9 the NOMA alternative (ρ = 0), with the
optimum value of ρ – i.e., the rate splitting factor that leads
to lowest latencies – increasing withM .

Next, Figure 6 compares the performance of the NOMA-
based SotA scheme (ρ = 0) with that of the proposed RSMA-
interfaced method as function of the number of EDs in the
system, with the optimal rate splitting factor used at in each
case. The results show that when the number of EDs M in
the system increases and the optimal value of ρ is employed
accordingly, the gain in latency reduction over the NOMA
alternative becomes even larger.

To offer another perspective on the significance of the
advantage of RSMA over NOMA as the most suitable trans-
mission model for wireless federated learning, we further
compare in Figures 7(a) and 7(b) the performance of CWFL
system with different cluster sizes M and different splitting
ratios ρ, as a function of the data size Z . The results not
only corroborate those of Figure 5, but also reveal that the
relative gain achieved by optimizing ρ is more significant as
the cluster sizeM and the data size Z increase.

Obviously, the results shown in Figures 5 to 7(b) are
theoretical, since the focus of this work was solely on the
optimization of the transmission parameters associated with
the integration wireless transmissions with FL approach in

9With the system parameters of Fig. 5, the proposed method is shown to
achieve a latency gain of 4.2% - 6.3% over the SotA method [13].
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FIGURE 5. Latency as a function of ρ, with Emax
m = 2J and Z = 0.8 Mbits,

where ρ = 0 corresponds to the NOMA-interfaced WFL SotA method of.

FIGURE 6. Latency as a function of total data size Z , with Emax
m = 2J and

M = 10 and M = 20, for different splitting factors ρ, where
ρ = 0 corresponds to the NOMA-interfaced WFL SotA method of [13].

a clustered setting. However, the results are also consistent
with the following insights regarding the CWFL problem.
First, notice that the larger the cluster size, the larger the
diversity of information gathered by the federated learning
procedure, such that the greater is the amount of extrinsic
information contained in the locally trained model with the
greatest Hamming distance to the global model. Secondly,
as shown in Appendix A, the time to select such a ‘‘most
representative local model’’ via Dutch Auction reduces with
the cluster size M . Thirdly, the larger the cluster size, the
greater the beamforming gain resulting from the collaborative
transmission of the elected locally common model optimized
by the precoding vector pc. Fourth and finally, under all the
above, the larger the cluster the smaller is the significance
of the additional information offered by each of the distinct

ED individually, since there are more EDs contributing to
training the model. The results motivate further investigation
in which the Dutch Auctionmethod and RSMA are integrated
with the actual training of FL models, which shall be pursued
in a follow up work.

VI. CONCLUSION
We considered the latency minimization of WFL schemes,
proposing an optimization scheme and an RSMA-base uplink
transmission interface in order to reduce the idleness in the
local learning and uploading stages of each FL round. The
new method is suitable for CWFL paradigm, where EDs
are locally concentrated, such that they can exchange infor-
mation in a D2D fashion and one of the locally trained
models can be elected at each round as locally common
and therefore be used in the construction of the common
message component of the RSMA scheme. The optimization
problem formulated captures the interplay between optimum
processing and transmission time, as well as the precoding
coefficients applied by the clustered EDs during uplink. The
non-convexity of the problem, resulting from constraints built
around the SINRs at the EDs, was then circumvented by the
FP technique, allowing for its efficient solution. The proposed
RSMA interface, which includes a preceding NOMA-based
architecture of [13] as a special case, is shown to significantly
outperform the latter, with gains in latency reduction increas-
ing with the number of EDs in the cluster is sufficiently large.
As a future work, the interplay between local model selection
and the convergence of the FL scheme will be investigated.

.

APPENDIX A: TIME TO ELECT L(i )
c VIA DUTCH AUCTION

Let Z denote the length of the binary codewords encoding the
FL models L(i) and L(i)

m . Let the Hamming distance between
any two models be denoted by B(L(i)

p ,L(i)
q ), and β denote the

average number of common bits between the encodings of the
models L(i)

m , normalized by Z , that is

β ≜
Z − E

[
B(L(i)

p ,L(i)
q )

]
Z

, (30)

where the expectation is to be taken among all pairs of non-
equal indices (p, q) ∈ M, as well as over multiple FL cycles.
Next, consider the Hamming distances between local and

central models, which can be described as

b(i)m ≜ B(L(i)
m ,L(i)), (31)

and whose ascending order will hereafter be considered, for
convenience and without of generality, the order order of the
indices m themselves, such that b(i)1 ≤ b(i)2 ≤ · · · ≤ b(i)M .
From the above, and given that the local models L(i)

m are
trained with private and distinct datasets, it follows that b(i)m
can be described as uniformly-distributed random variables
in the interval [0, (1 − β)Z ], as illustrated in Fig. 8, with the
time t (i)c required to elect the locally common model being
proportional to the distance between bM and the interval
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FIGURE 7. Latency as a function of total data size Z , with Emax
m = 2J and

M = 10 and M = 20, for different splitting factors ρ, where
ρ = 0 corresponds to the NOMA-interfaced WFL SotA method of [13].

FIGURE 8. Changing ρ for different cost functions.

upper-limit (1 − β)Z . In other words, at each i-th cycle, the
random placement of b(i)m in the interval [0, (1− β)Z ] is akin
to a Poisson arrival process [46] with density

λ ≜
M

(1 − β)Z
. (32)

It follows that the distances between consecutive b(i)m them-
selves are akin to inter-arrival variables, known to follow
an exponential distribution with exponent coefficient given
by the aforementioned density. In turn, assuming that t (i)c is

proportional to the last ‘‘inter-arrival’’ as illustrated in Fig. 8,
we have

t (i)c ∼
λ

α
e−

λ
α
t
, (33)

where α is a proportionality constant.
From the above, we finally obtain that the expected time of

closure of a DA-based election of L(i)
c is given by

t̄ (i)c =
α

λ
=

α(1 − β)Z
M

. (34)

A trivial inspection of equation (34) yields two important
conclusions, namely, that the average time of closure of the
DA-based election mechanism, decreases with the number
of EDs in the cluster as well as with the similarity among
private models, i.e., t̄ (i)c → 0, both with M → ∞ and
with β → 1.
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