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ABSTRACT In order to overcome the problems of slow detection speed, low detection accuracy, dense
wood stacks and easily obscured and overlooked, a segmentation method based on YOLACT_WOOD is
proposed. YOLACT algorithm is proposed to explore the feasibility of a single-stage instance segmentation
model for fast and accurate segmentation of whole-truck wood. In this study, based on the original YOLACT
model, firstly, the ResNeXt network embedded with the CBAM attention mechanism module is used as the
backbone network to imporve the feature extraction capability of the model; secondly, the image input size is
increased to improve the detection ability of medium and small diameter class wood; then the CloU bounding
box regression loss function is used to improve the accuracy of bounding box regression; finally, DIoU is
combined with Fast-NMS as a boundary box screening algorithm to improve the problem of false and missed
detections. In this study, the YOLACT_WOQD algorithm is evaluated using five evaluation metrics: mAP,
FPS, IoU 45k, Wwood true detection rate, and parametric size, and the wood segmentation mask map is fitted
and counted using the OpenCV library. The experimental results show that the mAP of this study method is
improved by 5.6% compared to the original network, the IoU 4 is improved by 2.6%, the FPS is improved
by 14.7 frames/sec compared to the detection speed of the Mask R-CNN model, and the true detection rate
of the logs in the test set reaches 96.61%, the false detection rate is 0.23%, and the parametric number of the
model is not significantly improved. This result shows that the YOLACT_WOOD model not only ensures the
segmentation speed but also improves the segmentation accuracy, solves the problem of false and omission,
and the algorithm has strong robustness and generalisation ability.

INDEX TERMS Attention mechanism, CloU loss function, DIoU, ResNeXt, wood detection segmentation,
YOLACT.

I. INTRODUCTION
As China pledged to meet the targets for carbon neutrality

published reports mentioning that, with forests a major part
of the global carbon cycle [2], trees have an important role in

by 2060, concerns were expressed by various countries and
positive reactions were given by all parts of the world [1];
the Food and Agriculture Organization of the United Nations
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securing food, drinking water, renewable energy and the rural
economy and that the rational utilization of forests has posi-
tive consequences for the development of the economy [3].
As the Chinese government encourages the manufacturing
industry to speed up its transformation and upgrading, all
aspects of forest production are gradually moving towards
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FIGURE 1. Manual scale check.

information technology and intelligence. Several links in the
production process, such as timber harvesting, transportation,
and fluting management, need to determine the debarked
diameter and timber length of control timber, and then refer to
the national standard GB/T 4814-2013 “Table of log timber
volume™ to obtain the timber volume. In traditional logging,
manual inspection tape is used to calculate log volume, and
manual inspection tape requires a large amount of human
labor and is influenced by subjective judgement, poor effi-
ciency and prolonged cycle times, and also the labor cost is
high.This labor-intensive process fatigues the inspector and
affects measurement accuracy, which cannot be guaranteed to
exceed 70-80% [4]. In Figure 1, the diameter is measured by
manual inspection tape. As computer technology, especially
computer vision technology, develops rapidly, the need to
replace manual checks by computer image capturing and end
face recognition technology becomes urgent.

Il. RELATED WORK

In recent years, with the increasing maturity of computer
technology, it has become possible to explore the use of com-
puter vision methods instead of manual inspection. At this
stage, the use of computer technology to achieve log end-face
inspection and wood volume calculation is divided into three
main directions:

A. IMAGE VISION ALGORITHMS

Firstly, traditional image vision algorithms, such as
Galsgaard et al. [5] proposed a method for setting the weights
of the graph using the information obtained by circular Hough
transform (CHT) [6] combined with local circularity measure
(LCM) and thus used to estimate the volume of the wood
pile, which is sensitive to target distortion and noise, has high
computational complexity and is unknown for the size of the
a priori target; Kruglov [7] obtained log volumes by mod-
eling logs in 3D space, using an image processing scheme
combining clustering algorithm, Stoer-Wagner algorithm
and watershed algorithm, which has a relatively impressive
measurement result but is overly complex, not robust and
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has high requirements on the environment; Kruglov and
Shishko [8] proposed an improved radially symmetric object
detection method of pile volume measurement algorithm,
the algorithm by combining Meanshift clustering, Delau-
nay triangular dissection, Boruvka minimum spanning tree
algorithm, watershed and Boykov-Kolmogorov graph cut
algorithm, the algorithm has a TPR value of 96.2% and the
error is less than 9.2% compared with manual measurement,
but the algorithm has a complex shape and texture of log end
faces cannot be accurately segmented, sensitive to noise, blur
or distortion in log images, and too complex; Kruglov [9]
developed an automatic detection method for rounded tar-
gets so as to achieve log volume measurement, and the
average detection probability of the method for targets was
95.7% after testing, but the method was not accurate enough
for segmenting log boundaries, resulting in large errors;
Budiman et al. [10] developed a portable handheld device
consisting of a fixed-length iron rod, a camera, and a Rasp-
berry Pi. The iron rod was placed on the end face of the log
and a camera was used to capture the image, which was then
processed on the Raspberry Pi by compression, grayscale
conversion, contour analysis, and circumferential fitting to
measure the wood diameter.This method has the advantage
of portability and ease of use, achieving a measurement
error of less than 3%.However, it should be noted that this
method requires an LED light source, as operating in natural
The robustness is limited when operating under lighting
conditions; Guanghua et al. [11] designed an automated
measurement system consisting of a CCD camera, a micro-
controller and an image processing software for the upper
computer using the principle of binocular vision, which is less
efficient for single wood inspection; Keck and Schodel [12]
used a log scanner as well as an edge projection system to
generate a high-resolution grid of the log surface by streak
projection. Using computational geometry and coordinate
metrology techniques to compensate for subsurface scat-
tering errors, a three-dimensional fitted model of the logs
was obtained, and finally the log end-measure diameter was
obtained.

B. MACHINE LEARNING

Another is machine learning methods, such as Samdangdech
and Phiphobmongkol [13] proposed a method that com-
bines a single-shot multibox detector (SSD) target detection
model and a full convolutional network (FCN) semantic
segmentation model to achieve on-board eucalyptus picture
segmentation, which achieves 94.45% correct wood count-
ing rate, but is not ideal for segmentation of obscured and
split wood; Tang et al. [14] proposed a method to detect log
endfaces in natural scenes using an SSD model, which uses
annotated information of log endstock images to efficiently
learn the unique features of log endface regions. By doing
so, it mitigates the background interference during target
recognition and enhances the learning ability of the model.
The proposed method achieves an accuracy of 94.87% and a
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recall of 91.34%. Compared with traditional techniques, this
strategy greatly reduces the influence of ambient light on log
recognition, solves the challenge of log end-face detection
and recognition under complex background conditions, and
paves the way for intelligent timber volume calculation of
logs.

C. DEEP LEARNING

The last one is a deep learning method, such as Cai et al. [15]
changed the convolutional layer in the decoding network of
YOLOv4-tiny into a deep separable convolution to reduce
the number of model parameters, and also implemented an
attention mechanism to enhance the features of target logs by
introducing compression and excitation networks to achieve
log endface detection with a positive detection rate of up to
93.3%, while the weight of the model was reduced by 29.91%
compared with the original model; Lin et al. [16] proposed
the use of circular arc detection for endface detection and
developed an equal-length log volume detection system based
on the YOLOv3-tiny target detection model with Hough
circle transformation, which can show good detection results
for logs stacked in bundles with a true detection rate of
98.79%, but mainly for large-diameter wood; Lin et al. [17]
Tiny to make the detection frame fit the log end face better,
and improve the model recognition rate by combining soft
thresholding with the SE module.

Whether a traditional or machine learning method is used
for processing the log images, it needs to tune the parameters
by different log images in order to find better outcomes.
It is difficult, especially in the case of processing huge sets
of complex images. One of the shortcomings of binocu-
lar shooting is that the camera calibration parameters vary
from one environment to the other, requiring adjustment of
the camera calibration parameters; Because most face of
logs are close to oval shape rather than square shape, it is
not practical to detect log end points by the use of Hoff
circles; The log scanner is generally applied to a single,
accurate measurement of larger (50 cm or heavier) logs with
3D modeling and cannot be employed in complex envi-
ronments in which many logs. Although the log end face
detection based on deep learning has greatly improved the
detection accuracy and segmentation accuracy of the model,
there are still inaccurate prediction frames in some areas
and the occurrence of missed and false detections of wood.
At the same time, in the actual production environment The
lower model lacks rapid detection ability, and it is urgent to
improve the comprehensive detection efficiency. At present,
the research on the detection speed of log end face is relatively
scarce. Therefore, a new algorithm is required to improve the
detection efficiency of the network. It needs to improve the
detection efficiency of the network as well as the detection
accuracy of the model. To solve these problems, the paper has
developed an experimental study on the whole lorry log, and
has proposed a method of segmentation for the detection of
whole lorry logs by YOLACT_WOQOD. In this paper, a single
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FIGURE 2. ZED binocular camera.

stage instance segmentation algorithm for YOLACT [18] is
presented. The algorithm is based on an enhanced single level
instance model, which can effectively improve the decision
speed of the model. By use of ResNeXt [19] network in the
model, the accuracy of log end face identification can be
increased without a significant increase of parameters; In the
automatic feature extraction network, the attention-related
module CBAM [20], with the aid of channel attention, can
extract an important feature information from the primary
image by extracting the important feature information from
an image and spatial attention, thereby improving the capac-
ity of extracting important feature information of the model;
In order to increase the accuracy of the prediction box and
reduce the false detection rate, the paper adopts the following
steps: To increase the image input by 4 times for small and
medium and small wood data, to use CloU [21] to improve
the prediction box accuracy and to introduce DIoU [22] in the
Fast-NMS [18], and to reduce the false detection of prediction
frame through the use of DIoU. The experimental results
prove that this improved algorithm not only improves the
detecting segmentation accuracy but also has a significant
improvement in the processing speed, and meets the require-
ments of light-duty model with little parameter increase,
which is suitable for the deployment of the model.

Ill. MATERIALS AND METHODS

A. DATA ACQUISITION

The experimental data used in this study was collected from
a lumber yard of Fujian Jinlin Industrial Co., Ltd., using
binocular cameras to collect images in different scenarios,
as shown in Figure 2, to ensure the diversity of samples in
the data set, so that the model can perform well It has strong
robustness in complex scenes. A total of 500 wood images
were collected in this study, and 150 clear images were finally
retained by eliminating debris and blurred images. Some
samples of the dataset are shown in Fig. 3. The ZED binocular
camera is a depth-sensing camera developed by Stereolabs.
It uses binocular vision technology to simulate the human eye
to achieve three-dimensional perception and depth perception
of the environment. ZED cameras combine the functions of
visual imaging and depth sensing and can be used in vari-
ous computer vision and depth perception applications. ZED
camera has high-resolution color image and depth image
output, which can be used in graphics processing, computer
vision algorithm and 3D reconstruction, and has automatic
stereo correction function, which can automatically calcu-
late the internal parameters and external parameters of the
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(c) Pine wood

FIGURE 3. Sample dataset.

camera, so as to optimize the accuracy of the depth map
sex and quality. When using the ZED binocular camera to
take pictures of the whole vehicle’s timber, it is necessary to
ensure that the angle between the camera and the end surface
of the timber does not exceed 15°. Usually around 10° has
negligible effect on the results.

B. SAMPLE AMPLIFICATION

To enrich the experimental dataset, better extract wood end-
face features and improve the model generalization ability,
the data enhancement technique was used to augment the
wood endface dataset with samples, and the wood endface
images were processed by Gaussian filtering, chromaticity,
pretzel noise, contrast and flipping different angles, respec-
tively. The augmented images are shown in Figure 4.

C. DATASET PRODUCTION

YOLACT is a supervised learning model, which needs to
label the log contours in the dataset images. The logs in
the dataset are labeled using the polygon labeling tool using
Labelme [23] software, and the labeling effect is shown in

VOLUME 11, 2023

(b) Foreign Object Obstruction

(d) Backlight angle

Figure 5. Since the label information of the annotation will
not be displayed in the image but can only be seen in other
views of labelme, the annotated json file is converted into a
visual image and the result is shown in Figure 5(c). The log
ends in the sample image will be covered with a red mask and
the labelme will be displayed in the lower right corner. At this
point, the json file corresponding to each image contains only
the corresponding original image labeling information, and
the script of labelme2coco is used to synthesize all the json
files of the labeled images into one json file containing all
the labeled image labeling information, which is converted
into a COCO data set and input to the network for training.
The wood labeling information can be provided to the model
to learn wood contour features, and wood counting can be
realized according to the wood contour mask map.

The 600 clear images obtained after 4-fold data augmen-
tation of the above dataset were divided into training set,
validation set and test set according to the ratio of 4:1:1, and
the large, medium and small targets (small target pixel area
less than 32*32, medium target pixel area between 32%32
and 96%96, large target pixel area greater than 96*96) were
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(a) Original image (b) Gaussian filtering

(c) Brightness adjustment

(e) Contrast adjustment

(f) X-axis flip

FIGURE 4. Data amplification.

distinguished according to the target size division method of
COCO dataset.), and the statistics of the labeled dataset are
shown in Table 1.

IV. IMPROVEMENT OF YOLACT NETWORK

A. YOLACT ARCHITECTURE

The YOLACT model is a single-stage instance segmenta-
tion network that divides the instance segmentation task
into two subtasks: prototype masks generation (prototype
masks) and mask coefficients prediction (mask coefficients)
for each instance.The structure of the YOLACT model is
shown in Figure 6 and consists of five parts: backbone net-
work (Backbone), mask template generation branch (Protonet
[24]), prediction module (Prediction module), aggregation
branch (assembly) and clipping module. The backbone net-
work consists of ResNet and feature pyramid (FPN [25]),
based on FPN to obtain feature images P5, P4, P3, and
convolution operation on feature image P5 to obtain feature
images P6, P7. Subsequently, the instance segmentation is
divided into two parallel subtasks, one subtask inputs feature
image P3 into Protonet to generate a series of mask templates
(prototype masks), different mask templates have different
sensitivity to different instances. Another subtask adds a
mask coefficients prediction branch to the target detection
branch, and generates mask coefficients (mask coefficients)
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(g) Y-axis flip (h) XY-axis flip

representing instance masks in the mask templates while
predicting the location and class of the target object bounding
box. Finally, the mask coefficients are linearly combined with
the mask template to obtain the instance mask, and then the
image is cropped according to the predicted bounding box to
achieve instance segmentation.

B. YOLACT-WOOD INSTANCE SEGMENTATION
ALGORITHM

To address the problems of the YOLACT model in
whole-vehicle wood detection and segmentation, this study
makes the following improvements to the model to improve
the detection and segmentation of log endfaces: 1) replace
the feature extraction network and introduce the ResNeXt
network as the backbone feature extraction network, com-
pared with the ResNet network in the original YOLACT
model, the ResNeXt network has 2) adding CBAM attention
mechanism between ResNeXt feature extraction and FPN
feature pyramid to enhance the specific target region of inter-
est by channel attention to strengthen important features,
suppress non-important features and spatial attention, while
weakening irrelevant background regions to help the model
locate and identify the region of interest more accurately The
model also reduces the number of modules to retain more
shallow features and enhance the feature extraction of small
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(a) Wood Original Picture

(b) End-face mask map

(c) Wood contour marking mask map

FIGURE 5. Data set annotation effect.

TABLE 1. Log end data set statistics.

Dataset information Large Wood Medium wood  Small wood Total
Dataset 1413 47044 13697 621545
Training set 1128 31940 10008 43076
Validation set 145 7556 1841 9542
Test set 140 7548 1848 9536

diameter-level logs. 3) The CIoU loss function is used as the
bounding box regression loss function to accurately measure
the location of the prediction box, and the selection of the pre-
diction box is optimized using DIoU-NMS, which can adjust
the box while de-weighting to make the detection results
more accurate. With DIoU, a distance metric, DIoU-NMS can
better consider the relationship between frames to improve
the detection accuracy of the model. the network structure of
YOLACT-WOOD algorithm is shown in Figure 7.

1) ResNeXt MODULE

The initial backbone network of YOLACT is ResNet, which
has high computational complexity and generates feature
maps with low resolution and ignores the correlation of
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different spatial locations, which leads to low detection accu-
racy of the model. In order to improve the detection accuracy
of the whole wood, this paper uses ResNeXt as the backbone
network of the YOLACT model. the ResNeXt module can
replace the original ResNet block with a parallel stack of
blocks of the same topology without significantly increas-
ing the parameter magnitude, thus improving the average
recognition accuracy and improving the YOLACT model The
ResNeXt module is used as the backbone feature extraction
network, and the structural improvement of ResNeXt makes
it have stronger feature expression capability.The structures
of ResNet and ResNeXt are shown in Figure 8. From Fig. 8,
it can be seen that ResNeXt is a single convolution of ResNet
changed into a convolution with 32 branches, and the input
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FIGURE 7. YOLACT-WOOD algorithm structure.

feature images are sent to each branch for convolution oper-
ation, and then the feature maps output from each branch are
dimensionally stitched to get the final output.

In order to reduce the backbone model parameters and
match the feature pyramid structure, the YOLACT-WOQOD
algorithm uses ResNeXt-50 as the backbone feature extrac-
tion network.The feature extraction module of the ResNeXt
network is divided into four phases, each phase consists
of 1 x 1 and 3 x 3 convolutional modules.The number
of ResNeXt-50 corresponding to the four feature extraction
layers is 3, 4, 6, 3.

2) CBAM ATTENTION MODULE

In the whole-vehicle wood inspection scale, the model needs
to focus on the feature information of the wood end face.
Therefore, to better extract the target features, the convo-
lutional block attention module (CBAM) is added to the
feature extraction network ResNeXt. CBAM is a lightweight
dual attention mechanism proposed by Xie et al. [19] in
2018, which is a simple and effective for feedforward con-
volutional neural networks CBAM is a simple and effective
attention module for feedforward convolutional neural net-
works, which differs from the attention mechanism of SE [26]
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in that the feature map will pass through both channel and
spatial attention modules in turn to achieve dual conditioning,
which can achieve better results in practical applications.The
CBAM attention module consists of two parts: the channel
attention module (CAM) and the spatial attention module
(The structure of CBAM is shown in Figure 9.

The structure of the channel attention module is shown
in Figure 10. In CAM, the input feature map F is extracted
from the global features through two parallel branches of
global maximum pooling and global average pooling; then
the number of channels is compressed to 1/r by the multilayer
perceptron (MLP) module respectively, and then expanded
back to the original number of channels; then the outputs of
the two branches are Then the outputs of the two branches
are added element by element, and the weight coefficients
M, of CAM are obtained by a Sigmoid activation function;
finally, the weight coefficients M, are multiplied with the
input feature map F to obtain the input features F’ of the SAM
module. computational equation (1) shows.

Me (Fy = o {wi [Wo (F&) [+ wi [Wo (FSu) |} @

In equation (1), F is the input feature map, MLP is the
multilayer perceptual layer, Wy and W, are the single fully
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FIGURE 9. Attention mechanism CBAM overall network architecture.

connected layer in MLP, avg denotes the average pooling
operation, max denotes the global maximum pooling oper-
ation, Fg,, denotes the channel description feature after
average pooling, and F,,. denotes the channel description
feature after maximum pooling.

The structure of the spatial attention module is shown in
Figure 11. SAM first performs the maximum pooling oper-
ation and the average pooling operation on the channel for
the input feature map F’ of size H x W x C to obtain two
feature maps of H x W x 1 and splices these two feature
maps together based on the channel. Then the convolution
operation of convolution kernel 7 x 7 and Sigmoid activation
operation are performed to obtain the weight coefficients M;
of the feature map, and finally the final features are obtained
by multiplying and scaling the weight coefficients M and the
feature map F’. The calculation formula is shown in (2):

My (F) = o [£77 (Fivgi i) | @)

The £7*7 in equation (2) is the convolution operation with
a convolution kernel size of 7 x 7.

3) CloU LOSS FUNCTION AND DIloU-NMS

The loss function L, of the YOLACT model is defined
as the sum of the classification loss L.y, the bounding
box regression loss Ly, and the segmentation 10Ss Lk -
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Among them, the bounding box regression loss L, uses
SmoothL1 as the bounding box regression loss function, and
the loss is calculated for the length and width of the prediction
box as well as the bias of the horizontal and vertical coor-
dinates of the center point, where the calculation process is
shown in Equation (3)(4)(5)(6)(7)(8)(9):

Lmootn1 = Zie{x,y,w,h} Smoothy\ (tz* - ti) (€)

SmoothL1 (x) = h x(}).ix(z)jsl{o‘ffle:wise @
= (tr, by, by, 1) )
£ = (v —x) (6)
£ = (v = va) (7N
tf =1In (w*/Wa) ®
i =1n (h*/hg) ©)

where x,4,y,,Waq,h, denotes the centroid coordinates, length
and width of the anchor; x*,y*,w* h* denotes the centroid
coordinates, length and width of the real frame; u denotes the
anchor bias matrix of the network prediction.

Since SmoothL1 lacks the calculation of the intersection
ratio (IoU) and the minimum outer rectangle, it is not accu-
rate enough to measure the position of the predicted frame.
Therefore, the CloU loss function is introduced to include the
intersection ratio, minimum outer rectangle, geometric center
distance and aspect ratio of the predicted frame and the real
frame into the boundary frame regression loss calculation,
which can accurately measure the boundary frame regression
performance compared with the original loss function. The
definition of the CloU boundary frame regression loss func-
tion is shown in Equation (10)(11)(12)(13):

2(b,b8")
Leroy =1 — 10U (b, b%') + 5 +tav (10
bNbs|

IoU (b, b5") = —| 11
o ( ) |b U bgt’ ( )
0= (12)

(I =Py +v)
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where p denotes the distance between the prediction frame b
and the geometric center of the target frame b%'; ¢ denotes
the diagonal length of the smallest outer rectangle of the
prediction frame and the target frame.

The YOLACT model structure uses fast non-maximum
suppression(Fast-NMS) algorithm to eliminate redundant
candidate frames and obtain the final prediction frame.
although the Fast NMS algorithm will greatly reduce the
redundancy of candidate frames, it is easy to cause the target
candidate frames of different instances with high overlap rate
to be mistakenly deleted, which leads to some neighboring
similar objects to be easily regarded as one instance. Due
to the very close distance between each log of the whole
truckload of wood, the high overlap of target frames causes
the wood miss detection problem. Therefore, in this paper,
we introduce DIoU in Fast NMS calculation, and the defini-
tion of DIoU is shown in Equation (14)(15):

4 8t 2
V= — (arctan o arctan %) (13)

DIoU (B;, Bj) = IoU (Bi, Bj) — Rpiou (Bi, B;)) ~ (14)
2(B. B:

Roiou (Bi, Bj) = @ 15)
The p in equation (15) denotes the Euclidean distance
between the centroids of candidate boxes B; and Bj; ¢ denotes
the diagonal length of the smallest outer rectangle of can-
didate boxes B; and B;. Figure 12 compares the three loss
functions of IoU, GIoU and DIoU. The figure gives the over-
lap relationship between the three groups of target bounding
boxes and predicted bounding boxes, the overlap positions
are different in the three cases but the IoU loss and GloU
loss are exactly the same, so these two losses cannot express
the bounding box overlap relationship well, but the losses
calculated by DIoU are not the same for the three cases, obvi-
ously DIoU is more reasonable. In this paper, by comparing
the detection effects of Fast-NMS and DIoU-NMS in the test
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FIGURE 12. Comparison of three loss functions.

set images, it can be found that DIoU-NMS can improve the
problem that the log end face is occluded and missed in the
test set images, and the results are shown in Figure 13, DIoU-
NMS can improve the situation when multiple targets are too
close to each other causing smaller targets to be occluded and
thus filtered out.

V. EXPERIMENTS AND RESULTS ANALYSIS

A. EXPERIMENTAL ENVIRONMENT AND PARAMETER
SETTING

The experimental environment is a deep learning framework
built with Pytorch 1.8.2 under Linux using NVIDIA GeForce
RTX 3090 24GB (GPU) server, and GPU acceleration using
CUDA11.1 toolkit. The MMDetection [27] toolbox was used
to complete the training of the YOLACT model. The model
is trained by first using pre-trained weights for migration
learning to complete the initialization of the network param-
eters, and then the labeled whole-vehicle wood dataset is
transformed into COCO dataset [28] format and fed into
the network for training. According to the detection require-
ments of this experiment, other general training configuration
parameters are: the number of target classes num_classes =
1, the detection class is ““wood’’; set the learning rate to 0.001,
the training Epoch size is 55, and the first 500 iterations are set
to change linearly in the Warm up, which is used to Stabilize
the parameter gradient at the early stage of training, and
optimize the gradient transfer based on stochastic gradient
descent (SGD); use GeLU as the activation function of the
model. At Epoch equal to 20,42,49,52, the learning rate is
multiplied by 0.1 times of the descent strategy.

B. EVALUATION INDICATORS

In order to evaluate the feasibility of the optimized YOLACT
model for whole-truck wood detection and segmenta-
tion more comprehensively and objectively, four indexes,
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(a) Fast-NMS

(b) DIoU-NMS

FIGURE 13. Comparison of the effect of non-extreme value suppression function.

namely, mean accuracy (mAP [29]), mask intersection ratio
(IoU pgsk), wood recognition rate, and frames per second
(FPS) transmission, are used to evaluate the log detection
results.

1) mAP METRICS

In this study, the common evaluation metric mAP (Mean aver-
age precision) of target detection and instance segmentation
model defined by COCO dataset is used. mAP is selected for
the training accuracy of the model under the IoU threshold of
0.5 because the selection of IoU threshold affects the accuracy
and recall size. mAP is calculated as shown in Equations (16)
to (19):

- TP
Precision = —— (16)
TP + FP
TP
Recall = —— a7
TP + FN
1
AP:/ P(r)dr (18)
0
k
- 1AP;
mAP = —zl=kl ’ (19)

where TP denotes the number of samples where the model
predicted category matches the true labeled category; FP
denotes the number of samples where the model predicted
category does not match the true labeled category; and FN
denotes the number of samples where the prediction is back-
ground but the true label is other categories. mAP_s, mAP_m,
and mAP_I are used to denote the average mean accuracy of
the target size at small, medium, and large levels, respectively.

2) 10U mqsk METRICS

Although mAP has better characterization performance for
deep learning models, mAP is more suitable for evaluating
the classification confidence and cannot examine the actual

VOLUME 11, 2023

segmentation effect of the mask. To address this problem,
the IoU value is chosen to evaluate the quality of Mask. The
calculation method of IoU 45 1s shown in formula (20):
ToUye = area (P) N area (G) 20)
area (P) U area (G)
The quality of Mask is quantitatively evaluated by calculating
the intersection ratio between the wood Mask region (P)
inferred by the model and the manually labeled wood profile
region (G), and the IoU 45 value is used to further measure
the accuracy of the model for wood profile segmentation.

3) WOOD RECOGNITION RATE

The higher the recognition rate of the model, the better the
detection performance of the model. The model counts the
timber segmentation masks output from the test set images,
and counts the number of large, small, medium and large
sized timbers, the number of mis-detected timbers, the num-
ber of missed timbers and the number of true detected tim-
bers, and compares the actual number of timber statistics in
the test set to calculate the detection rate and true detection
rate of the model.

C. EXPERIMENTAL DESIGN ANALYSIS

The image size of the dataset used in this paper is 1600%1200,
as the image input size of the original YOLACT model is
1333*800, based on the short side of the size will lead to a
55.6% reduction of the wood size in the original image after
inputting into the model, if the image input size is increased
by 50% to 2000*1200, that is, the target size in the original
model is increased by 125%, which is very beneficial for
feature extraction of small targets. Five groups of experi-
ments are designed in this study, which are the comparison
of different backbone network detection performance, the
ablation experiment of different improvement methods on
model performance, the comparison experiment of different
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loss functions, the comparison experiment of mainstream
instance segmentation models and the comparison of differ-
ent improvement methods on log true detection performance.
The performance of this research method is comprehensively
analyzed by the above five sets of experiments.

1) COMPARISON EXPERIMENTS OF DIFFERENT BACKBONE
NETWORKS

In order to further verify the effectiveness of the back-
bone network ResNeXt on whole-vehicle wood recognition,
based on the YOLACT framework, ResNet50, ResNet101,
ResNeXt50 and ResNeXt101 were used as the backbone
networks of the model for experimental validation, and the
experimental results are shown in Table 2.

As can be seen from Table 2, comparing ResNeXt-50
with ResNet-50 we can see that the mAP of the model
is improved by about 2.5%, due to the structural improve-
ment of ResNeXt relative to ResNet which increases the
network width and has a stronger feature extraction abil-
ity, so on the basis of the same number of network lay-
ers, ResNeXt-50 and ResNeXt-101 are more accurate than
ResNet-50 and ResNet-101 with higher average recognition
accuracy. According to the above table, it can be seen that
ResNeXt-101 has deeper network depth and stronger theo-
retical feature extraction ability compared to ResNeXt-50,
but too deep network will bring problems such as excessive
amount of parameters and gradient disappearance, which will
affect the recognition accuracy of the network. Therefore, the
ResNeXt-50 network is selected as the backbone network of
the model for extracting the wood endface features of the
whole vehicle.

2) IMPACT OF IMPROVED METHODS ON MODEL
PERFORMANCE
To analyze the impact of all the improvement methods pro-
posed in this study on the YOLACT model algorithm, the
different improvement parts were analyzed by designing
eight sets of comparison experiments, using the same training
parameters for each scheme. The effects of the different meth-
ods on the performance of the model are shown in Table 3.
By comparing Experiment 1 and Experiment 2, we can find
that replacing the backbone network with ResNeXt improves
the mAP of the model by 2.2% and loU ;451 by 1.3%; compar-
ing Experiment 1 and Experiment 5, we can find that adding
the CBAM attention mechanism to the original backbone
network ResNet improves the mAP of the model by 2.8% and
10U jask by 2.8% and IoU 451 by 1.8%; comparing Experi-
ment 1 and Experiment 6, we can find that the introduction
of the new loss function and non-maximum suppression
improves the mAP by 2% and IoU 45 by 1.8; comparing
Experiment 2 and Experiment 3, we can find that the addition
of the CBAM attention mechanism to the improved backbone
network improves the mAP by 1.7 and IoU 45 by 0.3%;
comparing Experiment 1 and Experiment 4, we can see that
mAP improves by 5.6% and IoU 5 improves by 2.6% under
the simultaneous improvement of three improvement points
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to the model, both of which have a large improvement, but the
speed decreases by 5.9 FPS.Grad-CAM is used to generate
the heat map of the backbone network, and the output of
the backbone network is visualized and analyzed. The heat
map generated before and after the improvement of the back-
bone network is shown in Figure 14. The area of interest
of the original backbone network includes wood end faces
and background areas, and the focus on small target wood is
not enough. The improved backbone network enhances the
ability to extract the deep information of the image, which
improves the recognition ability of the backbone network for
small target wood and greatly suppresses the interference of
the background.

3) COMPARISON EXPERIMENTS OF DIFFERENT LOSS
FUNCTIONS
In order to compare the superiority of CloU loss function
in recognizing whole wood end faces, three different loss
functions: DIoU, GloU [30], and CIoU are compared based
on the YOLACT framework. experiments are conducted on
three different bounding box regression loss functions, and
the three schemes have identical network structures except for
different loss functions, and use the same training parameters.
As can be seen from Table 4, compared with Smooth L1
loss function used by the original network, which can only
calculate the loss based on the offset of the prediction box but
cannot accurately describe the position relationship between
the prediction box and the real box, the average recognition
accuracy and mask segmentation quality of the model are
improved after CloU loss function is used. The CloU loss
function takes into account the overlapping areas between
boundary boxes and provides a more accurate measure of
distance.

4) COMPARISON EXPERIMENTS OF DIFFERENT NETWORK
MODELS

To further verify the instance segmentation effect of the
algorithm in this paper, the algorithm in this paper is
compared with the current advanced instance segmenta-
tion algorithms, and the Mask R-CNN [31], Cascade Mask
R-CNN [32], YOLACT and YOLACT_WOOD models are
trained respectively, and the trained models are used to verify
the detection and segmentation effect of the whole vehicle
wood. The training results are shown in Table 5, from which
we can see that the YOLACT_WOOD algorithm model pro-
posed in this paper is higher than Mask R-CNN, Cascade
Mask R-CNN, and YOLACT models in mAP_50 all by
4.2%, 3.3%, and 5.6%, respectively. Although the detection
segmentation accuracy of Mask R-CNN and Cascade Mask
R-CNN models is higher, their parametric numbers are too
large to limit the inference speed of the models. the main
reason for the lower detection segmentation accuracy of
YOLACT model is that YOLACT model is a single-stage
instance segmentation model, while Mask R-CNN and Cas-
cade Mask R-CNN models are both Therefore, the detection
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TABLE 2. Comparison experiment of different backbone networks.

Backbone Network mAP_50 mAP_s mAP_m mAP_] FPS(img/s) Number of participants
ResNet50 0.735 0.484 0.736 0.842 26.8 34.73M
ResNet101 0.742 0.451 0.644 0.717 21.7 53.72M
ResNeXt50 0.758 0.543 0.723 0.889 26.2 35.10M
ResNeXt101 0.753 0.579 0.772 0911 20.6 59.96M
TABLE 3. Experimental comparison results of different improvement points.

No ResNeXt CBAM ClIoUand DIoU-NMS mAP_50 mAP_.s mAP_.m mAP_1 FPS(img/s) Parameter IoU,,,sk
1 NO NO NO 0.735 0.484 0.746 0.892 26.8 34.73M 0.891
2 YES NO NO 0.758 0.543 0.723 0.909 26.2 35.10M 0.904
3 YES YES NO 0.775 0.583 0.791 0911 21.6 37.26M 0.907
4 YES YES YES 0.791 0.617 0.809 0.946 20.9 40.30M 0.917
5 NO YES NO 0.763 0.557 0.754 0916 26.0 35.24M 0.909
6 NO NO YES 0.755 0.492 0.759 0.895 26.5 35.11M 0.909
7 NO YES YES 0.777 0.598 0.810 0.933 214 37.93M 0.910
8 YES NO YES 0.769 0.579 0.820 0912 229 39.75M 0.907

(a) Before backbone network improvement

FIGURE 14. Backbone network heat map.

TABLE 4. Comparison experiments of different loss functions.

Loss function mAP_50 IoU,,qsk
SmoothL1 0.775 0.907
DIoU 0.782 0912
GIoU 0.769 0.889
CloU 0.791 0917

segmentation accuracy is not as good as that of the two-stage
model. The segmentation accuracy of the YOLACT model is
improved by optimizing the backbone network, introducing
attention mechanism and loss function.

5) ANALYSIS OF COMPARATIVE EXPERIMENTAL RESULTS OF
WOOD TESTING PERFORMANCE

Since this paper targets the whole wood end face for inspec-
tion segmentation, an important metric for evaluating the
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(b) After backbone network improvement

model is the detection of the number of woods in the test
set. The contour finding and contour counting of the wood
segmentation masks of the YOLACT model are completed
using the OpenCV library. Figure 15 shows the counting
results for the comparison experiments of different network
models in Table 6. In the top left corner of it, the counting
results of the wood in the picture are printed, divided into
three sizes of wood, small, medium and large. And different
shades of color are used to distinguish between small and
large woods.

The models used in the five groups of experiments,
Experiment 1, Experiment 2, Experiment 4, Experiment 5
and Experiment 6, were selected according to the differ-
ent improvement points in Table 4 for wood detection
performance, and the wood detection rate and wood true
detection rate of the models were obtained as shown in
Tables 6 and 7.
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TABLE 5. Comparative experiment of different network models.

Model mAP_50 mAP.s mAP_.m mAP_1 FPS Parameter IoU,,qsk
Mask R-CNN 0.749 0.495 0.754 0.901 6.2 123.75M 0.898
Cascade Mask R-CNN 0.758 0.522 0.765 0.924 11.1 76.80M 0.905
YOLACT 0.735 0.484 0.746 0.892 26.8 34.73M 0.891
YOLACT_WOOD 0.791 0.617 0.809 0.946 20.9 40.30M 0.917

small:44,middium:28,large:3.total: 75

(a) YOLACT

small:55,middium:40,large:1.total: 96

(c) Cascade Mask R-CNN

small:63,middium:27,large:0.total: 30

(b) Mask R-CNN

small:54,middium:41,large:5.total: 100

5

(d) YOLACT_WOOD

FIGURE 15. Results of wood testing counts for different models.

From Table 6, it can be seen that the optimized model
experiment 4 has improved the detection performance of
each size of wood compared with the initial model experi-
ment 1, especially the detection performance of small wood
has improved more obviously, and the wood detection rate has
increased from 89.835% to 96.836%, which is an increase of
about 7%.
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From Table 7, we can see that the original YOLACT
model (Experiment 1) has the lowest wood true detection
rate of 89.54% among the five groups of experiments, while
the improved YOALCT_WOOD model (Experiment 4) has
the highest wood true detection rate of 96.61% among the
five groups of experiments. The highest false detection rate
of 1.76% was achieved for the model (Experiment 6) after
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TABLE 6. Performance statistics of different improvement points for each size of wood inspection.

Number of wood No All wood Small wood Medium wood Large wood Detection rate(%)
Actual number 9536 1848 7548 140
1 8567 1625 6891 51 89.835
2 8922 1759 7062 101 93.559
number of detections 4 9234 1799 7321 114 96.836
5 9038 1771 7148 119 94.781
6 8726 1693 7003 30 91.491

TABLE 7. Statistical table of different improvement points on wood true inspection performance.

No Number Number of Number of false Number of true Number of True inspection rate(%) False detection rate(%)
of logs detections detections inspections missed tests
1 9536 8567 28 8539 997 89.54 0.35
2 9536 8922 44 8878 658 93.10 0.49
4 9536 9234 21 9213 323 96.61 0.23
5 9536 9038 76 8962 574 93.98 0.84
6 9536 8726 154 8572 964 89.89 1.76

improving only the loss function and non-maximum sup-
pression, while the lowest false detection rate of 0.23%
was achieved for the YOLACT_WOOD model (Experiment
4). Therefore, the YOLACT_WOOD model can effectively
improve the detection capability for each size of wood.

VI. CONCLUSION

To address the problems of slow detection speed, low
detection accuracy, dense wood stacking and easy to
be obscured and missed, we propose a segmentation
method YOLACT_WOOD based on YOLACT algorithm
for end-face detection of whole-vehicle wood. Images are
data enhanced to improve the detection capability of the
model for small and medium diameter wood; finally, CloU
is selected as the boundary frame regression loss function to
improve the problem of inaccurate boundary frame predic-
tion, as well as combining DIoU with Fast-NMS to solve
the problem of false detection and missed detection. The
improved algorithm was tested under NVIDIA GeForce RTX
3090 test conditions using the test set. mAP improved by
5.6% compared to the initial algorithm, reaching 79.1%, and
FPS reached 20.9 frames/second, compared to the detec-
tion speed of the Mask R-CNN model, which improved by
14.7 frames/second, and loU 45k improved by 2.6% to 0.917,
and the wood true detection rate reaches 96.61% and the false
detection rate is 0.23%. The experiments show that the trained
model has the ability to check the ruler quickly and also has
good detection effect for all sizes of wood, and the model has
strong robustness and generalization ability to meet the field
demand of industrial production.
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