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ABSTRACT Much of the research has focused on performance evaluation and, particularly, the response time
of clusters in cloud computing. However, one important topic has hardly been addressed: the impact of virtual
machine consolidation on real business cases, on companies driven by requirements for high performance
in transaction response time, specifically on intermediation trip companies. The ability to provide quality
service, guaranteed within several milliseconds, is crucial to the business success of these cluster platforms.
We present a case study for evaluating the performance of the seat availability service used by a flight carrier.
The case study is the application of the performance evaluation methodology that ranges from monitoring
to tuning options of a real-world service running on virtual machines, to understand capacity planning or
possible substitution by other configurations of virtualization or containerization of the architecture of the
cloud platform. This case study also proposes a workload characterisation using data clusters, allowing
the architecture to be modeled as a simple network of multiclass queues of any virtual machine on the
platform. Additionally, we estimate the new transaction response time by the possibility of either reducing
or incrementing the number of virtual machines and their replacement by containers

INDEX TERMS Virtual machines, performance evaluation, monitoring, workload characterization, discrete-
event simulation, overhead, containers.

I. INTRODUCTION
Cloud computing aims to shift the location of the com-
puting infrastructure to the Internet to reduce the costs of
management and maintenance of hardware and software
resources [1]. Cloud service providers offer high perfor-
mance, scalability, security, and availability [2]. However,
performance issues lead to the question of how to guarantee
that the system can offer the required quality of service. This
article presents the performance evaluation case study for a
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cloud platform based on the transaction response time of a
service executed in virtual machines (VM). Response time in
this article is considered as the time for a transaction to be
serviced (with a requirement of a few milliseconds), in other
words, the sum of the delays, waiting and servicing times in
the VM. Therefore, this research considers the performance
journey, from the transaction arriving on the cloud platform
until its service is finalised.

The real-world case study consists of a virtualization plat-
form for calculating the availability of flight inventory in
a flag carrier. Only the availability of the inventory is cal-
culated, that is, the calculation of the available seats based
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on different B2B (Business-to-Business) demanding systems,
for example, Global Distribution Systems (GDSs) to the
flight carrier. This is a crucial business activity for companies
in the tourism industry, which offer airplane seats, both the
companies that mediate in the business (buying and reselling
seats for their tourism packages), as well as the airlines that
directly market their services.

Thus, the case presented in this article can be directly
applied to almost all commercial and public platforms ded-
icated to serving transactions as quickly as possible on VM
platforms.

In summary, this article includes a case study of the perfor-
mance evaluation of a virtual machine platform in the cloud
that is used to execute a critical service for a flight carrier,
the engine for determining seat availability. The flight carrier
expects this service to be executed, at most, in a response time
of a few milliseconds, to be able to attend to the transactions
that arrive from the main stakeholders of the airline business,
e.g., the GDSs, even the airline’s e-commerce. Consequently,
this article collects how the performance study problem has
been faced to satisfy the following question, the IT supplier
and SaaS provider that runs and monitors the service:
How much residual capacity is left in the current virtual

machine configuration to maintain the quality of service?
This question brings us to respond to two previous issues;

first, what characterises the transaction workload that the
virtual machines receive? And second, is it possible to build a
performance model and the corresponding evaluation of the
virtual machines running that service?

As soon as these questions are answered, newer questions
may arise as to how to improve the service through tuning and
not upgrading the current hardware.

Therefore, applying the method for solving a performance
problem and performance evaluation phases described in [3]
and [4], in this case study we proceed as follows:

1. Understand the system to be evaluated (scenarios
monitoring).

2. Characterize the current workload of the system.
3. Build a workload model.
4. Collect data and parameters of a performance model.
5. Build a performance model.
6. Evaluate the performance model.
7. Analyze the results of the performance evaluation.
8. Determine the current capacity and future capacity

planning.
9. Propose options for tuning or upgrading the system.

10. Evaluate the modified performance model.

Thus, the detailed contributions of this performance case
study are mainly:

• The current workload characterization of the transac-
tions arriving at the VMs and their clustering in different
transaction classes that are not currently differentiated at
the SaaS supplier.

• The analytical and simulation models and their cor-
responding evaluation with the current workload

characterization to determine the residual capacity of
VMs. The models are extended to consider the new
transaction clustering when stressing the VM capacity.

• The example of forecasting study of workload scenario
to see the possible seasonality of the transactions and
their relationship with their characterization and the pro-
posed clustering.

• The study of the possible tuning of the current archi-
tecture estimates the overhead saved or added by either
adding or subtracting one VM per physical machine
(PM) or even replacing VMs with containers and its
estimated effects on the performance of the platform.

Therefore, the remainder of the paper is organized as fol-
lows. Section II details the closer related work on queuing
system cases to address the problem of providing perfor-
mance evaluation with VMs. In Section III, the case-study
scenarios are presented. This section corresponds with the
first phase of the performance evaluation method. Section IV
overviews the experimental setup. Section V is devoted to
workload monitoring and characterization, covering phases
second and third of the methodology. Section VI presents
our modelling proposal to design the transactional system
with a very simple queueing network. We compare the real
workload and the queueing model mean response times, and
we show the capacity planning by stressing the queueing
network model, i.e., the VMs utilization. This corresponds
to phases four to seven in the methodology for evaluating
the performance of the transactional system. In Section VII,
we show a scenario example of the possible forecasting of
the transactional system (phase number eight). Section VIII
is devoted to estimating the tuning effects on the original set
of VMs with other similar configurations and estimating the
overheads, ending the methodology for phases nine to ten.
The discussion is in section IX. Finally, section X outlines
the main conclusions and future work.

II. RELATED WORK
The problem of cloud computing performance modelling
considering the quality-of-service metrics as response time
has been extensively studied in [5]. In [6], the authors
obtained the response time distribution of a cloud system
modelled on a classical open M/M/m network, assuming an
exponential density function of arrival interval and service
time. Response time distributions were used to determine the
optimal service tier and the ratio of the maximum number of
tasks to the minimum number of resources (VMs). Response
time considers both wait time in queue and service time. For
a particular service resource, the author has determined the
level of her QoS service that can be guaranteed in terms of
response time. In [7] the authors extend the e-health model
developed in [8]. The nodes that form the cloud architecture
can be analysed individually if they form an open Jack-
son network. They only consider M/M/1 and M/M/m nodes
because they assume that the analysis constraints arrival and
service rates have only exponential distributions. Work [7]
extends the model presented in [9] by modelling a cloud
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architecture instead of web servers. The model should also
serve as a guide for creating/deleting VMs as in [10] or as
a guide for investigating the root cause of bottlenecks and
providing solutions as in [11]. In [10], the author presented
an integer programming mechanism that automatically scales
compute instances to cloud-based workload information and
performance requirements. It was based on an activity plan
for starting and stopping VM instances. This mechanism
allowed cloud applications to complete submitted jobs on
time by controlling the number of underlying instances and
reducing user costs by choosing the right instance type.

In [12] the performance study about a monitoring system
for IoP (Internet of People), the integration of chips inside
people that link to other chips and the Internet, is evaluated
using an M/M/c/K queuing network. The authors then pro-
pose a queueing-based model to evaluate the performance
of fog-supported IoP systems. They first develop a mathe-
matical model of a fog node that considers the processing
time, service time, and arrival rate of data requests. They then
extend this model to a multi-fog-node scenario, considering
the transmission time and delay between fog nodes. Finally,
they evaluate the performance of the proposed model through
simulation experiments. The paper ‘‘Performance evaluation
of message routing strategies in the Internet of robotic things
using the D/M/c/K queuing network’’ by Feitosa et al. [13],
focuses on evaluating the performance of message routing
strategies in the Internet of Robotic Things (IoRT). The
authors begin by discussing the challenges of communication
in IoRT and the need for efficient message-routing strate-
gies. They then introduce the D/M/c/K queuing network as
a tool for evaluating the performance of these strategies.
The article [13] focuses on the use of Internet of Things
(IoT) sensor networks in smart buildings and uses queu-
ing models to evaluate their performance. The authors then
introduce queuing models to evaluate the performance of
IoT sensor networks in smart buildings. They explain how
queuing models work and how they can be used to simulate
different scenarios and evaluate the performance of the sen-
sor network under different conditions. In [14], the authors
present a study on the performance of an Internet of Health-
care Things (IoHT) system for medical monitoring, using
M/M/c/K queuingmodels. The IoHT system consists of a net-
work of interconnected devices and sensors that collect and
transmit healthcare data to a central server for analysis and
decision-making.

Our research work is a performance engineering case study
covering not only the queueing modelling and evaluation
but earlier phases of workload monitoring and characteriza-
tion and posterior phases such as the forecasting and tuning
phases. Particularly, our case study is built upon monitoring
the VMs at the cloud platform and its workload charac-
terization during several periods. From the monitoring and
workload characterization and clustering, we build simple
queuing network models for each VM. The network is eval-
uated through approximate analytical models (relaxed to
exponential queues) and discrete-event simulation.

The queueing network model also permits the study of the
possible capacity planning future workload and anticipates
several VM changes tuning the number of VMs or replacing
them with containers. The queueing network model allows
the cloud system to be scaled optimally to guarantee the
quality of service for the transaction mean response time and
plan the proper deployment and removal of VMs or virtual
processors according to the workload. To comply with the
mean response time expected, the cloud platform should be
able to add/remove VMs according to the results obtained
by approximate analysis or simulation. We summarize and
compare some of the related works with ours in table 1.

III. TRANSACTIONAL SYSTEM FOR FLIGHT SEATS
AVAILABILITY SERVICE
The flight seat availability algorithm for an airline carrier
runs in an IT supplier datacenter with their PMs hosted in the
cloud. In particular, the two PMs are Xeon Gold 6148 proces-
sors at 2.40 GHz as IaaS. These PMs are hosting four VMs
each, to handle the transactions (availability requests) that
come from different organizations and flight business inter-
mediaries, such as Global Distribution Systems (GDS), to the
flight carrier. Thus, the seat availability requests arrive in a
traditional B2B relationship between the business supplier
(the airline), the IT supplier (the datacenter), and the SaaS
provider (the flight seats availability service) to connect to
other intermediaries as input of other services, e.g., selling
aircraft seats to the final customers.

Mainly, for each flight seat request, a thread is launched to
a vcore (virtual core) in the VM that attends to that request,
the service could be summarized as:

• getting data from persistence in RAM, mainly moving
data from RAM to vcore;

• loading local caches in the thread (move data fromRAM
to TLS (Thread Local Storage) to some object caches for
later use;

• executing linear record search operations or using
Hash Maps: Operations O(n) or O(n2) and even O(1),
date/time operations, and simple arithmetic operations
including a few trigonometric to calculate miles.

Regarding the cloud platform at the IT supplier, one PM hosts
four VM, servicing transactions. To guarantee VM availabil-
ity, there is another twin set of four VM in another PM, that
is, the service consists of a total of eight VM, in two sets
of four VM each. Each VM consists of 16 vcores, one of
which hosts the operating system (in a type II virtualization
architecture), and the other 15 handle business transactions in
parallel. Figure 1 shows a graphical schematic representation
of PM hosting four VM and their 15 service vcores.

IV. EXPERIMENTAL SETUP
Tomonitor theworkload of the four VMs consolidated in both
PMs, the Telegraf agent1 is used, which allows the collection
of all the metrics of each VM of the flight availability service

1https://www.influxdata.com/time-series-platform/telegraf/
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TABLE 1. Comparison among some related research works.

FIGURE 1. Organization of PMs, VMs, and vcores.

engine. These data are obtained via SOAP and are sent to
the time series database where they can be consulted with
Grafana2 (see figure 2). Regarding the k-means clustering
of the monitored transactions we use Weka [16], and the
Minitab [17] tool has been used for the analysis of the statis-
tical distributions. Finally, we use the QNAP2 [18] discrete-
event simulator and the corresponding analytical solver for
the queue modelling and evaluation.

V. WORKLOAD MONITORING AND CHARACTERIZATION
The IaaS for processing flight seat availability can receive
several million transactions per minute (TPM). The number

2https://grafana.com/

FIGURE 2. Agent monitoring the Flight Availability service.

of requests/s sometimes fluctuates seasonally and during the
same day but other times not. In table 2, we collect three
statistics of different monitoring periods that correspond to
three different scenarios of requests/s received at one PMwith
four consolidated VMs. Their duration has been adjusted to
the availability of PM monitoring.

Wemonitored the four VMs together, even though there are
consolidated in the same PM and sharing all the hardware and
software resources, i.e., without any distributed allocation
or network or intercommunication among them. On the one
hand, the three scenarios present very differentmean response
times and in the case of the first scenario the standard devi-
ation is very high. On the other hand, it is confirmed that
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TABLE 2. Requests arrival statistics of a PM (sampling).

FIGURE 3. Requests/s monitored during scenario 1.

the four VMs consolidated in the same PM behave similarly
due to the uniform sharing of transactions since the standard
deviation between the four VMs is almost negligible for both
the transactions’ mean response time and the VMs’ mean
utilization.

A. VM WORKLOAD MONITORING
Taking any VM of the four consolidated at one PM, the
observed behaviour explains the differences between sce-
narios (see table 3). The three scenarios could be consid-
ered different because of the variance in requests/s for a
VM. So, the standard deviation of the interarrival times of
requests should be considered for the workload characteriza-
tion. Figures 3 to 5 show the profile of these requests/s for the
three scenarios.

In figure 3, the cycles of the graph correspond to the five
days of the duration of the observation period of scenario 1.
In the same way, in figure 4, each peak and valley correspond
to a calendar day of scenario 2 from 28 days. However,
for scenario 3, there is no such calendar pattern or season-
ality (see figure 5) for 57 days. This can be demonstrated
by normalizing each monitoring data (subtracting the mean
requests/s and dividing by their standard deviation). We took
all the combinations of consecutive five-day periods in sce-
narios 2 and 3, taking scenario 1 as the cycle to compare.

In figure 6, normalized scenario 1 is shown, whereas the
first five-day period of scenarios 2 and 3 are shown in figures
7 and 8, respectively. With these paradigmatic examples, it is
observed that scenarios 1 and 2 have a similar pattern of
arrival requests/s while scenario 3 is different.

B. VM RESPONSE TIME MONITORING
Once the transaction request arrives at a VM, its service
consists of two consecutive phases: processing and sending.

FIGURE 4. Requests/s monitored during scenario 2.

FIGURE 5. Requests/s monitored during scenario 3.

FIGURE 6. Normalized requests/s monitored during scenario 1.

Additionally, a transaction can remain stopped by a request
scheduler (delayed) until its service can be carried out, that
is, the transaction processing and sending. The resulting
response time of a transaction executed in a thread by a vcore
is the service time plus the delay time. The delay time of
a transaction is not a queue time of the transaction waiting
for its service as we understand the traditional continuous
service of a FIFO queue. This can be verified in the following
workload scenarios. The delay time corresponds to a different
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TABLE 3. Requests arrival statistics of a VM (sampling).

FIGURE 7. Normalized requests/s monitored during scenario 2 (example
of five days).

FIGURE 8. Normalized requests/s monitored during scenario 3 (example
of five days).

cumulated time due to scheduling or any other VM activities
before transactions are queued to receive processing and
sending times in a thread executed in a vcore. Between the
processing and the sending times, there is no waiting time.
So that as soon as a request of flight seat availability arrives
at one of the four VMs the transaction request is delayed
sometime due to some scheduling actions (and maybe other
software cumulated delays) to determine the assigned vcore,
that executes the transaction service (the flight seat availabil-
ity) after some queueing at vcore processor if there would be
high vcore utilization.
In table 4 we show the monitoring of one of the threads at
vcores in a VM for a transaction in the three scenarios. Firstly,
there does not seem to be any noticeable difference in the
sending service, since the mean and standard deviation of the
three scenarios are very similar and their values are smaller in
comparisonwith process times. Secondly, the processing time
is very similar in the three scenarios with a higher standard
deviation for scenario 1. However, the biggest difference
among the three samples is the delay time. Even though

scenarios 2 and 3 have similarly low values compared again
to scenario 1, the latter has a lot of variances.

C. WORKLOAD STATISTICAL DISTRIBUTION FITTING
To build even the simplest queueing model and perform
the statistical analysis, it is necessary to know the distribu-
tion of the arrivals, i.e., the requests/s (or the corresponding
interarrival times), the delay and the service (process and
sending) times. To avoid inaccurate guessing of any distri-
bution, we may try to confirm whether a certain distribution
fits the four monitored timed variables in all the monitored
scenarios. Unfortunately, the distribution fitting of the proba-
bility distribution to the series of arrivals, i.e., requests/s and
the delay, process and send times were not valid for the data
of any scenario. In appendix tables A1 to A4, we provide the
distribution fitting test [17] of the requests/s, process, delay,
and sending times, respectively, in scenario 1 (the rest of the
scenarios and delay and sending times are similar). Since
the p-value is lower than 0,05 in all four tables, we cannot
conclude the requests/s, delay time, process time, and sending
time fit with well-known distributions.

D. WORKLOAD AND RESPONSE TIME CLUSTERIZATION
Even if the distributions do not fit, the monitorization of the
three scenarios shows some features that may conduct a more
detailed classification of the transactions:

• there is an enormous variance in scenario 1 in mean
process time and mean delay time;

• scenarios 1 and 2 are similar in arrival frequencies to
each VM;

• scenarios 2 and 3 are very similar in mean service times
(process plus sending times) and delay time;

• scenario 3 is very different in the frequency of arrivals
from the other two;

• scenario 1 is very different in the delay time (and some-
what in the service time).

By applying clustering to the three scenarios, we may repre-
sent different classes of transactions by selecting the centroids
of the clusters as representatives of a respective class. These
classes were not distinguished in the original monitoring.
If simple k-means are applied to the three scenarios, the
following clusters can be determined based on the Euclidean
distance from their centroids [16]. We transform the request/s
original data to interarrival times, i.e., transform average
frequencies to mean interarrival times to facilitate opera-
tionalization.
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TABLE 4. Mean delay, process, and sending times of a transaction in a VM.

Therefore, the monitorization of scenario 1 could include
3 different clusters where the major differences come from
the interarrival time, process time, and delay time, respec-
tively, whereas the sending time is almost common to every
cluster (see table 5). Selecting more than 4 clusters would
produce two or more clusters closer than the rest, and select-
ing two clusters are too simplistic to characterize scenario 1.
Particularly centroid 1.2 represents transactions with more
mean process time and mean delay time compared to clusters
1.1 and 1.3. Whereas the delay time of centroid 1.3 doubles
the one from cluster centroid 1.1. However, centroids 1.1 and
1.3 have a huge delay time variance compared to centroid 1.3.

In table 5, delay time appears as the variable with more
standard deviation in any cluster.

To be coherent, scenario 2 is also classified into 3 clusters,
even though the scenario is less variable (see centroids in
table 6). Centroid 2.2 has more mean process, mean delay,
and mean sending time than the two other clusters even
though all three centroids are more similar in comparison
with the previous scenario.

Then, scenario 3 is also classified into 3 clusters (see
centroids in table 7) than the previous two. Centroid 3.2 is
an outlier but important for clusterization since it has a higher
mean interarrival time andmean delay time than the two other
centroids.

With this data clusterization, we may conclude the
following:

• The mean processing time for transactions is higher than
2.1 ms and exceptionally may arrive to double this value
(even though the maximum almost arrives at 70 ms).

• The delay time is the variable that defines the transac-
tion’s performance.

• The sending time last usually slightly more than 0.1 ms
but does not influence the performance of the transaction
as the rest of the variables and it is very stable compared
with process time and particularly with delay time.

VI. QUEUE MODELLING AND CAPACITY PLANNING
The cloud platform at the datacenter consists of two sets of
four VMs. The queuing model is shown in figure 9. Each PM
is modeled as an open network [19] where requests are gener-
ated by a source queue of customers (transactions), arriving
at a H/H/∞ delay queue that sends them in a uniform dis-
tribution scheduling. Each VM is a multiserver of 15 vcores.
The vcores are modelled as a H/H/15 queue, solved with a
discrete-event simulator. All H distributions were assumed
hyper exponential with the mean and the standard deviation

FIGURE 9. One PM modelled as a queue network with transactions as
customers.

shown in tables 2, 3 and 4. The hyper-exponential distribution
permits to parametrize of both central statistics.

Table 8 shows the comparison between the mean response
time measured in the PM with four consolidated VMs and
the mean response times of the four simulated VMs. The
results show very similar behaviour to the four VMs (results
expected by the distribution of the workload), with low rela-
tive errors concerning the measured mean response time and
negligible differences between VMs.

Since the performance measurements and simulation seem
to confirm the similarity among the four VMs consolidated at
the same PM sharing uniformly the workload, we concentrate
the rest of the case study in one VM but considering the
clustering built to distinguish different customer classes in the
queueing model.
Thus, each VM is modelled with an open network where
requests are generated by a source queue of multiclass
customers (transactions) weighted as the data cluster fre-
quencies, arriving at a H/H/∞ delay queue that sends them
to vcores. The vcores are modelled as a H/H/15 queue,
solved with a discrete-event simulator (relaxed, in general,
to exponential queues for approximate analytical solutions).
To compare results against the discrete-event simulation
approximations, we also model a VM with exponential
queues for a unique class customer source and the expo-
nential service of vcores, even for the delay time the hyper-
exponential distribution remains used. Thus, the delay queue
was modelled as an M/H/∞ and the vcores as H/M/15 with
two consecutive exponential services (process and sending
times). Assuming that each cluster centroid is representative
of a customer class, the multiclass queue model is shown in
figure 10.

The queueing network model was simulated with a confi-
dence interval of 95% for all queues and more than 10 million
transaction instances (customers) were simulated per sce-
nario, even though results converged with just thousands of
customers, like the number of samples in monitoring data.
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TABLE 5. Cluster output of scenario 1 through k-means.

TABLE 6. Cluster output of scenario 2 through k-means.

TABLE 7. Cluster output of scenario 3 through k-means.

TABLE 8. Response times of a PM (monitoring and simulation).

FIGURE 10. One VM modelled as a queue network with transactions as
customers.

No exact analytical or numerical solution was applicable but
the convolution method was applied to have an analytical
approximation. In table 9, we show the mean response times
of a VM in the three scenarios. The queuing model approx-
imations work well in discrete-event simulation and in the
analytical approximation since errors comparedwith real data
are less than 0.018% in any case, except in scenario 3 but less
than 4.24%.

For the data cluster centroids taken as representatives
of customer classes, no analytical or approximation for a
multiclass model was possible even relaxing disciplines or
distributions, so we show the discrete-event simulation results
in table 10. Reducing the variance intra-cluster and increasing
the variance inter-cluster produces less % relative error per
class, compared with the mean response times of a unique
transaction class. Moreover, in scenario 3, where the outliers
are isolated in class 3.2, the model reduces the aggregated

class relative error in the simulation results, ranging from -
4.232 % to -0.004 %. However, in scenario 2, the aggregated
class relative error increases from 0.018 % to 1.374 % and,
in scenario 1 aggregated class simulation results are equal.

The utilization of one VM in the three scenarios during
monitoring was 34.51%, 16.57%, and 11.41%, respectively.
Since the 4 VM share the workload in each PM, there is still
room to receive more requests/s, until PM saturation. If the
arrival frequencies monitored in the three scenarios were
increasing, capacity planning would be like the ones shown
in figures 11 to 13. In these figures, the arrival frequency of
transactions has been increasing from 10% to 90%, close to
model saturation. The mean response times are almost equal
to the service times due to the buffer effect of the scheduler
and its corresponding delay time until the utilization of the
VM is higher than 70%.

VII. FORECASTING
Scenarios 1 and 2 are seasonal, each day they have a peak
and valley with the same shape, although have different inten-
sities. When normalized, both scenarios look very similar.
The trend lines are slightly increasing or decreasing but do
not provide much information since they are averages (see
figures 3 to 8).

To predict the requests/s of these two scenarios, observing
the daily transaction response times, we use moving aver-
ages to predict the approximate number of requests/s in the
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TABLE 9. Response times of a VM (monitoring, simulation, and analytical approximation).

TABLE 10. Response times of a multiclass VM (monitoring, clustering, and simulation).

FIGURE 11. Capacity planning for scenario 1.

FIGURE 12. Capacity planning for scenario 2.

following instants. This is quite predictable for scenario 1
(see figure 6). In the case of scenario 2, its high coefficient
of variation makes the absolute value of immediate future

FIGURE 13. Capacity planning for scenario 3.

requests/s less predictable. In the case of scenario 3, there is
no daily seasonality but the coefficient of variation is close to
30%, and the average starts to lose meaning.

As an example, in figure 14, the individualized response
time samples of each scenario 1 have been represented and
their corresponding trend through moving averages, with
periods of 90 samples. As in requests/s, there is the same
seasonal behaviour for sample transaction response times.
Thus, the mean and the standard deviation of response time
to depict the performance behaviour using just one class of
transactions could lose descriptive meaning, not only for the
performance evaluation of the VM but also forecasting. This
is the reason why we clustered the transactions depending
on the four variables monitored. The moving averages with
90 samples period seem to confirm that consider three mean
response time centroids with values computed in table 11,
for scenario 1, representing the averages of valleys (1.1),
peaks (1.2), and ascending and descending values (1.3),
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FIGURE 14. Transaction response times (blue) through moving averages
(red) of period 90.

respectively, are good predictors of three-class transactions
performance.

VIII. TUNING VM OVERHEAD
Virtualization overhead is an important factor due to the
current trends of consolidating servers [20]. The consoli-
dation degree will determine the performance degradation
(amount of overhead). Moreover, note that the CPU is the
most demanding server device [21]. In [22] determined the
overhead classes of server consolidation in PMs. The first
one class is the virtualization by the hypervisor, and the
second class is the virtualization due to consolidation. These
two another overhead classes are in any server independently
of the physical server features, hypervisor type and type of
user-executed workload. We experimented with several PMs
to find out the percentage of overhead that virtualization
produced when consolidating servers. That is, the amount of
time that was added (overhead) to the execution of transac-
tions, consuming CPU and RAM, as in this case of study,
in several VM compared with their execution in the same
number of PMs, without virtualization. We named the two
types of overhead in servers’ consolidation: the overhead due
to virtualization itself (Ov) and overhead due to interaction
(Oc)with other VMconsolidated on the same server (physical
or virtual, since they can be nested). In [23] also determined
overheads for several virtual machines and/or container com-
binations and nesting. Therefore, the performance of the two
sets of VMs in both PMs, in our study, is also affected by Ov
and Ov. The more overhead the less productive work at VMs
and then the quality of the service is reduced.

Precisely, for type II virtualizations and servers with a
similar number of CPUs, the study [23] indicated an Ov of
approximately 2% and an Oc for 4 VM consolidated in the
same PM of 72% to 79%. In other words, consolidating 4
VMs in the same PM had a price of more than 80% overhead
in comparison to saving 3 PMs in hardware, space, and
electrical power consumption, among other gains from con-
solidating 4 VM (and other losses as energy consumption).

FIGURE 15. Comparison of adding or subtracting 1 VM in scenario 1.

FIGURE 16. Comparison of replacing VMs by containers in scenario 1.

In the case of the flight seat availability service, although
there are some differences in the hypervisor used and the
number of physical CPUs with the servers used in [22] and
[23], we may assume that the amounts of Ov and Oc would
be similar. In the same way, in [22] the number of VM
consolidated by PMwas varied to see the increase or decrease
of both types of overhead. Going from consolidating 4 VM
to 5 VM and consequently redistributing the workload uni-
formly, decreased the Ov to 1% but the price to be paid was
increasing the Oc by an additional 5%. However, going to
3 consolidated VM increased the Ov to 2-3% but decreased
the Oc by 9% approximately. All these variations were in
comparison with no virtualization scenarios.

With all these previous experiments done to estimate both
overheads, we simulate new sets of VMs in our case study.
Figure 15 shows the comparison of adding or subtracting
one VM from the original configuration set of consolidat-
ing 4 VM in scenario 1, estimating the variation of Ov and
Oc and the uniform sharing of request/s workload among
the number of VMs. The mean response time with a set
of 3 VM permits saving around 0.65 ms, in opposition to
a set of 5 VM that would add around 0.45 ms to the mean
response time for all utilizations. Of course, having 3VMwill
decrease the elasticity and the security and even the energy
trade-off [24].
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Regarding containerization for servers (in the example we
used Dockers), the studies [22], [23] indicated an OV of
approximately 20-22% and an Oc for 4 containers consoli-
dated in the same PMof 74%, comparing against having 4 PM
without containerization. Figure 16 shows the comparison of
replacing the original set consolidating 4 VM configurations
in scenario 1 by four containers, estimating the variation of
OV and Oc. Simulating the estimated containerization of the
original set, the mean response time with a set of 4 containers
adds around 2.5 ms because of the additional software layers
to implement, even though this may vary depending on the
nature of the transactional service.

IX. DISCUSSION
This case study is based on the useful real data we obtained
from the flight seat availability service company between the
users (GDS and other intermediation organizations) and the
flight carrier. These data are request/s, delay, process, and
send times. The data were sufficient for the case study but
having more information from the PM and VM provider (IT
supplier) for example about the configuration of the hypervi-
sor, would precise some information, e.g., for the overhead
estimations. These are some main limitations of this case
study.

Regarding, the scenarios’ duration and samples, we have
been to accept what we got, since the monitoring overhead
may reduce the performance not only of the real B2B transac-
tions but also from the personnel at the case service provider
company. The same applies to the number of scenarios.
In future works, we should analyze additional scenarios if
available.

Regarding the queueing network model, we know that
a queue with blocking before service [25] at delay time
should be a possible analytical solution but the logic of the
transaction scheduler is IP protected and we cannot guess
any probability guessing for unblocking the transactions at
scheduler. However, the infinite queue as a delay works
well when comparing mean response times monitoring and
experimentation. The data clusterization of transactions and
the corresponding multiclass customer queue network sim-
ulations reduced the errors in comparison with mono-class
customer simulations. However, the original transactions are
not classified, sowe did not have feedback about the precision
of our centroids as part of a preemptive modification of
scheduler and differentiated routing for transaction classes.

In regards to tuning the number of VM or substituting with
containers, the case study uses other configurations of PM
and hypervisors so estimations are also based on previous
research works. We should compare our estimations with the
same configurations at the service provider, to confirm our
guessing, even though the method of estimating the overhead
is applicable.

X. CONCLUSION
In this article, we addressed a complete case study for the
performance evaluation of a real-world B2B implemented

TABLE 11. Distribution fitting for requests/s in scenario 1.

TABLE 12. Distribution fitting for process time in scenario 1.

with VMs, a flight seat availability service for a flight carrier.
This case study reveals, even though we do not have precise
information from the hardware and hypervisor data from the
IT supplier, the monitoring of transaction arrival frequency
to VMs and their execution times at VMs from the service
provider is sufficient to characterize, model and tune the
transaction journey in the VM platform. The provided case
study is especially useful not only for this flight seat avail-
ability service but also for any commercial services based on
CPU and memory transactions in consolidated VMs, as in the
tourism industry.

We follow a performance engineering methodology fully
established and cited in the literature. We use workload char-
acterization, clustering, performance evaluation with queue-
ing network discrete-event simulation, capacity planning, and
forecasting in this work. We also show that analytic mod-
els may be used to compute mean response times, relaxing
the queueing distribution disciplines with customers without
classification. The case study also uses previous research
works to estimate the overhead for tuning the original set of
VMs and their possible containerization.
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TABLE 13. Distribution fitting for delay time in scenario 1.

TABLE 14. Distribution fitting for sending time in scenario 1.

Future work includes to have feedback on our insights
in the real system to demonstrate what the experimentation
in our laboratory concludes: flight seat availability service
is far from performance saturation but some system tuning
can improve the enormous variance in transaction response
times (maximum response time is sometimes almost 10 times
higher than the average). First, the predictability of some
daily scenarios (like scenarios 1 and 2) may be considered
to utilize more VMs in parallel in a different PM, in the IT
supplier datacenter, for the local maxima or frequency peaks.
Second, reducing the delay time produced by the transaction
scheduler would have a huge reduction in mean response
times (see scenario 1). Third, when there is no clear season-
ality in the requests/s (scenario 3), the number of VM would
be relaxed to take advantage of the elasticity based on cloud
platform deployment. Finally, our data clusterization of trans-
actions reveals that identifying the classes of requests may
reduce drastically not only the modification of the scheduling
(scenario 3), diverting expected longer transactions to priority
VMs, but also managing the seasonality peaks when occur-
ring (scenarios 1 and 2).

APPENDIX
This section is composed by Table 11, Table 12, Table 13 and
Table 14.
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