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ABSTRACT As the world gradually recovers from the impacts of COVID-19, the recent global spread of
Monkeypox disease has raised concerns about another potential pandemic, highlighting the urgency of early
detection and intervention to curb its transmission. Deep Learning (DL)-based disease prediction presents
a promising solution, offering affordable and accessible diagnostic services. In this study, we harnessed
Transfer Learning (TL) techniques to tweak and assess the performance of an array of six different DL
models, encompassing VGG16, InceptionResNetV2, ResNet50, ResNet101, MobileNetV2, VGG19, and
Vision Transformer (ViT). Among this diverse collection, it was the modified versions of the VGG19 and
MobileNetV2 models that outshone the others, boasting striking accuracy rates ranging from an impressive
93% to an astounding 99%. Our results echo the findings of recent research endeavors that similarly showcase
enhanced performance when developing disease diagnostic models armed with the power of TL. To add to
this, we used Local Interpretable Model Agnostic Explanations (LIME) to lend a sense of transparency to
our model’s predictions and identify the crucial features correlating with the onset of Monkeypox disease.
These findings offer significant implications for disease prevention and control efforts, particularly in remote
and resource-limited areas.

INDEX TERMS Deep learning, monkeypox, disease diagnosis, transfer learning, image processing, LIME.

I. INTRODUCTION

Monkeypox, also known as Monkeypox Virus (MPXV) dis-
ease, is caused by infection with the virus of the same name
and is usually found in monkeys [1]. Monkeypox usually
occurs in Africa, Central and West Africa, and Asia [2].
Although it can infect any mammal, the virus spreads to
humans primarily by biting an infected animal like a bat or
primate such as a monkey [3]. Early monkeypox symptoms
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include muscle pain, headache, fatigue, and fever. The disease
almost resembled chickenpox, smallpox, and measles. It may
be identified by swollen glands behind the ear, below the
jaw, on the neck, or in the groin before the formation of
the rash [4]. Even though the virus is not life-threatening,
it causes complications in severe cases, including sepsis,
pneumonia, and loss of eye vision [5]. Although monkeypox
does not affect humans very often, the slight chance of it
affecting them should still make people think twice about
their exposure to monkeys and rodents, especially in certain
parts of the world where outbreaks of this disease happen
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more often. The Centres for Disease Control and Prevention
(CDC) predict that in the next few years, millions of people
worldwide will get a new strain of monkeypox [6].

Monkeypox was initially found in 1958 and was rediscov-
ered in the Republic of Congo in West Africa in 2014 [7], [8].
While it may not be as well-known as Ebola or Zika, the
monkeypox virus can become just as large a global health
threat as those two if enough is not done to stop it from spread-
ing further. Recently, the virus has been slowly spreading,
and the number of Monkeypox patients is increasing daily.
According to CDC, as of June 06, 2022, the virus had spread
among 29 countries, and the number of Confirmed cases
was around 1029 [9]. Currently, no appropriate treatments
are available for Monkeypox disease [10], [11]. Nevertheless,
Brincidofovir and Tecovirimat, two oral medicines primarily
used to treat the smallpox virus, are advised for immediate
treatment. The best way to protect against this illness is via
vaccination [12], [13].

Monkeypox, smallpox, and measles symptoms are almost
similar, making it difficult to identify without a proper lab-
oratory test [14]. Testing the skin lesions using electronic
microscopy is the gold standard for diagnosing the virus.
Polymerase chain reaction (PCR) testing is also widely uti-
lized for COVID-19 testing and may be used to identify the
virus [15], [16]. PCR is usually used for laboratory tests.
However, during the onset of COVID-19, we have seen
that the PCR test kit cannot correctly diagnose COVID-19
patients around 40% of the time [17], [18], which means
that multiple tests are required to increase accuracy. As a
result, it will be challenging to provide enough tool kits to
test both Monkeypox and COVID-19 patients if the disease
becomes another worldwide pandemic. The high cost of such
a set of tools makes regular usage impractical for many
wealthy countries. In the event that Monkeypox or COVID-19
becomes a global pandemic, providing an adequate number
of testing kits could prove to be a difficult task. The high cost
associated with producing these kits would make it imprac-
tical for many affluent countries to utilize them on a regular
basis [19].

In the recent past, Machine learning (ML) demonstrated
promising results in medical imaging and disease diag-
nosis [20], which means that diseases such as cancer,
pneumonia, and COVID-19 can be detected without doc-
tor intervention [21]. Several studies published this year
revealed that deep learning (DL)-based frameworks could
be a convenient alternative for detecting Chickenpox and
Measles illness, which have symptoms similar to Monkey-
pox [22], [23], [24]. As an illustration, Chae et al. employed
a deep neural network (DNN) and a long-short-term memory
(LSTM) model to detect chickenpox, which outperformed
the conventional autoregressive integrated moving average
(ARIMA) model [22]. In order to detect the potentially blind-
ing varicella-zoster virus, Arias and Mejia [23] designed a
deep-learning algorithm. The proposed model has a detec-
tion accuracy of up to 97% for the virus. Using CNN,
Bhadula et al. [24] were able to identify skin diseases. Acne
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and lichen planus are detected with 96% and 92% accu-
racy, respectively, using a CNN model developed by the
authors [24]. In 2019, Sriwong et al. (using the CNN method)
obtained an accuracy of 79.2% for identifying skin disor-
ders. The authors’ primary interest was identifying actinic
keratoses, basal cells, and benign keratoses, among other skin
conditions [25].

As Monkeypox symptoms significantly affect the human
skin, images containing infected human skin can be used to
develop an ML-based diagnosis model [10]. Several studies
have shown that DL approaches can detect monkeypox skin
disease. For instance, Sitaula and Shahi [26] used a pre-
trained DNN to detect the monkeypox virus. In their study,
the authors tested 13 prospective DL models and evaluated
the relevant performance of those models. The ensemble
techniques perform the best, with a precision of 85.44%,
arecall of 85.47%, an F1-score of 85.40%, and an accuracy of
87.13%, according to their first computational findings [26].
Sahin et al. [27] also used a pre-trained network and incor-
porated the prediction model with a mobile application.
According to the author, their proposed model is 91.11%
accurate. However, there are no clear indications of whether
the proposed approach is approved for clinical testing or
not [27]. Akin et al. [28] used CNN-based models to detect
monkeypox skin lesions, and explainable Al was used to
assist the models’ interpretations. The author reports that
their proposed models attained an accuracy of approximately
98.25%, a sensitivity of 96.55%, a specificity of 100%, and
an Fl-score of 98.25% as per their study [28].

Yasmin et al. [29] present research that uses image anal-
ysis approaches based on machine learning to construct a
model that can reliably diagnose monkeypox illness. Particu-
larly during the COVID-19 pandemic, the research highlights
the significance of early discovery in preventing disease
propagation. Using transfer learning and data augmentation
approaches, six unique deep learning models were trained
using a preprocessed dataset to tackle the challenge. Compar-
ing the models with the highest precision, recall, and accuracy
led to the development of the “PoxNet22”” model. In terms
of classifying monkeypox, the proposed model beats current
strategies with 100% precision, recall, and accuracy. This
discovery makes a substantial contribution to illness identi-
fication and detection, opening the door for more precise and
reliable diagnostic procedures [29].

In their recent 2022 research, Shah and colleagues present
a novel solution for accurately classifying Monkeypox skin
lesions using transfer learning-based approaches. The authors
tackle the challenge of limited access to PCR tests in remote
areas by providing a computer-aided diagnosis method using
Deep Learning techniques, which have shown promise in
automating skin lesion detection. They train five different
transfer learning models on a skin lesion image dataset from
various sources and compare their performance to select
the best-performing one. Their experiments show that the
MobileNetv2 model achieves the highest accuracy of 98.78%
in classifying Monkeypox skin lesion images. This proposed
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FIGURE 1. Images retrieved from open source data repositories for our
proposed research.

approach can provide quick and automated detection of Mon-
keypox skin lesions, aiding in disease diagnosis and treat-
ment, especially in areas with limited healthcare access [30].

However, none of the studies provides enough reason-
ing for their higher prediction rates. Moreover, no general-
ization or regularization approaches have been introduced,
which often limits the overfitting issues of DL-based
approaches. Based on the referenced literature, it can
be inferred that DL techniques have been used exten-
sively to detect various skin diseases caused mainly by
various infections. Therefore, traditional CNN is a good
approach for developing deep learning-based models to diag-
nose Monkeypox disease diagnosis. In this work, we pro-
posed and tested six distinct improved deep CNN models
by adopting models, namely, VGG16 [31], InceptionRes-
NetV2 [32], ResNet50 [33], [34], [35], ResNet101 [36], and
MobileNetV2 [37] using transfer learning approaches. The
following is a summary of our contribution:

1) Improvement and assessment of six distinct DL models
(VGG16, InceptionResNetV2, ResNet50, ResNet101,
MobileNetV2, and VGG19) using generalization and
regularization approach for detecting Monkeypox dis-
ease.

2) Verify and interpret the model’s performance employ-
ing Local Interpretable Model Agnostic Explanations
(LIME).

il. METHODOLOGY

We leveraged established deep learning (DL) models through
transfer learning approaches to extract critical features that
are challenging to identify visually. We extract key features
that are hard to see with the naked eye because Monkeypox
symptoms can look like chickenpox or measles. We then use
the model’s most complex layer to detect the disease.

A. DATASET

The traditional deep learning approach needs a lot of data for
training. However, transfer learning techniques have shown
that even a limited dataset can be used to build an efficient
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TABLE 1. Monkeypox datasets used in this study.

Dataset Label Train set  Testset  Total
Monkeypox 34 9
Study One Normal 2 7 76
Monkeypox 469 118
Study Two Normal 185 46 818

CNN model with strong predictive abilities and a pre-trained
model [17], [38], [39]. We used a dataset available from
Kaggle for our research (See Kaggle repository). We divided
the dataset differently for two separate studies. The first
study used 76 samples, including 43 Monkeypox and 33
Non-Monkeypox images. For the second study, we used
818 samples, which included 587 Monkeypox and 231 Nor-
mal images. Table 1 summarizes the dataset allocation uti-
lized in this investigation. Figure 1 displays a collection of
typical images featuring subjects with Monkeypox and Non-
Monkeypox conditions derived from the previously men-
tioned dataset.

B. DATA AUGMENTATION

To mitigate the potential risks of overfitting, we have utilized
data augmentation techniques, which encompass stochastic
modifications to images such as flipping, rotation, height and
weight adjustments, shearing, and zooming as follows:

1) FLIPPING

Flipping is performed on each image inside the training
set. Vertical flips capture a distinctive property of medical
images: reflection invariance in the vertical direction. Vertical
inversions may not always correlate to images that are input.
For input images, only horizontal flips of the source images
are used. In contrast, a vertical mass flip would still result in
a considerable weight.

2) SCALING
EachI1is scaled in either the x or y-axis; more precisely, affine
transformation is used.

A (> 0
0 s
3) ROTATIONS

Rotations are performed using the affine transformation as

well,

_ [cos®  —sind

T \sinf cosd )’
where 0 is a value between 0 and 360 degrees.

4) SHEARING
The affine transformation used to represent a shear angle in
degrees, which rotates counter-clockwise and is scaled by 0.2,
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is expressed as follows:

Az(g ;).

s defines the amount that I is sheared, and it is in the range of
[0, 0.2].

5) TRANSLATION

Simply moving the image on the X or Y axis is required
for translation (or both). For example, it might be assumed
that the image seems to have a black background outside
its boundaries and translate the image accordingly. This
enhancement can discover the vast majority of things any-
where inside the image. Thus, CNN is compelled to examine
everywhere.

To perform image augmentation, the trainAug.flow() func-
tion, a method of the ImageDataGenerator class in Keras,
was utilized. It generates batches of augmented image data
in real time during model training. It applies specified data
augmentation techniques like scaling, rotation, and flipping
to input images on-the-fly to create new and slightly different
images each time the generator is called. During the call to
trainAug.flow, the training data, batch size, and other param-
eters were passed to create the generator object, which is then
used by the fit_generator method to feed augmented data to
the model during training [40].

Data augmentation aims to heighten the variety of train-
ing data, facilitating the model’s ability to generalize more
effectively when presented with novel, unfamiliar data. Data
augmentation effectively increases the training dataset size
without including additional images by generating new and
slightly different images each time. This leads to a more
robust and accurate model, which can perform well on various
input data [45].

Therefore, despite utilizing image augmentation tech-
niques to increase the efficiency of the model’s training, it did
not affect the training and test data size. Instead, diverse data
is created during each batch while keeping the same number
of images [46].

C. FINE-TUNING WITH TRANSFER LEARNING

For fine-tuning pre-trained deep learning model(s), we
adapted the topmost layers to facilitate the classification pro-
cess while the initial layers were frozen. Figure 3 displays
the flow diagram of the proposed models used during this
study. While variations may exist in layer count (typically
first 7), specific layer operations, and overall architecture,
these models’ fundamental principles of feature extraction
and hierarchical learning persist.

Our proposed model harnesses the capabilities of several
transfer learning models, including VGG16, InceptionRes-
NetV2, ResNet50, ResNet101, MobileNetV2, and VGG19.
This is achieved by leveraging the pre-trained models on
the ImageNet dataset. The head of the pre-trained model
is frozen, and the latter portion is utilized in the proposed
model’s TL architecture. Using pre-trained models in TL
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Improved layer

Pool size =4, 4

Droupout 0.5

Activation = Softmax

FIGURE 2. Modified layer.

has become a common practice, particularly when working
with limited datasets, as it allows the network to leverage
knowledge learned from an extensive quantity of data. The
convolutional layers of the pre-trained model act as feature
extractors, which are then fed into a fully connected layer
that has been trained to classify the various objects in the
ImageNet dataset. Using this pre-trained model, the proposed
model’s performance can be significantly improved, particu-
larly when working with limited training data.

D. PROPOSED MODEL ARCHITECTURE

A pre-existing network refers to one that has undergone
training on many datasets and can be implemented for other
datasets with similar properties. The pre-trained model is
known for its ability to extract features from images. The
model has undergone training on the extensive ImageNet
dataset, containing over a million images and thousands of
object categories. This makes it capable of detecting fea-
tures in different images, including images of body parts
such as faces and hands. Furthermore, the application of
transfer learning can enable the utilization of the acquired
knowledge from the pre-existing model to enhance the per-
formance of the particular task, despite the relatively lim-
ited dataset. The advantages of pre-trained models and their
higher performance have also been found in many of the
reference literature mentioned in this manuscript [17], [55].
VGG16 networks serve as a prominent example, having been
employed in several recent studies to identify COVID-19
cases during the initial stages of the pandemic [17], [56].
An example of a modified architecture proposed in this study
for VGGL16 is presented in Figure 4. The modified architec-
ture comprises three main steps, as follows:

1) The first step is initializing the model with a pre-trained
network that lacks fully connected (FC) layers.

2) To improve the performance of the pre-trained VGG16
model, a new fully connected (FC) layer with the

VOLUME 11, 2023
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Monkeypox Images
Updated layers
VGGle Monkeypox
Average Pooling Perforlma_nce
: analysis
InceptionResNetV2 4
4
© Flatten *  Accuracy
% ResNet50 - *  Precision
< b= Recall
o kot b
Normal Images o —t Dense -
i T Normal *  Fl-score
E ResNet101 s
& *  Sensitivity
B
A Dropout +  Specificity
MobileNetV2
FC Layer
VGG19
FIGURE 3. Flow diagram of the proposed models.
Conv_1 None, 224, 224, 64
1. Block_1 Conv_2 None, 224, 224, 64
Max_Pooling None, 112, 112, 128
Conv_1 None, 112, 112, 128
2. Block_2 Conv_2 None, 112, 112, 128
None, 1, 1, 512 6. Average_Pooling Max_Pooling Nonre, 56, 56, 128
None 512 7. Flatten Conv_1 None, 56, 56, 256
Conv 2 None, 56, 56, 256
3. Block_3 -
None, 64 8. Dense_2 Updated models CNN architecture Conv_3 None, 56, 56, 256
Max_Pooling None, 28, 28, 256
None, 64 9. Dropout_1
Conv_1 None, 28, 28, 512
Comv 2 None, 28, 28, 512
Nene, 2 10. Dense_3 4. Block_4 -
Conv_3 None, 28, 28, 512
Max_Pooling None, 14, 14,512
Conv_1 None, 14, 14, 512
Conv 2 None, 14, 14, 512
5. Block_5 -
Conv_3 None, 14, 14, 512
Max_Pooling None, 7,7, 512
FIGURE 4. Updated VGG16 network implemented during this experiment.
TABLE 2. Parameter settings used during this study.
Parameters Study One Study Two
Initial parameter ~ Optimize parameters  Initial parameters ~ Optimize parameters
Batch size 5, 10, 20, 40 10 10, 20, 30, 40 30
Epochs 20, 30, 40, 50 50 30, 40, 50, 70 50
Learning rate  .001, .01, 0.1 .001 .001, .01, 0.1 .001

“Softmax’ activation function is added to the top of

the existing model.

3) In the final stage of training, the weights of the convo-
lution layers are frozen, allowing the newly added FC

layer to be trained on the specific task.

VOLUME 11, 2023

A similar procedure is followed to develop every transfer
learning model used during this study. In this study, the
primary modification of the model for all CNN architecture is
developed as shown in Figure 2. Although pre-trained meth-
ods have been employed previously for image classification
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TABLE 3. Monkeypox prediction performance of all models on the training set using various statistical measurements for Study One.

Model Performance
Accuracy  Precision  Recall F1-Score  Specificity

VGG16 0.98 0.98 0.98 0.98 0.96
InceptionResNetV2 1 1 1 1 1
ResNet50 0.56 0.32 0.57 0.41 0
ResNet101 0.68 0.80 0.68 0.63 0.26
MobileNetV2 1 1 1 1 1
VGGI19 0.98 0.98 0.98 0.98 0.96
ViT 0.82 0.82 0.82 0.82 0.76

TABLE 4. Monkeypox prediction performance of all models on the testing set using various statistical measurements for Study One.

Model Performance
Accuracy  Precision Recall FI1-Score  Specificity

VGG16 0.81 0.86 0.81 0.80 0.42
InceptionResNetV2 0.90 0.88 0.88 0.77 -
ResNet50 0.56 0.32 0.56 0.40 0
ResNet101 0.56 0.32 0.56 0.40 0
MobileNetV2 0.81 0.82 0.81 0.81 0.85
VGGI19 0.93 0.94 0.94 0.94 0.85
ViT 0.75 0.76 0.75 0.74 0.57

tasks, our work makes a unique contribution to medical image
analysis by focusing on the issue of monkeypox diagnosis,
which has not been extensively studied in prior research.

Our proposed study optimized three parameters during the
training phase: batch size, epochs, and learning rate. Man-
ually tunning that parameter is time-consuming; therefore,
we have used the grid search method to find the best results.
Table 2 summarizes the initial and optimal parameters found
during the experiment.

E. EXPERIMENT SETUP

The Adam optimizer, known for its robust performance in
binary image classification, is utilized to optimize the pro-
posed model. The experimental setup consisted of a standard
Windows 10 computer equipped with an Intel Core i7 proces-
sor and 16 GB of RAM. The dataset is split into the following
ratios, often common in the machine learning domain train
set:test set = 80:20 [57]. The overall experimentation is run
five times, and the final result is presented by averaging all
five results. To evaluate the model’s performance following
statistical measurement is used [49]:

T, + T,
Accuracy = ptn (1)
Tp + Tn + Fp + Fn
. T,
Precision = ———— (2)
T, +Fp
Ty
Recall = ——— 3)
Tp + Fn
Precision x Recall
F1—score = — @
Precision + Recall
T
Specificity = ——— 5
pecificity T+ F, (5
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Here, T,, (True Positive) = Monkeypox infected individual
identified as Monkeypox

T, (True Negative) = Monkeypox infected individual iden-
tified as non-Monkeypox

F, (False Positive) = Non-Monkeypox individual identi-
fied as Monkeypox

F,, (False Negative) = Monkeypox individual identified as
non-Monkeypox.

IIl. RESULTS

A. STUDY 1

In Study One, the performance of each CNN model on both
the train and test sets was evaluated using Equations 1, 2,
3, 4 and 5. In this particular scenario, InceptionResNetV?2
and MobileNetV2 performed far better than any other models
regarding the accuracy, precision, recall, F-1 score, sensitiv-
ity, and specificity, and the results are presented in Table 3.
Notably, ResNet50 presented the poorest performance among
all the evaluated metrics.

The results of the performance of all of the models con-
cerning the test set are presented in Table 4. While ResNet50
and ResNetl01 performed less, InceptionResNetV2 and
VGG19 demonstrated the best performance across all criteria.

1) CONFUSION MATRICES

The total prediction of the model can be represented using
confusion matrices. Here, most of the confusion matrix
results were found consistent for the repeated measure,
and hence only the best-performing outputs are presented.
Figure 5 illustrates the confusion matrices acquired for
the train set during Study One. Both the InceptionRes-
NetV2 and MobileNetV2 models accurately categorized
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TABLE 5. Monkeypox prediction performance of all models on the training set using various statistical measurements for Study Two.

Model Performance
Accuracy  Precision  Recall F1-Score  Specificity

VGG16 0.97 0.98 0.97 0.98 0.94
InceptionResNetV2 1 1 1 1 1
ResNet50 0.72 0.51 0.72 0.60 0
ResNet101 0.72 0.36 0.50 0.42 0
MobileNetV2 1 1 1 1 1
VGG19 0.94 0.94 0.92 0.93 0.85
ViT 0.89 0.89 0.89 0.89 0.81

TABLE 6. Monkeypox prediction performance of all models on the testing set using various statistical measurements for Study Two.

Model Performance
Accuracy  Precision Recall FI1-Score  Specificity

VGG16 0.93 0.93 0.90 0.91 0.82
InceptionResNetV2 0.98 0.98 0.97 0.98 0.95
ResNet50 0.72 0.51 0.72 0.60 0
ResNet101 0.72 0.36 0.50 0.42 0
MobileNetV2 0.99 0.99 0.99 0.99 0.97
VGGI19 0.90 0.89 0.86 0.87 0.76
ViT 0.87 0.87 0.87 0.87 0.69

TABLE 7. Confidence Interval (« = 0.05) of all models used in Study One regarding accuracy.

Study One Model Train Accuracy Methods
Wilson Score  Binomial proportion interval

VGG16 0.98 0.851-0.994 0.914-1.0
InceptionResNetV2 1 0.93-0.99 1.00-1.00

Train set ResNet50 0.56 0.44-0.68 0.44-0.692
ResNet101 0.68 0.55-0.78 0.56-0.80
MobileNetV2 1 0.93-0.99 1.0-1.0
VGGI19 0.98 0.91-0.99 0.95-1.0
ViT 0.82 0.72-0.92 0.70-0.90
VGG16 0.81 0.56-0.93 0.62-1.0
InceptionResNetV2 0.87 0.63-0.96 0.713-1.0

Test set ResNet50 0.56 0.33-0.76 0.32-0.81
ResNet101 0.56 0.33-0.76 0.32-0.81
MobileNetV2 0.81 0.56-0.93 0.62-1.0
VGGI19 0.93 0.71-0.98 0.81-1.0
ViT 0.75 0.54-0.96 0.51-0.90

TABLE 8. Confidence Interval (« = 0.05) of all models used in Study Two in terms of accuracy.

Study Two Model Train Accuracy Methods
Wilson Score  Binomial proportion interval

VGG16 0.97 0.95-0.98 0.95-0.98
InceptionResNetV2 1 0.99-1.0 1.0-1.0

Train set ResNet50 0.72 0.68-0.75 0.68-0.75
ResNet101 0.72 0.68-0.75 0.68-0.75
MobileNetV2 1 0.99-1.0 1.0-1.0
VGGI19 0.94 0.91-0.95 0.92-0.95
ViT 0.89 0.87-0.91 0.86-0.91
VGG16 0.93 0.88-0.96 0.89-0.97
InceptionResNetV2 0.98 0.94-0.99 0.961-1.0

Test st ResNet50 0.72 0.68-0.75 0.68-0.75
ResNet101 0.72 0.68-0.75 0.68-0.75
MobileNetV2 0.99 0.96-0.99 0.98-1.0
VGG19 0.90 0.84-0.93 0.85-0.94
ViT 0.87 0.82-0.92 0.81-0.91

all patients, as shown in Figure 5. Contrarily, VGG16, that the performance of the ResNet50 model is the worst
ResNet50, ResNet101, and VGG19 misclassified 1, 26, 19, among all of the models based on assessing the confusion
and 1 patients, respectively. As a result, we can conclude matrices.
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Figure 6 displays the confusion matrices for Study One on
the test set. Models InceptionResNetV?2 displayed the best
performance by misclassifying only two patients, while both
ResNet50 and ResNet101 demonstrated the worst perfor-
mance by misclassifying seven patients. Considering the per-
formance on both the train and test set, it can be inferred that
the performance of modified InceptionResNetV2 remains
constant for both the train and test set, ultimately demonstrat-
ing the best performance compared to all other models.

During the experiment, it was observed that the perfor-
mance of the confusion matrix remained consistent through-
out. This consistency in performance can be attributed to
the utilization of a robust and proven trained architecture
of transfer learning models. The transfer learning technique
enabled the utilization of pre-trained models already trained
on large datasets. This approach has been proven effective
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in improving the performance of machine learning models,
particularly in cases where the dataset size is limited.

2) MODEL PERFORMANCE DURING TRAINING

Figure 9 shows train and test performance during each epoch
for the CNN models used in this study. The figure shows
that the model’s performance during each epoch improves
for InceptionResNetV2 and VGG19 until 50 epochs. On the
other hand, ResNet50 and ResNet101’s performance fluctu-
ated during each epoch and overfitted at 50 epochs.

3) EXPLAINABLE Al WITH LIME

Our study utilizes Local Interpretable Model-Agnostic
Explanations (LIME) to elucidate the predictions of the
Monkeypox diagnosis models. LIME provides interpretive
insights into which features in the input images are most
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FIGURE 9. Accuracy and loss of the modified models during each epoch for Study One. “TA” represents train accuracy, “VA”
represents validation accuracy, “TL” represents train loss, and “VL’ represents validation loss.

crucial for the model’s predictions. The top four features
were identified based on their corresponding LIME scores,
encompassing the presence of skin lesions, their size, shape,
and texture [58], [59].

To determine the top features, we utilized the LIME
algorithm to generate explanations for each prediction made
by the model. The features were ranked based on their
LIME scores, which quantify the relevance of each feature in
the model’s decision-making process. Additionally, we com-
puted the frequency of occurrence of each feature in the
dataset of Monkeypox images. Additionally, we calculated
the correlation between these features and the diagnosis out-
come to validate their significance. We found that the top four
features highly correlated with the diagnosis outcome and
were present in a significant proportion of the dataset. By pro-
viding quantitative statistics, we substantiated the importance
of the identified features and validated their significance in
Monkeypox diagnosis.

The utilization of quantitative parameters to identify super-
pixels from patients exhibiting symptoms of Monkeypox is a
crucial aspect of the proposed methodology, as highlighted
in Table 9. The table outlines the optimal values for the func-
tion, maximum distance, kernel size, and ratio, which were
determined after experimentation with various values. The
optimal value for the maximum distance was found to be 200,
while the optimal kernel size was 4, and the optimal ratio was
0.2. Identifying superpixels through quantitative parameters
is important in accurately identifying the top features and
diagnosing Monkeypox symptoms.

Figure 10 explains the model’s prediction using LIME.
The best performance was observed when the LIME model
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TABLE 9. The quantitative parameter utilized to identify superpixels from
patients exhibiting symptoms of Monkeypox is a crucial aspect of our
methodology.

Function Value Optimal Value
Maximum distance 150, 200, 250 200

Kernel size 2,4,6,8 4

Ratio 0.1,0.2,0.3,04 0.2

was used with 150 perturbations. The difference between
each perturbation was calculated using a cosine metric with
a kernel size of 0.2. A simple linear interpolation is used to
explain the models. Furthermore, the coefficient was calcu-
lated for each superpixel value. Finally, the top four features
potentially affecting the model’s prediction are identified.

B. STUDY 2

In Study Two, on the train set (refer to Table 5), Inception-
ResNetV2 and MobileNetV?2 outperformed all other models
across all measures, while ResNet50 and ResNet101 demon-
strated the worst performance.

Table 6 shows the test performance of various models
applied during study two as a transfer learning approach. The
highest performance was observed for MobileNetV2, and the
lowest was identified for ResNet101 across all measures.

1) CONFUSION MATRICES

Figure 7 shows the confusion matrices for the train set during
Study Two. Both the InceptionResNetV2 and MobileNetV2
accurately categorized all patients, as seen in Figure 7.
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FIGURE 10. The top four features that facilitated the classification and misclassification of Monkeypox patients from infected or non-infected images

during Study 1.

In contrast, VGG16, ResNet50, Resnet101, and VGG19 mis-
classified 15, 185, 185, and 39 patients, respectively. As a
result, we can conclude that the performance of the ResNet50
and ResNet101 models is the worst out of all of them based
on the analysis of the confusion matrices.

Figure 8 displays the confusion matrices for Study One
on the test set. MobileNetV2 displayed the best performance
by misclassifying only one patient, while ResNet50 and
ResNet101 indicated the worst performance by misclassi-
fying 46 patients. Considering both train and test analysis,
it can be inferred that the best performance of modified
MobileNetV2 remains constant for both train and test sets.

2) MODELS' PERFORMANCE DURING TRAINING
Figure 11 plotted train and test results during each epoch
for all the CNN models for Study Two. The figure shows
that the model’s performance during each epoch shows bet-
ter performance for most of the models except ResNet50
and ResNetl01. The accuracy and loss for the train and
test set fluctuated and overfitted for models ResNet50 and
ResNet101 after 25 epochs.

The model’s performance and explanation found in Study
1 align with Study Two. As shown in Figure 12, it is clear
that ResNet50 and ResNet101 demonstrated the least perfor-
mance by misclassifying Monkeypox patients.

IV. DISCUSSION

In order to differentiate between patients who have monkey-
pox and those whose symptoms are not related to monkeypox,
the authors of this work propose and evaluate six separate
modified deep learning-based models. Our dataset only has
a small number of samples, and we have assessed the pre-
cision of our model using confidence intervals with a 95%
level of certainty, which were derived from research that
has been cited in the past [23], [25], [56]. The results of
Study One’s model correctness are shown in Table 7, along
with confidence intervals of 95% for both the train and test
sets. Two approaches have been applied to measure the per-
formance with CI: Wilson score and binomial proportional
interval. As stated in Table 7, InceptionResNetV2 exceeded
all other models in terms of accuracy. In contrast, ResNet50
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demonstrates significantly lower performance on the train
and test set while measuring the accuracy with CI.

Table 8 manifests the accuracy performance of six different
models for Study Two. As stated in the table, MobileNetV2
outperformed all other models by performing better, while
ResNet50 and ResNet101 demonstrate the worst. Further,
we have used Heatmap as a data visualization technique
demonstrating the phenomenon as color in two dimensions
for different CNN layers during the prediction. Using a
heatmap, it is easy to identify the specific region where CNN
establishes more focus during the prediction. The idea is to
use the weights from the last dense layers and multiply them
with the final CNN layer. In this work, we identify the poten-
tial Monkeypox infected areas using global average pooling
(GAP). A class activation map (CAM) is initially used to
collect each convolutional layer output and combine it in one
shot. Figure 13 (a) shows only the heatmap mask on the spot-
ted regions without the accompanying images. Figure 13 (b)
demonstrates the identification of different regions of the
images that were individually spotted. Finally, Figure 13 (c)
presents the entire area of the spotted regions in the complete
image. From the overall analysis across various measures,
it can be inferred that MobileNetV2 and InceptionResNetV2
are the best models that can detect Monkeypox patients
accurately. It is relevant to emphasize that, at the time of
the experiment, there was no published or preprint literature
where the transfer learning or deep learning approach was
utilized to develop an Al-driven model to detect Monkeypox
patients. Consequently, we could not evaluate our model’s
performance by comparing it with others’ work. However,
our higher performance results align with many referenced
research, which established the potentiality of the transfer
learning approach to develop image-based disease diagnosis.
Examples include the InceptionResNetV2 model proposed
by Narin et al. (2020), which trained with only 100 images to
detect COVID-19 patients. Fujisawa et al. (2022) developed a
deep learning-based model to detect skin tumors. The model
was developed with 1842 patient data and achieved an accu-
racy of 76.5%. Our proposed model predictions are explained
with LIME and cross-checked by expert doctors’ opinions.
Our findings suggest that our modified MobileNetV2 and
InceptionResNetV2 demonstrated a significant contribution
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FIGURE 12. The top four features that facilitated the classification and misclassification of monkeypox patients from infected or non-infected hand

images during Study 2.

to identifying the top feature that characterizes the onset
of Monkeypox by identifying essential features from the
images.

To further aid in comparing the model’s final prediction
with the visual evidence, we have also employed an image
segmentation method [60] to highlight highly infected areas.
Figure 14 depicts the outcomes of threshold-based segmenta-
tion applied to images of hands infected with the Monkeypox
virus. The region of interest (ROI) has been defined using the
pixel values of the infected areas. Then, a mask is generated
for segmenting and generating the final output.

The major purpose of this research was to create a deep
learning-based model capable of detecting patients with
Monkeypox symptoms using a dataset of images of Monkey-
pox patients. Due to a lack of data, the scope of the current
literature on this topic remains limited at this time. In the near
future, it will be fascinating to examine how our suggested
model performs on the multiclass and a large dataset.
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The DL-based model proposed for Monkeypox disease
diagnosis has been compared with other existing literature
in Table 10. The table reveals that the accuracy of the pro-
posed models in Studies One and Two is significantly higher
than that of the other models considered in the literature.
In Study Two, the modified MobileNetV2 model achieved
an accuracy of 99%, demonstrating its superior performance.
Furthermore, the proposed models’ precision, recall, and F1-
score exceed those of most of the other models considered.

Additionally, we found that, even though the ViT model
is supposed to perform better than traditional CNN and TL-
based approaches on big datasets, it does not do as well on
smaller and medium-sized datasets as found in this study.
One potential reason is that the ViT was designed for large
and complex data, can sometimes get too specific, or can not
generalize well when there is not enough training data. On the
other hand, CNNs, which are good at picking out features and
understanding space, continue to work better on smaller and
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medium-sized datasets. This shows how important it is to pick
the right model for the amount and complexity of the data,
which is something we learned from our research.

« Dataset limitations: Although it could be valuable to
broaden the dataset to encapsulate samples from related
diseases, such an undertaking was beyond the purview
of our current study. Our primary objective was to
underline the practicality of deploying TL techniques in
detecting Monkeypox, paving the way for the next wave
of research in this area.

1) POTENTIAL REMARKS
« Application focus: Our paper specifically focuses on
image-based Monkeypox disease classification, aiming

to provide a comprehensive overview of this specific
domain. We acknowledge that Monkeypox disease can
exhibit similar symptoms to other diseases, such as
chickenpox and measles. However, our intention was to
delve into the specific problem of Monkeypox disease
detection using image analysis techniques.

81976

Practical value: In demonstrating the efficiency of
TL within the context of Monkeypox classification,
we offer a pragmatic solution that has the potential to
lay the groundwork for future investigations and real-
world applications. Our work underlines the adaptability
and relevance of TL techniques in the field of disease
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TABLE 10. Comparison of the proposed transfer learning-based model with the existing state-of-the-art techniques that considered the Monkeypox

disease diagnosis model.

Study Model Accuracy  Precision  Recall  Fl-score

[61] ResNet50 72% 0.59 0.5 0.54

InceptionV3 70% 0.71 0.5 0.61

ShuffleNet-V2 79% 0.79 0.57 0.67

[62] VGG16 82% 0.86 0.82 0.84

ResNet50 83% 0.88 0.83 0.84

InceptionV3 75% 0.74 0.81 0.78

[63] MobileNetV2 92% 0.91 0.87 0.89

[64] MobileNetV3-s 96% - 0.97 0.98
[27] MobileNetV2 92% - - -

Our best model (Test set)
Study One modified VGG19 93% 0.94 0.94 0.94
Study Two modified MobileNetV2 99% 0.99 0.99 0.99

detection, opening up avenues for further exploration
and enhancement. This will, in turn, propel the devel-
opment of more refined and robust diagnostic tools in
healthcare.

« Innovation and contribution: Our work carves valu-
able insights and sets down a strong foundation for
future research in this field. We aim not to revolution-
ize but to add another brick to the edifice of knowl-
edge, focusing on the practical applicability of artificial
intelligence in healthcare. We firmly believe that every
incremental advance, such as ours, is crucial in using
technology to solve real-world health challenges. Hence,
our focus on Monkeypox classification and applying TL
techniques provides valuable insights and establishes a
baseline for further research in this area.

To summarize, our paper hones in on classifying Monkey-
pox disease based on images, using the power of Transfer
Learning (TL) techniques. We fully recognize that our work
has room for improvement, particularly in dataset expan-
sion. Nevertheless, the practical significance of our study is
undiminished. Our work offers a meaningful contribution to
the research community, shedding light on the specialized
area of Monkeypox disease diagnosis through the analysis
of infected images. This represents a key stride in health-
care, highlighting the potential for machine learning to aid
in detecting critical health conditions. Our findings pave the
way for future studies to optimize further and refine image-
based disease diagnosis methods, ultimately contributing to
the global fight against diseases like Monkeypox.

V. CONCLUSION

This study introduces and evaluates six modified deep-
learning models, including Vision Transformer (ViT),
specifically tuned for detecting Monkeypox disease. Our
experiments reveal that modified versions of VGGI19 and
MobileNetV2 demonstrate outstanding proficiency in distin-
guishing between Monkeypox and Non-Monkeypox patients,
with accuracy levels soaring from 90% to 100%. We further
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enhance our approach’s transparency by applying the LIME
(Local Interpretable Model-Agnostic Explanations) method,
allowing us to better understand and validate our models’
predictions by opening the black box nature of the most deep
networks, including what we applied and creating a trustwor-
thy environment for diagnostic results’ interpretations. Our
experiments affirm the superior capability of our proposed
models in detecting Monkeypox, marking a significant stride
in the field. With our findings and extensive evaluations,
we offer valuable insights into our study to future scholars and
practitioners into the potential of leveraging transfer learning
models and explainable Al for the development of safe and
reliable Monkeypox disease diagnosis models.
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