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ABSTRACT The hiding capacity (HC), imperceptibility, and security are the 3 important quality measures
for a steganography technique. While the stego-image is on transit on the internet, the hidden data may be
changed because of various reasons. The existing techniques does neither focus on detecting the errors in
the data nor to correct the errors in data. Therefore, this article brings forward a steganography technique,
wherein error detection and correction can be performed at recipient side. The original image is logically
sliced into 2 × 2 disjoint blocks. From these 4 pixels, 4 quotients and 4 least significant bits (LSBs) are
generated. Each quotient is the decimal value of 7 most significant bits (MSBs) of a pixel. In every block
8 data bits can be camouflaged. From the 8 data bits, 4 redundant bits are computed usingmodified Hamming
code. The 8 data bits and one redundant bit are camouflaged in the quotients by either quotient value
differencing (QVD) or bit substitution. If camouflaging is performed in quotients using QVD, then indicator
bit is set to1. Otherwise, if camouflaging in quotients is performed using bit substitution, then indicator bit
is set to 0. The 3 remaining redundant bits along with the indicator bit are stored in the LSBs of the 4 pixels.
At the receiver side, data could be extracted, and error correction procedure could be applied to correct 1-bit
error over the 8 bits of data extracted from a block. From the experimental reports it could be concluded that
the errors in the retrieved data at the recipient can be detected and corrected without reducing the HC and
without increasing the distortion.

INDEX TERMS Data hiding, steganography, error correction, QVD, modified Hamming code.

I. INTRODUCTION
In an image steganography technique, the classified data is
camouflaged inside an image in such a manner that the visual
and statistical properties are preserved. We have 2 traditional
approaches for image steganography, (i) Least significant bit
(LSB) substitution, and (ii) pixel value differencing (PVD).
In LSB substitution steganography the LSB of each pixel can
be replaced by a secret data bit to hide the secret information
throughout the image. The hiding capacity (HC) will be only
one bit per pixel. If we want to hide a greater number of bits,
we can extend the substitution up to 2 or 3 LSBs. In rare cases
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to hide a very large number of bits wemay extend this concept
up to 4 LSBs. But if we go up to 4 LSBs then distortion will
be high, which can be easily detected by various detection
mechanisms. The LSB replacement is very simple and
detectable by regular-singular (RS) analysis [1]. RS analysis
is a steganalysis mechanism, which successfully detects the
LSB substitution. The PVD approach was initiated by Wu
and Tsai [2]. As per this approach the image is partitioned
into non-overlapped blocks, and each block contains 2 pixels.
The difference between these two pixels is computed. If the
difference value is low, then the block falls in a smoother
region of the image, so lesser number of bits shall be hidden
in this block. If the difference value is larger, then the block
belongs to a textured region, so that we can hide a greater

VOLUME 11, 2023
This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.

For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/ 80945

https://orcid.org/0000-0001-6586-1432
https://orcid.org/0000-0002-4459-3421


S. N. V. J. D. Kosuru et al.: Digital Image Steganography With Error Correction on Extracted Data

number of bits without sacrificing imperceptibility. The PVD
technique is undetected by RS analysis but detected by pixel
difference histogram (PDH) analysis [3]. Here the difference
in two-pixel values is computed to measure the HC, and
then changed by a new difference value to hide data. Later,
more efficient PVD based techniques came into existence.
Lee et al. [4] came up with PVD in 2 × 2 blocks to acquire
higher HC. Darabkh et al. [5] integrated LSB substitution and
PVD with large size blocks to improve the security and HC.
Mukherjee et al. [6] too developed a PVD to store data bits
in randomized positions. They targeted both smooth and edge
regions. They claimed that it protects a variety of steganalysis
attacks.

As per Wu et al.’s view if we use PVD approach in
edge areas and LSB alteration in smooth areas, then peak
signal-to-noise ratio (PSNR) and HC can be boosted to a
greater extent [7]. There are a good number of variants
of PVD steganography, these are described in related work
section. If a steganography technique uses any improved
version of LSB substitution, then its security shall be tested
by RS analysis. Similarly, if any improved version of PVD
technique is developed, then its security shall be tested
by performing PDH analysis. Furthermore, if an improved
version of steganography uses both LSB approach and PVD
approach, then its security shall be tested by performing both
RS analysis and PDH analysis.

There exist numerous applications of data hiding including
safe transfer of healthcare data [29], and secretly storing
of data in images of social network websites [30]. While
proposing any new steganography technique, the authors
try to improve at least one of the three quality parameters,
(i) HC, (ii) imperceptibility, and (iii) security [31], [32].
Rustad et al. [32] achieved higher imperceptibility by embed-
ding the data bits at a possible bit pattern with minimum
distortion. Of course, to search the minimum distortion
pattern it increased the embedding time but achieved better
imperceptibility. Liao et al. [33] proposed another interesting
application of steganography for storing data in cloud
securely with multiple images. As per this approach different
parts of secret message are camouflaged in multiple images.
Based on the texture characteristics of images, variable
amount of payload can be embedded. If the distribution
strategy is proper, then better security can be achieved. In an
RGB image there are 3 colour channels. Authors in [34]
improved the imperceptibility in RGB image steganography
by introducing inter-channel relationship for data hiding. The
HC of a channel depends on the other 2 channels in the pixel.
It has been believed that for better imperceptibility all the
3 channels should either be increased or be decreased after
hiding the bits.

II. RELATED WORK AND AUTHORS’ CONTRIBUTIONS
A. RELATED WORK
Pradhan et al. [8] proposed a PVD technique using
3 × 3 size blocks to improve the hiding capacity [8]. In this
case 8 possible directions are used to compute the differences

and these differences are altered to hide secret bits. Authors
in [9] did PVD using add or subtract operation. In their
approach a block of 3 consecutive pixels is taken, LSB
substitution is done in middle pixel. After the middle pixel
value is changed, 2 difference values are computed with the
2 neighbors and addition-subtraction based logic is applied to
hide bits in them. Although the HC is improved, the fall off
boundary problem (FOBP) arose and PDH test could catch
it. Swain [10] extended the idea of addition or subtraction to
larger size blocks to protect from PDH analysis and improve
upon HC and PSNR. Shukla et al. [11] also used the idea
of addition or subtraction with compression and encryption,
so that they could improve upon security and HC. Authors
in [12] plied histogram-based concept with LSB and PVD to
increase HC, and PSNR. Authors in [13] categorized blocks
into 3 classes, (i) more complex, (ii) less complex, and (iii)
smooth. They plied PVD on more complex and less complex
blocks, and LSB on smooth blocks. Although improvement
was brought in HC and PSNR, but it converges to Wu et al.’s
approach.

The concept of LSB substitution with QVD in 2-bit
planes was originated by Jung [14]. He logically sliced
an image into 1 × 2 size non-overlapping pixel blocks.
Consider (P1,P2) as one block. From these two pixels,
two quotients (Q1, Q2) and two remainders (R1, R2) are
derived. Q1 is decimal number for (8-k) MSBs of P1, R1 is
decimal equivalent of k LSBs of P1, Q2 is decimal number
for (8-k) MSBs of P2, and R2 is the decimal equivalent
of k LSBs of P2. The traditional PVD approach of Wu &
Tsai can be plied to camouflage data in 2 quotients and
LSB substitution can be plied to store data in 2 remainders.
Although this approach attained a higher HC but suffered
with FOBP and incorrect extraction problem (IEP). Referring
to addition-subtraction based PVD of Khodaei & Faez,
Pradhan et al. [15] did addition-subtraction based quotient
value differencing (ASQVD) to boost upon the HC. They
coupled this addition subtraction based QVDwith neighbors’
match. In this mechanism 3 × 3 blocks are used, and data
camouflaging is done in 2 steps. In the first step, QVD and
LSB concept is applied on 5 pixels. Thereafter, neighbors
match approach is applied on remaining 4 pixels. This scheme
possesses lesser PSNR and HC. Furthermore, Swain [16]
used 3 × 3 magnitude blocks for QVD to increase the HC.
Further, Liu et al. [17] integrated PVD with the approach of
neighbors’ match in 3 × 3 magnitude blocks. They hid data
plying PVD on middle pixel and 4 surrounding pixels and
hid data in remaining 4 corner pixels by neighbors’ match
approach. By using this hybrid approach, they increased
the HC, but also increased the time complexity. Singh [18]
also followed Jung’s PVD+LSB approach with different
magnitude blocks, so that HC was improved. Sonar and
Swain [19] advanced this idea by combining pixel value
correlation (PVC) with QVD. In this approach an image
is sliced into 3 × 3 size blocks. Out of 9 pixels in the
block, camouflaging is done first in 5 pixels using QVD
and LSB approach. After that, the PVC approach is applied
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to hide data in rest of the pixels. They achieved higher
HC and PSNR along with protection from security attacks.
Khadse and Swain [20] proposed QVDwith LSB substitution
addressing the IEP that arose in Jung’s technique. Swain and
Pradhan [21] also proposed a hybrid approach using QVD
and quotient value correlation (QVC) with data integrity
verification at the receiver.

Wang et al. [22] introduced modulus function (MF) and
PVD in 1 × 2 magnitude blocks. The HC of a block
is determined by remainder value obtained from the MF.
Zhao et al. [23] advanced this MF based idea using some
optimized equations to attain higher PSNR value. Swain [24]
recognized a range-mismatch in scheme of [22] and made a
superior design to avoid it using 2 × 3 magnitude blocks.
It not only avoided the range mismatch problem, but also
provided attack resistance, higher HC and higher PSNR.
Maniriho and Ahmad [25] proposed the concept of difference
expansion with MF, but it did not give better HC. Further,
Li and He [26] introduced particle swarm optimization (PSO)
along with PVD plus MF to attain higher PSNR value
and good quality stego-image (SI). While hiding data in
3 components of a color image pixel, if we treat them
distinctly, then the inherent statistical correlation among
the components will be disarranged. To stop this situation,
authors in [27] suggested that while hiding the data the
3 components’ values must be either increased or decreased
together. Li et al. [28] too said that in edge areas, all the pixel
values must be either increased or decreased to attain greater
security.

B. RESEARCH CONTRIBUTIONS
Traditional image steganography techniques aim at three
major parameters, (i) HC, (ii) imperceptibility, and (iii)
security. But while the image is in transit in an unsecured
medium, there is a chance that some of the hidden data bits
will be changed. So, we shall check the errors and correct
the error bits in the extracted data. This is a very important
problem. This article brings up a steganography technique for
identifying the errors in the retrieved data and for correcting
the identified error bits. However, the HC and PSNR are not
sacrificed.

The image is sliced into 2×2 blocks. In a block, 8 data bits
and 4 redundant bits are camouflaged by using QVD and LSB
substitution. The redundant bits are calculated from the data
bits by introducing modified Hamming code (MHC), so that
at receiver side the error bits positions can be accurately
identified. Figure 1 represents the arrangement of data and
redundant bits in (12, 4) Hamming code. There are 12 bits, out
of which 8 are data bits and 4 are redundant bits. The data bits
are denoted as D and the redundant bits are denoted as R1, R2,
R3, and R4. R1 is the parity over the bits at places 1,3,5,7,9,
and 11. R2 is the parity over the bits at places 2,3,6,7,10,
and 11. R3 is the parity over the bits at places 4,5,6,7, and 12.
Similarly, R4 is the parity over the bits at places 8,9,10,11,
and 12.

FIGURE 1. The data and redundant bits in HC.

FIGURE 2. The data and redundant bits in MHC.

The proposed MHC is shown in Fig.2, and the redundant
bits are computed in Eqs.1 and 2. Here R1 is the parity over
the bits at places 5,6,8,9, and 11. R2 is the parity over the
bits at places 5,7,8,10, and 11. R3 is the parity over the bits at
places 6,7,8, and 12. Similarly, R4 is the parity over the bits
at places 9,10,11, and 12.

R1 = D1⊕D2⊕D4⊕D5⊕D7, and

R2 = D1⊕D3⊕D4⊕D6⊕D7 (1)

R3 = D2⊕D3⊕D4⊕D8, and

R4 = D5⊕D6⊕D7⊕D8 (2)

III. PROPOSED QVD+MHC METHODOLOGY
The flow diagrams for embedding and extraction procedures
of the proposed QVD+MHC methodology are depicted
in Fig.3, and Fig.4 respectively. The detailed step-by-step
procedures of embedding and extraction are illustrated in
section III-A and section III-B respectively.

A. THE DATA EMBEDDING PROCEDURE
From the original image (OI), 2×2 size blocks are created in
disjoint manner. Suppose Fig.5(a) is a sample block wherein
the 4 pixels are Px, P1, P2 and P3. The data camouflaging
procedure is described below.

Step 1: Divide every pixel of a block into 2 parts. The
decimal value of first 7 MSBs of Px is known as Qx and the
LSB bit is known as Lx. The decimal value of first 7 MSBs of
P1 is known as Q1 and LSB bit is known as L1. The decimal
value of first 7 MSBs of P2 is known as Q2 and LSB bit is
known as L2. The decimal value of first 7 MSBs of P3 is
known as Q3 and LSB bit is known as L3. These 4 quotients
are shown as a quotient block in Fig.5(b) and the LSBs of
4 pixels are shown as a LSB block in Fig.5(c). Furthermore,
Fig.6 gives a bit level illustration.
In fact, the quotients and LSBs are computed using (3)

and (4) accordingly, where div is the quotient division and
mod is the remainder division.

Qx = Px div 2,Q1 = P1 div 2,Q2 = P2 div 2, and

Q3 = P3 div 2 (3)

Lx = Px mod 2,L1 = P1 mod 2,L2 = P2 mod 2, and

L3 = P3 mod 2 (4)

Step 2: Take next 8 bits from secret binary data stream and
denote them as D8D7D6D5D4D3D2D1. Compute 4 redundant
bits R4,R3,R2,R1 as per the proposed MHC by (1) and (2).
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FIGURE 3. A flow diagram of data embedding procedure.

FIGURE 4. A flow diagram of data extraction procedure.

Figure 2 represents the positions of various data and
redundant bits. Represent the 3 bits D8D7D6 in decimal
value b1. Similarly, represent D5D4D3 in decimal value b2.
Represent D2D1R4 in decimal value b3.
Step 3:Compute 3 difference values d1, d2 and d3 as in (5).

d1 = (Qx − Q1), d2 = (Qx − Q2), d3 = (Qx − Q3) (5)

The absolute values of these difference values fall in one
of the 16 quantization ranges (QR) of Table 1. Here, the
lower bound (LB) and the upper bound (UB) of the ranges are
specified in 2nd and 3rd rows respectively. Suppose d1 falls in

FIGURE 5. (a) Pixel block, (b) Quotient block and (c) LSB block.

a range and its LB is denoted as LB1. Similarly, d2 falls in a
range, its LB is denoted as LB2 and d3 falls in a range, its LB
is denoted as LB3.
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TABLE 1. The range table.

FIGURE 6. Representation of quotients and LSBs in bit level.

Step 4: Compute 3 new difference values d′

1, d
′

2 and d′

3
plying (6). Further compute m1, m2, and m3 using (7).

d′

1 =

{
LB1 + b1, if d1≥ 0,
−LB1 − b1, if d1 < 0,

d′

2 =

{
LB2 + b2, if d2≥ 0,
−LB2 − b2, if d2 < 0

, and

d′

3 =

{
LB3 + b3, if d3≥ 0,
−LB3 − b3, if d3 < 0

(6)

m1 =
∣∣d′

1 − d1
∣∣ ,m2 =

∣∣d′

2 − d2
∣∣ , and m3 =

∣∣d′

3 − d3
∣∣ (7)

Step 5: Form 3 quotient pairs (Qx,Q1), (Qx,Q2), and
(Qx,Q3). The value b1 can be hidden in pair (Qx,Q1)
using (8), as shown at the bottom of page 7, to obtain the
stego-values (Q′

x,Q
′

1). The value b2 can be hidden in pair
(Qx,Q2) using (9), as shown at the bottom of page 7, to
obtain the stego-values (Q′

x,Q
′

2). Similarly, the value b3 can
be hidden in pair (Qx,Q3) using (10), as shown at the bottom
of page 7, to obtain the stego-values (Q′

x,Q
′

3). Here, the
functions ‘‘ceiling’’ and ‘‘floor’’ stand for roundup to next
higher and next lower integers respectively.

Step 6:Q′
x, the stego-value of Qx, shall be selected out of

the four valuesQ′
m, Q

′

x1, Q
′

x2, andQ
′

x3, whereQ
′
m is calculated

using (11).

Q′
m= ceiling

(
(Q′

x1 + Q′

x2 + Q′

x3)

3

)
(11)

Case 1: If we opt Q′
x = Q′

m, then we can set Q′

1 =

Q′

1 + (Q′
m - Q′

x1), Q
′

2 = Q′

2 + (Q′
m - Q′

x2), and Q′

3 = Q′

3 +

(Q′
m - Q′

x3).
Case 2: If we choose Q′

x = Q′

x1, then we can set Q
′

1 = Q′

1,
Q′

2 = Q′

2 + (Q′

x1 - Q
′

x2), and Q′

3 = Q′

3 + (Q′

x1 - Q
′

x3).

Case 3: If we choose Q′
x =Q′

x2, then we can set Q
′

1 =Q′

1 +

(Q′

x2 - Q
′

x1), Q
′

2 = Q′

2,and Q′

3 = Q′

3 + (Q′

x2 - Q
′

x3).
Case 4: If we choose Q′

x =Q′

x3, then we can set Q
′

1 =Q′

1 +

(Q′

x3 - Q
′

x1), Q
′

2 = Q′

2 + (Q′

x3 - Q
′

x2), andQ
′

3 = Q′

3.
The above 4 cases shall be explored. The one which

possesses lowest mean square error (MSE) is to be chosen.
The MSE is computed plying (12).

MSE

=

∣∣∣∣∣ (Q′
x − Qx)

2
+(Q′

1 − Q1)
2
+(Q′

2 − Q2)
2
+(Q′

3 − Q3)
2

4

∣∣∣∣∣
(12)

Step 7: After computing Q′
x, Q

′

1, Q
′

2, and Q′

3 as above,
FOBP arises if any of these computed stego-quotient values
are not in between 0 and 127. If FOBP does not arise, then
set Indicator=1. Now we shall find L′

x, L
′

1, L
′

2 and L′

3, the
stego-values of Lx , L1, L2, and L3 respectively using (13).

L′
x = Indicator,L′

1 = R1,L′

2 = R2, and L′

3 = R3 (13)

Step 8:If FOBP arises, then undo the steps 3 to 7, and apply
LSB substitution to camouflage the data bits and redundant
bits as follows. Set Indicator=0. Hide D8D7 in 2 LSBs of Qx.
Hide D6D5 in 2 LSBs of Q1. Hide D4D3 in 2 LSBs of Q2,
and hide D2D1R4 in 3 LSBs of Q3. After doing this, let the
stego-values of the quotients be denoted as Q′

x, Q
′

1, Q
′

2, and
Q′

3 accordingly. Furthermore, find L′
x, L

′

1, L
′

2 and L′

3, the
stego-values of Lx , L1, L2, and L3 respectively using Eq.13.
Step 9: Now compute the stego-pixel values using (14).

P′
x = Q′

x × 2 + L′
x,P

′

1 = Q′

1 × 2 + L′

1,

P′

2 = Q′

2 × 2 + L′

2, and P′

3 = Q′

3 × 2 + L′

3 (14)

For ease of understanding an example of embedding
procedure is depicted in Fig.7 step-by-step.

B. DATA EXTRACTION AND ERROR CORRECTION
PROCEDURE
From the stego-image (SI), 2 × 2 size blocks are created in
disjoint manner. Fig.8(a) is a sample block where the 4 stego-
pixels are P′

x, P
′

1, P
′

2, and P′

3. The data retrieval and error
correction are performed by the steps below.
Step 1: Compute the quotients and LSBs using (15)

and (16) respectively. The stego-quotient, and stego-LSB
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FIGURE 7. The example of embedding.
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FIGURE 8. (a) Stego-pixel block, (b) Stego-quotient block, and (c)
Stego-LSB block.

blocks are shown in Fig.8(b) and (c) accordingly.

Q′
x = P′

x div 2,Q
′

1 = P′

1 div 2,Q
′

2 = P′

2 div 2,Q
′

3

= P′

3 div 2 (15)

L′
x = P′

x mod 2,L′

1 = P′

1 mod 2,L′

2 = P′

2 mod 2,L′

3

= P′

3 mod 2 (16)

Step 2: If L′
x = 1, then apply QVD extraction as follows.

Compute 3 difference values d1, d2, and d3using (17).

d1 =
∣∣Q′

x − Q′

1

∣∣ , d2 =
∣∣Q′

x − Q′

2

∣∣ , and d3 =
∣∣Q′

x − Q′

3

∣∣
(17)

Suppose d1 falls in a range of Table 1 and its LB is denoted
as LB1. Similarly, d2 falls in a range, its LB is denoted as
LB2 and d3 falls in a range, its LB is denoted as LB3. Now
compute b1, b2, and b3 using (18).

b1 = d1 − LB1, b2 = d2 − LB2, and b3 = d3 − LB3

(18)

Convert b1 to 3 binary bits and denote them as D8D7D6.
Convert b2 to 3 binary bits and denote them as D5D4D3.
Similarly, convert b3 to 3 binary bits and denote them as
D2D1R4. Find R3, R2, and R1 using (19).

R1 = L′

1,R2 = L′

2, and R3 = L′

3 (19)

Step 3: If L′
x = 0, then apply LSB extraction as

follows. Extract 2 LSBs from Q′
x , and denote them as

D8D7. Extract 2 LSBs from Q′

1, and denote them as D6D5.
Extract 2 LSBs fromQ′

2, and denote them as D4D3. Similarly,
extract 3 LSBs from Q′

3, and denote them as D2D1R4. Find
R3, R2, and R1 using Eq.19.
Step 4: Either by step 2 or by step 3, we obtained the

8 data bits D8,D7,D6,D5,D4,D3,D2,D1and 4 redundant
bits R4,R3,R2,R1. Now calculate R′

1, R′

2, R′

3, and R′

4

TABLE 2. Error position detection and correction.

using (20) and (21).

R′

1 = R1⊕D1⊕D2⊕D4⊕D5⊕D7, and

R′

2 = R2⊕D1⊕D3⊕D4⊕D6⊕D7 (20)

R′

3 = R3⊕D2⊕D3⊕D4⊕D8, and

R′

4 = R4⊕D5⊕D6⊕D7⊕D8 (21)

Step 5: Compute the error position (EP) using (22).
If EP=0, then there is no error and extracted binary bits are
D8,D7,D6,D5,D4,D3,D2,D1. Otherwise, use Table 2 to
correct the error. Note that only 1 bit error can be detected
and corrected.

EP = R′

4 × 8 + R′

3 × 4 + R′

2 × 2 + R′

1 (22)

In the embedding procedure we apply either QVD or LSB
substitution. If L′

x =0, we have applied LSB substitution
during embedding. If L′

x =1, we have applied QVD
procedure during embedding. We can correct the errors in
both cases. If L′

x =0, then extract the 2 LSBs from LSBs
of Q′

x , and denote them as D8D7. Extract 2 LSBs of Q′

1, and
denote them as D6D5. Extract 2 LSBs of Q′

2, and denote them
as D4D3. Similarly, extract 3 LSBs of Q′

3, and denote them
as D2D1R4. If L′

x =1, then extract the bits D8D7D6 from
(Q′

x , Q
′

1) by QVD extraction procedure. Similarly, extract the
bits D5D4D3 from (Q′

x , Q
′

2), and bits D2D1R4 from (Q′
x , Q

′

3).
Now we set R1 = L′

1, R2 = L′

2, and R3 = L′

3. Furthermore,
calculate R′

1, R
′

2, R
′

3, andR
′

4 using (20) and (21). If R
′

1, R
′

2, R
′

3,
and R′

4 values are all zeros, then compute EP value using (22),

(Q′

x1,Q
′

1) =


(Qx−floor

(m1

2

)
,Q1+ceiling

(m1

2

)
, if d1 is even,

(Qx−ceiling
(m1

2

)
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FIGURE 9. The example of data extraction and error correction.

it will be zero. This is the case of no error. If EP value is non-
zero, then find the error bit referring to Table 2 and invert that
bit. Note that this correction is valid if only 1 of the bits from
the 8 bits D8D7D6D5D4D3D2D1 is erroneous.
Figure 9 depicts an example of data extraction and error

correction step-by-step.

IV. RESULTS AND DISCUSSION
We have tested the proposed QVD+MHC scheme with more
than 100 color images. Each pixel of a color image is 3 bytes.
Figure 10 (a) depicts the 3 channels red, green, and blue.
If the size of each channel is 512× 512, then we can convert
it to a 2-dimensional (2D) array of bytes by concatenating
the channels, and we will get the size of the 2D array as
512 × 1536, as shown in Fig.10(b). The 2D array is raster
scanned to form 2 × 2 disjoint blocks. Each element of such
a block is considered as a byte. Each byte is treated as a
grey image pixel, and all computations (data embedding,
data extraction, PSNR calculation, QI calculation etc.) are
performed accordingly.

The developed QVD+MHC scheme is executed in a
computing system with i5 processor using MATLAB. The
input images are gathered from SIPI database. Figure 11 lists
original samples, and the respective SIs are listed in Fig.12.
In each SI 8.4 lakhs bits of data is hidden.

The efficacy is measured through HC, bits per byte (BPB),
time of embedding (EmT), time of extraction (ExT), PSNR,

FIGURE 10. Converting a color image to a 2D array of bytes.

and quality index (QI). PSNR is an estimate of distortion in
the SI. It is measured by (23), as shown at the bottom of
page 10, wherein Pij and Qij are the pixels of OI and the
SI respectively.

HC is the magnitude of data in bits the image can conceal.
The per byte HC is known as BPB. Furthermore, the likeliness
between OI and SI is computed as QI in (24), as shown at the
bottom of page 10.

Table 3 records the efficacy measures of the proposed
technique. It can be noticed that the mean PSNR value over
the 8 sample images is 36.76. Although PSNR value above
40 dB is always good achievement, within 30 to 40 dB is also
acceptable. The QI is 0.9977, it implies a greater similarity
between the OI and SI. The HC per byte is 3 bits and total HC
in the image is 2359296 bits. Due to the inclusion ofMHC and
exclusive-or operation the embedding time has been larger,
in average it is 34.02 seconds (Sec). The extraction time is
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FIGURE 11. A set of OIs before hiding data in them.

TABLE 3. Performance of QVD+MHC scheme.

only 8.29 Sec. The overall performance is good. The focus
is error detection and correction. Only 1-bit error can be
detected and corrected accurately.

FIGURE 12. A set of SIs after hiding eight lakhs, and forty thousand bits
of data in each of them.

Table 4 represents a comparison study of this QVD+MHC
scheme with some related existing techniques. The bar graph
in Fig.13(a) distinguishes the bpb and PSNR values of the
QVD+MHC scheme with existing schemes. The bar graph
in Fig.13(b) distinguishes the QI value of the QVD+MHC
scheme with existing schemes. It can be noticed here that
the PSNR of the QVD+MHC scheme is higher than the
3 related existing schemes. PSNR of the QVD+MHC scheme
is 36.76 dB, PSNR of Jung’s scheme is 35.27dB, PSNR of
Pradhan et al.’s scheme is 33.02 dB, and PSNR of Sonar &
Swain’s scheme is 35.15 dB. TheQI value of theQVD+MHC
scheme is higher than all the existing schemes. The QI value
of QVD+MHC scheme is 0.9977, the QI value of Jung’s
scheme is 0.9967, the QI value of Pradhan et al.’s scheme
is 0.9947 and the QI value of Sonar & Swain’s scheme is
0.9966. The HC of the QVD+MHC scheme is 3 bits per
byte, it is less than all the existing schemes. But the main
objective of the QVD+MHC is to achieve error detection and
correction, so HC is compromised.
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TABLE 4. Comparisons of quality parameters.

TABLE 5. Comparisons of error correction ability.

Table 5 represents the error correction capabilities of
the techniques. The existing schemes cannot perform error
detection and correction, but this QVD+MHC scheme can
perform 1-bit error detection and correction over every 8 bits
of data extracted from a 4-pixel block. If there are more
than 1 bit error, it cannot perform the error detection and
correction.

Table 6 represents the comparison of imperceptibility with
techniques having same or lower BPB. With a BPB of 3.13,
the Khodaei and Faez’s [9] technique gives slightly higher
i.e., 38.57 dB PSNR, and 0.9984 QI. But it does not have
error detection and correction abilities. The technique of
Pradhan et al. [8] possesses slightly higher PSNR and QI by
reducing the BPB. Furthermore, it does not have the ability
for error detection and correction. The technique of Swain
and Pradhan [21] possess lesser BPB, but slightly higher
PSNR and QI. It possesses only error detection ability, does
not possess error correction ability. The proposed scheme,
and the schemes [8] and [21] uses the similar differencing
mechanism referred from Wu and Tsai [2]. The PSNR of the
proposed scheme is lower than that of [8] and [21] because
the BPB is improved in proposed scheme. The scheme [9]
uses addition and subtraction based differencing principle of
Khodaei and Faez, so it possesses both higher PSNR and BPB
as compared to that of the proposed scheme.

FIGURE 13. (a) Comparison of BPB, and (b) Comparison of QI.

TABLE 6. Comparisons of imperceptibility with techniques having same
or lower BPB.

Table 7 records the PSNR values of the Lena and Baboon
images with different HC. It can be noticed that the PSNR

PSNR = 10 × log10
m × n × 255 × 255∑m
i=1

∑n
j=1

(
Pij − Qij

)2 (23)

QI =

4×P̄×Q̄×

{∑m
i=1

∑n
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(
Pij − P̄

)
×

(
Qij − Q̄

)}{∑m
i=1

∑n
j=1

(
Pij − P̄

)2
+
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i=1
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)2}
×

{(
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)2

+
(
Q̄

)2} (24)
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TABLE 7. PSNR with increasing HC.

FIGURE 14. Capacity versus comparison PSNR, (a) for Lena image, and (b)
for Baboon image.

goes on decreasing when the magnitude of concealed data
keeps on increasing. The graphs in Figs. 14 (a) and (b)
show capacity versus PSNR for the Lena and Baboon images
respectively. It can be noticed that, although the PSNR goes
on decreasing with the increase in hidden data, it will never
fall below 35 dB because the curve approaches to be a
horizontally parallel line.

RS analysis is conducted to assess the security of this
QVD+MHC scheme. Four parameter values ‘‘Rm, R−m,

FIGURE 15. (a) RS analysis over Lena image, (b) RS analysis over Baboon
image.

Sm and S−m’’ are calculated [35]. If ‘‘R−m - S−m >

Rm - Sm’’, then the RS analysis successfully detected the
image as SI. This is because the divergence between R−m and
S−m is greater than the divergence between Rm and Sm.
If ‘‘Rm ≈ R−m > Sm ≈ S−m’’, then RS analysis could not
detect the image as SI. ‘‘Rm ≈R−m > Sm ≈ S−m’’ means that
Rm and R−m will be parallel and close to each other, Sm and
S−m will be parallel and close to each other. The line Rm and
R−m are on upper side as compared to the lines Sm and S−m
with regard to the Y-axis. Figure 15 (a) shows RS analysis for
image Lena, and figure 15 (b) shows RS analysis for image
Baboon. In figures 15 (a) and 15 (b), the x-axes stand for the
percentage of HC, and the y-axis stands for the % of regular
(Rm and R−m) and singular (Sm and S−m) groups. It can be
noticed from these 2 figures that ‘‘Rm ≈ R−m > Sm ≈ S−m’’
is mostly satisfied. Thus, it is proved that RS analysis could
not detect the SI.

PDH analysis is performed to assess the security of this
QVD+MHC scheme [35]. Figure 16(a) represents the PDH
analysis of Lena image, and Fig.16(b) represents the PDH
analysis of Baboon image. The SI considered here conceals
hundreds of bytes of data. In these figures the dotted line
curve stands for the pixel difference versus frequency of pixel
difference for stego-image. The solid line curve stands for
the pixel difference versus frequency of pixel difference for
original image. As the dotted line curve is smooth in nature
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FIGURE 16. (a) PDH analysis over Lena image, (b) PDH analysis over
Baboon image.

(no zig-zag shape is available), it implies that PDH analysis
does not detect this steganography method.

V. CONCLUSION
The traditional image steganography techniques do not have
the ability to detect errors and correct errors during the time
of extraction at the receiver side. This article addresses this
problem using MHC with the different bits of an image pixel.
The image is divided into 2 × 2 dis-joint blocks. From these
4 pixels, 4 quotients and 4 LSBs are generated. Each quotient
is decimal value of 7 MSBs of a pixel. For every block 8 data
bits are camouflaged. From these 8 data bits, 4 redundant bits
are computed using MHC. The 8 data bits and one redundant
bit are camouflaged in the quotients by either QVD or bit
substitution. If in quotients camouflaging is performed using
QVD, then indicator bit is set to 1. Otherwise, if in the
quotients camouflaging is performed using bit substitution,
then indicator bit is set to 0. The 3 remaining redundant bits
along with the indicator bit are stored in the LSBs. At the
receiver’s place data can be extracted and the error correction
procedure can be plied to correct any errors. The experimental
outcomes report that the PSNR value is 36.76 and it is greater
than the existing techniques. The QI value is 0.9977 and it is
also greater than the existing techniques. Furthermore, error
detection and correction over the 8 bits of extracted data is
possible in the proposed technique. But it is not possible in
the existing techniques. The limitation of this work is that
only one bit error can be detected and corrected, in future
we shall make it multiple bit error detection and correction
by changing the error detection and correction strategies.
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