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ABSTRACT The current limited sample set and mixed spatial-spectral information make effective feature
extraction in hyperspectral image (HSI) classification challenging. To better extract spatial-spectral features,
enhance the robustness of the learned features against the orientation and scale changes and improve
the convergence of the network used for HSI classification, we propose a multi-branch hybrid network
(MHNet) based on adaptive selection of spatial-spectral kernels in this paper. Specifically, we use the Gabor
convolutional layer as the first layer of this network model. Since the predefined multi-scale and multi-
directional Gabor filters in this layer can better characterize the internal spatial-spectral structure of HSI
data from different perspectives, the robustness of the model to orientation-scale changes is enhanced. Then
the performance of joint spatial-spectral feature extraction is improved by learning adaptive selective 3D
convolution kernels. Subsequently, a two-branch network is employed to further fully extract spatial and
spectral information for classification accuracy. Experimental results on three public hyperspectral datasets
show that the proposed MHNet not only has better classification performance than several existing widely
used machine learning and deep learning-based methods, but also it has fast model convergence.

INDEX TERMS Multi-branch network, hyperspectral image, selecting spatial-spectral kernels, Gabor,
residual network, spatial-spectral features.

I. INTRODUCTION
Hyperspectral images (HSIs) captured by hyperspectral sen-
sors are typically composed of hundreds of spectral data
channels in the same area [1], [2], [3], which contain rich
spectral and spatial information. Each pixel in HSIs has
hundreds of narrow spectral bands, so HSIs have high
spectral resolutions. Due to their high spectral resolutions
and abundant spatial-spectral information, HSIs are exten-
sively utilized in many different fields, such as environmen-
tal monitoring [4], agricultural remote sensing [5], mineral

The associate editor coordinating the review of this manuscript and

approving it for publication was Abdullah Iliyasu .

exploitation [6], ocean remote sensing [7] and geological
mapping [8]. In recent years, the primary focus of HSI
processing is HSI classification, spectral unmixing and HSI
anomaly detection. Among them, HSI classification is the
most dynamic research area in the hyperspectral field [3] and
has received extensive attention in the field of remote sensing
image analysis. So, this paper focuses on HSI classification.

The purpose of HSI classification is to determine the
class of objects per pixel, and this technique has been fre-
quently utilized in fields like ground object recognition [9],
hyperspectral image change detection [10], and object detec-
tion [11], [12], among others. Classificationmethods for HSIs
can be broadly classified into two categories [13], one based
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on hand-crafted feature extraction methods and the other
based on learning feature extraction methods. Traditional
HSI classification methods are mostly based on hand-crafted
features [14], [15], [16], [17], [18], such as morphological
profile (MP) features [14], [15], texture descriptors [16] and
spectrum [17], etc. These methods achieve classification by
designing different hand-crafted features and feeding them
into classifiers, such as random forest (RF) [19] and support
vector machine (SVM) [20] based on supervised machine
learning. Most studies focus on feature extraction to mine the
features of the target more efficiently. For example, Melgani
and Bruzzone [20] evaluated the potential of SVM in the
hyperdimensional spectral feature space and demonstrated
that SVM outperforms traditional pattern recognition meth-
ods (i.e. radial basis function network and K-nearest neigh-
bor method) for HSI classification. Zhong and Zhang [21]
designed an artificial antibody network (ABNet) to extract
HSI spectral features for classification accuracy. However,
early hand-crafted feature extraction methods focused more
on extracting spectral features and ignored the spatial feature
information of neighboring pixel locations. It is difficult to
achieve satisfactory classification results using only spec-
tral information. Therefore, numerous joint spatial-spectral
classification algorithms have been proposed to fully utilize
the spatial-spectral information for improving the classi-
fication performance. For example, Marpu et al. [22] pro-
posed automatic construction of extended attribute profiles
with standard deviation attributes for remote sensing image
classification. For the purpose of extracting spectral spa-
tial characteristics, Kang et al. [23] designed a method based
on edge-preserving filtering. Guo et al. [24] developed a
multiclass support tensor machine (STM) for identifying
information classes of tensor spaces in HSIs. However, the
flexibility of feature extraction and the capacity to auto-
matically learn the model’s parameters are lacking in these
traditional hand-crafted feature extraction methods.

Among the deep learning-based feature extraction meth-
ods, convolutional neural networks are extensively used in
various fields of visual information processing because of
their powerful image processing capabilities, such as image
categorization [25], semantic segmentation [26], depth esti-
mation [27], and object identification [28]. Convolutional
neural networks also show their powerful performance in
the area of processing hyperspectral images. For example,
principal component analysis, logistic regression, and a deep
learning framework were all combined by Chen et al. [29]
to learn the joint spectral-spatial features of HSIs for cat-
egorization. Tao et al. [30] developed two feature learning
variations, namely multi-scale spatial feature learning and
sparse spectral feature learning, and used an unsupervised
approach of stacked sparse autoencoders to learn spatial-
spectral information. Gabor filter is now widely used in
image processing due to its ability to capture discriminative
characteristics from various scales and orientations. Most
commonly, it is embedded into the CNN framework as prior

knowledge in some preprocessing models for enhancing the
CNN performance. Kwolek [31] combined the Gabor fil-
ter with CNN for face detection. He first transformed the
original image with Gabor filters to obtain feature maps
with Gabor characteristics and then sent these Gabor fea-
ture maps to CNN for classification. Yao et al. [32] proposed
Gabor-CNN for target recognition in natural scenes, com-
bining CNN with Gabor filters to enhance the extraction of
edge texture information. Gabor filters also have applications
in the field of HSI processing. Chen et al. [33] classified
HSIs using Gabor filtering and convolutional neural networks
to alleviate the overfitting problem. Jia et al. [34] incorpo-
rated a 3D Gabor filter into the convolutional kernel to
process HSIs, resulting in a significant reduction in model
parameters and avoiding overfitting. In order to adequately
extract spatial-spectral characteristics to improve classifica-
tion accuracy, a great number of new models have been
generated. Hamida et al. [35] designed a 3D deep learning
method to process joint spectral and spatial information.
Song et al. [36] developed a deep feature fusion network
(DFFN) to categorize HSI. A multiscale three-dimensional
convolutional neural network (M3D-DCNN)was used in [37]
to jointly learn two-dimensional multiscale spatial features
and one-dimensional spectral features in an end-to-end way.
In [38], local spatial spectral correlations between nearby
single pixel vectors are concurrently exploited to optimize
and explore local contextual interactions. To reduce the com-
plexity of network design, Paoletti et al. [39] designed a new
CNN architecture Capsnet, which has improved the accuracy
of HSI classification. Hong et al. [40] designed miniGCN
network to infer out-of-sample data, i.e., without retraining
the network and improving the classification performance.
Some successful pre-trained CNNs were used in [41] for
high resolution remote sensing (HRRS) scene classification.
Meanwhile, there have been further attempts to use different
branching networks or divergence networks to jointly extract
spatial-spectral features. For example, Kang et al. [42] com-
bined residual network and dense convolutional network into
a dual-path network (DPN) to classify HSI. Han et al. [43]
designed a two-stream network based on different scales
and combined with a spatial enhancement strategy to jointly
extract spatial-spectral features. Yang et al. [44] established a
two-branch network, one for extracting spectral domain fea-
tures and another for extracting spatial domain features, and
connected the learned spectral domain features and spatial
domain features for classification.

Currently, some deep learning-based methods, on the one
hand, make the model construction complicated due to the
increase of network depth, generate a great number of param-
eters and redundant features during training, and slow down
the convergence speed [34], [42], [45]. On the other hand,
the correlation between the spectral and spatial domains in
HSIs is ignored, and a significant quantity of valuable data
is wasted [43], [44]. To solve the above problems, in this
paper we propose a novel multi-branch hybrid network based
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on adaptive selection of spatial-spectral kernels for HSI clas-
sification. The model integrates a Gabor layer to accelerate
convergence and enhance the robustness to changes in direc-
tion and scale. The two-branch network is employed to fully
extract spatial and spectral feature information from HSIs to
improve classification accuracy. The main contributions of
this paper are as follows.

1) A convolutional layer with multi-scale and multi-
directional Gabor filters is used as the first layer of
this network model to enhance the robustness of the
model against changes in orientation and scale, as well
as to increase the speed of model convergence. Pre-
defined multi-scale and multi-directional Gabor filters
can describe the internal spatial-spectral structure of
HSI data from different angles.

2) A strategy for learning adaptive selective 3D spatial-
spectral kernels is designed to improve the ability of
joint extraction of spatial-spectral features.

3) A two-branch network framework is designed for
improving classification accuracy. One introduces an
effective feature recalibration (EFR) mechanism. The
classification accuracy is improved by automatically
adjusting the size of neuronal receptive fields (RF)
and enhancing cross-channel dependence among fea-
tures. The other uses a hybrid combination of 2D and
3D convolution (2D-3DCNN). The 3D CNN learns
joint spatial-spectral features from HSI data, and the
2D CNN further learns abstract spatial features to
improve classification performance and reduce the
model complexity.

The rest of the paper is organized as follows. Section II
details the proposed network model framework, Section III
gives the experimental results and analysis, and finally, con-
clusions are presented in Section IV.

II. PROPOSED METHOD
Fig. 1 shows the general framework diagram of the proposed
multi-branch hybrid network (MHNet) based on adaptive
selection of spatial-spectral kernels. The overall framework
can be divided into threemajormodules, Gabor CNNmodule,
adaptive selection of spatial-spectral kernel network (SKNet)
module, and multi-branch hybrid network (Multi-branchNet)
module. Spatial-spectral feature information is extracted
jointly by these three modules. Let Xraw ∈ RH×W×B be the
original unprocessed 3D HSI with height H , width W and
number of spectral channels B. The overall count of cate-
gories contained in the corresponding groundtruth for a block
of pixels xi,j ∈ Xraw (i = 1, 2, . . . ,W . j = 1, 2, . . . ,H) on
a HSI is C , and the land cover category is noted as Y =

y1, y2, . . . , yC . A subset P ∈ RS×S×B of neighbor blocks
is created from the Xraw cube, S represents the width and
height of neighbor blocks. The superimposed neighbor blocks
P ∈ RS×S×B are provided as the input of the model. The
category of the middle pixel of neighbor blocks is used as the
category of neighbor blocks.

A. GABOR FILTER
The kernel functions of Gabor filters [46] have a sinusoidal
plane wave based on a specific frequency and orientation,
as shown in Fig. 2, which enables them to extract the spatial
frequency structure of images [47]. Gabor features are a type
of features that can be used to characterize an image’s texture
information. Additionally, Gabor wavelets are sensitive to the
image’s edges and can offer superior scale and orientation
selection properties, which can extract pertinent features at
various scales and orientations in the frequency domain. The
Gabor filter offers good adaptability to changes in illumina-
tion, tolerates some degree of rotation and distortion of the
image, and has certain robustness to illumination and posture.

Gabor wavelets [46] use complex functions as the basis for
the Fourier transform in information theoretic applications.
It was shown that Gabor wavelets (filters) are comparable
to the human visual system in frequency and directional
expression [48], [49]. Gabor wavelets (filters) are defined as
follows:

9ω,θ (x, y) =
1

2πσ 2 exp

(
−
x ′

2
+ y′

2

2σ 2

)
exp

(
jωx ′

)
x ′

= x cos θ + y sin θ , y′ = −x sin θ + y cos θ

(1)

where (x, y) represents the position of the pixel in the spa-
tial domain, ω represents the central angular frequency of
the sinusoidal plane wave, θ represents the direction of the
Gabor filter, and σ represents the standard deviation of the
Gaussian function along the x and y directions in the spa-
tial domain [48]. According to the experimental parameter
settings in [50], in this experiment, we set the value of σ to
σ ≈

π
ω
.

In the Gabor convolutional layer of the proposed model,
we chose a filter bank with 5 scales and 8 orientations,
as shown in Fig. 2. The frequencies and orientations of the
Gabor filters are defined as follows:

ωm =
π

2
×

√
2
−(m−1)

, θn =
π

8
(n− 1)

(m = 1, 2, . . . , 5 , n = 1, 2, . . . , 8) (2)

HSI data P (x, y) through the convolution operation with
Gabor filter 9ω,θ (x, y) can be expressed as

Gm,n (x, y) = P (x, y) ∗ 9ω,θ (x, y) (3)

where ∗ stands for convolution operation.

B. ADAPTIVE SELECTION OF SPATIAL-SPECTRAL KERNEL
MODULE
The receptive field (RF) plays an important role in deep
CNNs [51], [52], [53], and its size directly affects the infor-
mation of the captured target objects [53]. To jointly extract
spatial-spectral features and allow neurons to adjust the size
of their receptive fields in an adaptive manner, a selection
among multiple convolutional kernels with different size
receptive fields is required [51]. Specifically, three oper-
ational processes are employed, namely, split, fusion and
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FIGURE 1. General framework of the proposed MHNet method.

FIGURE 2. Gabor filter at 5 scales and 8 orientations.

FIGURE 3. Adaptive selection of spatial-spectral kernel module.

selection. As shown in Fig. 3, X ∈ RS×S×B represents
the feature map of the input HSI and V ∈ RS×S×B repre-
sents the output feature map that is processed by adaptively
selected spatial-spectral kernel convolution. The process can
be expressed as

V = FSK (X) (4)

1) SPLIT
For a given input feature map X ∈ RS×S×B, the spatial

transformation X
F̃spatial
→ Ũ ∈ RS×S×B and the spectral trans-

formationX
F̂spectral

→ Û ∈ RS×S×B are performed respectively.
Ũ and Û are obtained by 3D convolution, batch normal-
ization (BN) [54] and activation function ReLU [55]. The
transformation F̃spatial is used for extracting spatial features,
and the size of the convolution kernel for its operation is
3× 3× 7. The transformation F̂spectral is used for extracting
spectral features, and the size of the convolution kernel for its

operation is 1 × 1 × 7. The whole convolution process is as
follows:

Ũ = F̃spatial (X) = X ∗Wspatial + b (5)

Û = F̂spectral (X) = X ∗Wspectral + b (6)

where ∗ represents 3D convolution operation.W and b repre-
sent the weight parameter and biases, respectively. The size
ofWspatial is 3 × 3 × 7 and the size ofWspectral is 1 × 1 × 7.
The subsequent BN [54] and ReLU [55] operations can be
expressed as

X l+1
= ReLU

(∑xl
j=1 Fbn

(
X lj
)

∗W l+1
+ bl+1

)
(7)

Fbn
(
X lj
)

=

X lj − µ
(
X lj
)

√
σ 2
(
X lj
)

+ ϵ

· γ + β (8)

X lj represents the jth feature map of X l in layer l, x l represents
the number of feature maps in X l in layer l, and W l+1 and
bl+1 represent the weight parameter and biases of the convo-
lutional filter bank in layer l + 1, respectively.µ (·) and σ 2 (·)

are the batch means and variances of the corresponding input
data X lj . γ and β are the learned parameter vectors. BN is
to prevent gradient disappearance and to speed up model
training. ReLU introduces nonlinearity into the convolutional
features.

2) FUSION
As shown in Fig. 3, fusion is a combination and aggregation
of information from spatial and spectral paths, which leads to
a global and integrated representation of the selection weights
of spatial and spectral information. Just as fusion in [51] is to
enable neurons to adaptively adjust the size of their receptive
fields depending on the learned features, in this paper, the aim
of fusion is to allow neurons to jointly extract spatial-spectral
features by adaptively adjusting the size of their receptive
fields while enhancing their multiscale streaming informa-
tion. To achieve this, we first use element-wise summation
to fuse information from multiple branches, i.e., add ûi,j,c ∈

Û (l+1) and ũi,j,c ∈ Ũ (l+1) element by element to produce the
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output U (l+1) ∈ RS×S×B, denoted as follows:

U l+1
= Û (l+1)

⊕ Ũ (l+1) (9)

where ⊕ represents the sum of elements.
Then global average pooling (GAP) is done for U (l+1):

sl+1
b =

1
S × S

∑S
i=1

∑S
j=1u

(l+1)
i,j,b (10)

The above equation can be viewed as compressing the
bth feature map in U (l+1) into one element value along the
spatial direction. For a total of B feature maps, the channel
description vector is sl+1

b ∈ R1×1×B at layer l + 1.
Learning of compact features and cross-channel dependen-

cies is accomplished via GAP and a fully connected (FC)
layer. The computation of the FC layer can be expressed as

z(l+1)
= Ffc

(
sl+1
b

)
= ReLU

(
W (l+1)

· sl+1
b

)
(11)

where compact feature z(l+1) ∈ Rd×1 is created to achieve
accurate and adaptive selection of the spatial-spectral kernel.
We use the crucial factor d = max

(B
r ,L

)
to accomplish

model convergence. r is the dimensionality reduction ratio
of z(l+1), it is set 2 [56]. L is set to 32 according to [51].

3) SELECTION
The spectral and spatial information is adaptively selected
on z(l+1) by cross-channel soft attention. Specifically, the
softmax function is applied on z(l+1) to generate the spec-
tral attention vector mspectral and the spatial attention vector
nspatial , respectively. The expressions are as follows:

ml+1
spectral =

eM
(l+1)z(l+1)

eM (l+1)z(l+1)
+ eN (l+1)z(l+1) (12)

nl+1
spatial =

eN
(l+1)z(l+1)

eM (l+1)z(l+1)
+ eN (l+1)z(l+1) (13)

where M (l+1) ∈ RB×d , N (l+1) ∈ RB×d . ml+1
spectral is the

spectral soft attention vector corresponding to Û (l+1) and
nl+1
spatial is the spatial soft attention vector corresponding to
Ũ (l+1).

The final feature map V is computed by the attention
weighting of the spectral and spatial directions.

V =

(
ml+1
spectral ⊗ Û (l+1)

)
⊕

(
nl+1
spatial ⊗ Ũ (l+1)

)
(14)

ml+1
spectral + nl+1

spatial = 1 (15)

where V = [v1, v2, . . . , vB], vi ∈ RS×S , i = 1, . . . ,B. ⊗

represents the multiplication of elements.

C. MULTI-BRANCH NETWORK
In this section we use a two-branch network to achieve
joint extraction of high-level features in spatial and spectral
domains for classification accuracy, as shown in Fig. 1. One
is a residual network with an efficient feature recalibration
(EFR-ResNet) mechanism. This branch improves classifi-
cation accuracy by automatically modulating the size of

FIGURE 4. Residual network framework with efficient feature
recalibration mechanism.

FIGURE 5. EFR-ResBlock module.

neuronal receptive fields (RF) and enhancing cross-channel
dependence between features. The other is a hybrid combina-
tion of 2D and 3D convolution (2D-3DCNN), where the 3D
CNN learns joint spatial-spectral feature information from
HSI data and the 2D CNN goes further to learn abstract
spatial feature information, which improves classification
performance and reduces model complexity. Afterwards, the
information streams of the two branches are stitched together
in series and classified through a FC layer.

1) RESIDUAL NETWORKS WITH EFFICIENT FEATURE
RECALIBRATION (EFR) MECHANISM
Fig. 4 illustrates the residual network framework, which
has a total of four residual blocks in this branch network.
To improve classification performance and avoid increasing
the complexity of the model, we introduced an efficient
spectral channel attention module [57], namely the efficient
feature recalibration mechanism (EFR) [58], for all four
residual blocks. The final composition is the EFR-ResBlock
module. The detailed structure is shown in Fig. 5, from which
the specific composition of the Start EFR-ResBlock module,
Middle EFR-ResBlockmodule and End EFR-ResBlockmod-
ule can be seen.

Each EFR-ResBlock module contains three operations
with different arrangements of Conv3D, BN and ReLU,
as shown in Fig. 5. Each of these EFR-ResBlock mod-
ules has two Conv3D operations. The adaptively selected
spatial-spectral kernel feature maps generated by entering
Equation 14 in each EFR-ResBlock module are subjected to
two successive 3D convolution operations. Filter banks of
kernel size k1 × k2 × k3 are used at the (l + 1) and (l + 2)
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TABLE 1. Convolutional kernel size and step size in each EFR-ResBlock.

layers, and the number of filter banks for each EFR-ResBlock
module is 24. In Fig. 5, let the operation before EFR be
the feedforward residual function Fres

(
X lj ; θ1, θ2

)
. I
(
X lj
)

represents the identitymapping ofX lj .Fres
(
X lj ; θ1, θ2

)
enters

FEFR (·) defined by the Equation 19, and then add I
(
X lj
)

=

X lj . The whole operation process is as follows:

2X l+2
j = I

(
X lj
)

+ FEFR
(
Fres

(
X lj ; θ1, θ2

))
(16)

Fres
(
X lj ; θ1, θ2

)
= ReLU

(
X l+1
j

)
∗W l+2

j + bl+2
j (17)

X l+1
j = ReLU

(
X lj
)

∗W l+1
j + bl+1

j (18)

where X l+1
j and X l+2

j represent the output feature maps
after 3D convolution at layers l + 1 and l + 2, respec-

tively. θ1 =

{
W l+1
j ,W l+2

j

}
, θ2 =

{
bl+1
j , bl+2

j

}
,Wj ={

W l+i
j | 1 ≤ i ≤ 2

}
and bj =

{
bl+1
j | 1 ≤ i ≤ 2

}
represent

the weight parameter and bias of the jth residual block (Res-
Block) at the (l + 1)th convolution layer and the (l + 2)th
convolution layer, respectively.

In Fig. 4 there are four EFR-ResBlock modules and the
number of groups of convolution filters in the 3D convolution
layers in each EFR-ResBlock is 24. Convolution kernel size
and step size in each EFR-ResBlock are shown in Table 1.
As shown in Table 1, the first two EFR-ResBlocks are

employed to extract spectral features and the last two
EFR-ResBlocks are employed to extract spatial features,
i.e., these four EFR-ResBlocks are used to jointly learn
spatial-spectral features for improving the capability of image
classification. After the EFR-ResBlock module, GAP is uti-
lized to compress the output feature map into a feature vector
of size 1 × 1 × 24 along the spatial scale.

The efficient feature recalibration mechanism (EFR) in
each residual block employs a local cross-channel inter-
action approach without dimensionality reduction, which
reduces model complexity while maintaining high perfor-
mance, as shown in Fig. 6.
The process can be expressed as

X̂ = FEFR (X)

X ∈ RS×S×B, X̂ ∈ RS×S×B (19)

Specifically, a spectral channel descriptor vector is
obtained by doing a spatial squeezing operation in the spatial
dimension of the input feature map using GAP. The process

FIGURE 6. EFR module.

is represented as follows:

y = GAP (X) =
1

S × S

∑S
i=1
∑S

j=1xi,j,c (20)

where y ∈ R1×1×B, xi,j,c represents the value with coordinates
(i, j) on the feature map of the cth channel.

The two FC layers in the module are designed to cap-
ture nonlinear cross-channel interactions. Compared to the
channel attention module in SENet [56], which uses dimen-
sionality reduction to control the complexity of the model and
thus causes inefficiencies in capturing dependencies across
all channels, the efficient feature recalibration mechanism
(EFR) used in this paper captures cross-channel interactions
efficiently without dimensionality reduction. As shown in
Fig. 6, EFR captures cross-channel interactions to learn effi-
cient feature attention by using each channel and its k local
neighbors. It generates the channel weight values by perform-
ing a fast one-dimensional convolution with kernel size k . k
is obtained by adaptive selection of the channel dimension
B. As described in [57], the weight value of each optimum
in the channel descriptor vector can be obtained by linearly
interacting each channel with its k nearest neighbors. The
same learning parameters are shared among these channels,
that is

ωi = σ
(∑k

j=1 β j · yji
)

, yji ∈ �k
i (21)

where �k
i represents the set of k adjoining channels yi and β j

denotes the shareable weights related to each yji. ω ∈ RB is a
feature recalibration vector.

The transformation from X l to X̂ l+1 with a smaller
computational overhead is done here to emphasize the
multi-convolutional channel features for higher classification
accuracy. The transformation process from X l to X̂ l+1 can be
expressed as follows:

X̂ l+1
= Fscale (xc · ωc) ∀c ∈ [1, 2, . . . ,B] (22)

where X̂ l+1
∈ RS×S×B, xc ∈ X l, X l = [x1, x2, . . . , xB].

2) NETWORK WITH A HYBRID COMBINATION OF 2D AND
3D CONVOLUTION
The other network in the multi-branch network is a hybrid
combination of 2D and 3D convolution. Firstly, the 3D CNN
kernel is employed to extract both spectral and spatial features
from the HSI data. Then, the 2D CNN kernel is adopted
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FIGURE 7. Flow chart of the framework of branch hybrid network.

TABLE 2. Convolutional kernel shape and size of each convolutional
layer.

to extract spatial features even further in the output feature
map after convolution with the 3D CNN kernel. Thus, the
spatial-spectral information are fully extracted. The frame-
work flowchart of this branch network is shown in Fig. 7.

As shown in Fig. 7, there are three 3D convolutional mod-
ules, one 2D convolutional module and two fully connected
layer modules in the branch network. The parameters of the
convolutional kernels are shown in Table 2.
In the 3D convolution layer, the output feature map is

accomplished by convolving the 3D convolution kernel with
the 3D image data. The 3D convolution kernel is convolved
with the 3D HSI of the adjacent spectral channels to facilitate
the extraction of spectral feature information.The activation
value at the 3D spatial coordinates (x, y, z) on the jth feature
map of the ith layer can be represented as vx,y,zi,j i.e.

vx,y,zi,j

= φ

bi,j + dl−1∑
τ=1

η∑
λ=−η

γ∑
ρ=−γ

δ∑
σ=−δ

ω
σ,ρ,λ
i,j,τ × vx+σ,y+ρ,z+λ

i−1,τ


(23)

In Equation 23, φ denotes the activation function, bi,j is
the bias of the jth feature map in the ith layer, dl−1 represents
the number of feature maps in the (l − 1)th layer, and also
represents the depth of the corresponding kernel ωi,j of the
jth feature map in the ith layer. 2η + 1 is the depth of kernel
along spectral dimension, 2γ + 1 and 2δ + 1 are the width
and height of the 3D convolution kernel, respectively.ωi,j also
indicates the weight of the jth feature map of the ith layer.
In the 2D convolution layer, the convolution kernel is

used channel-by-channel to extract spatial feature informa-
tion of the input feature map. The convolutional features are
introduced nonlinearly through the activation function. The
activation value at the 2D planar coordinates (x, y) on the jth
feature map of the ith layer can be expressed as vx,yi,j , i.e.

vx,yi,j = φ

bi,j + dl−1∑
τ=1

γ∑
ρ=−γ

δ∑
σ=−δ

ω
σ,ρ
i,j,τ × vx+σ,y+ρ

i−1,τ

 (24)

In Equation 24, 2γ +1 and 2δ +1 are the width and height
of the 2D convolution kernel, respectively. Other parameters
are the same as Equation 23.

The spectral information in the input raw HSI data after
three 3D convolutions is saved in the output feature map,
and then the spatial information of different spectral bands
is differentiated by 2D convolution. The whole convolution
process uses back propagation to initialize all the weights and
update the parameters.

Finally, the information streams learned by themulti-branch
networks are fused in series and classified through a FC layer,
where a cross-entropy loss function is used, i.e.

Loss = −
1
M

∑M
m=1

∑C
c=1 y

m
c log ŷmc (25)

where C represents the category of land cover class, M rep-
resents the sample batch size, y denotes the true value label,
and ŷ represents the predicted value.

III. EXPERIMENTAL RESULTS
To demonstrate the effectiveness of the proposed MHNet
method, we conducted experiments on three HSI datasets,
namely IP, UP and KSC datasets.

A. DATA SETS
1) Indian Pines (IP) dataset: The IP dataset consists of

hyperspectral bands from a single landscape in Indiana,
USA, with a pixel size of 145×145. The data collection
contains 220 spectral reflection bands for each pixel
that correspond to various regions of the electromag-
netic spectrum in the 400-2500 nm range. This is shown
in Fig. 8.

2) Pavia University (UP) dataset: The UP dataset is col-
lected by the Reflection Optical System Imaging Spec-
trometer sensor over the city of Pavia, Italy. The image
includes 115 spectral bands and a resolution of 610 ×

340 pixels. There are 42,776 labeled samples covering
9 categories, namely, asphalt, grass, gravel, trees, metal
plates, bare soil, asphalt, bricks, and shadows. As in
Fig. 9.

3) Kennedy Space Center (KSC) dataset: TheKSC dataset
was collected on March 23, 1996 with NASA AVIRIS
instrument overhead at Kennedy Space Center (KSC),
Florida. 224 bands of 10 nm width were collected, and
after some processing, it ended up being 176 bands
for analysis. In total, there are 13 land cover classes,
as shown in Fig. 10.

The specific information of the three datasets is shown in
Table 3. The experiments are preprocessed by normalizing
these three data, and the neighborhood extraction of the three
datasets are 9×9×200, 9×9×103 and 9×9×176, respec-
tively. Each of these three datasets was randomly divided into
two mutually exclusive training and test sets, with 10% of the
training set and 90% of the test set.

B. PARAMETER SETTING
The Gabor convolutional layer uses a filter bank with 5 scales
and 8 directions. It is parameterized and initialized in the
manner of [59]. Fig. 3 illustrates the shape and size of the
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TABLE 3. Specific information of the three data sets.

FIGURE 8. (a) False-color map (b) ground-truth map (c) labels of the
Indian Pines dataset.

FIGURE 9. (a) False-color map (b) ground-truth map (c) labels of the
Pavia University dataset.

convolution kernel in the adaptive selection of spatial-spectral
kernel module. The parameters of the convolutional kernels
in the two branch networks are set as in Table 2 and Table 3.
In this paper we use the Adam [60] optimizer to update the
weights of the 3D spatial-spectral filter set. For the sake
of comparison, we fix the spatial window of all three data
sets as 9 × 9 × B. Based on the combination of time,
computational cost and accuracy, the whole experiment was
repeated six times and the average accuracy was calculated to
eliminate errors for obtaining the final classification results.
That is, the values in the classification result table are the
average of the six classification results. BN [54] is applied
to prevent overfitting problems. The test set is evaluated
using the configuration with the highest accuracy in each
epoch, and the model uses a single-cycle strategy [61] to
obtain the optimal learning rate. Once the optimal learn-
ing rate was obtained, the learning rate was adjusted for
all epochs of each data set by using a cosine annealing
scheduler.

FIGURE 10. (a) False-color map (b) ground-truth map (c) labels of the
Kennedy Space Center dataset.

C. COMPARISON OF BRANCH NETWORK INTEGRATION
METHODS
The combination of branch networks has a remarkable influ-
ence on the parameter configuration, complexity and classi-
fication performance of the whole network, so it is extremely
important to determine the optimal combination. To investi-
gate the effect of the branch network binding methods on the
classification performance, in this paper, we compare three
branch network binding methods as shown in Fig. 11. These
three binding methods are named as method I, method II and
method III.

Method I indicates that the joint spatial-spectral features
learned by the two branch networks are stitched together
in series and then classified through the dense and fully
connected layers. Method II is to average the spatial-spectral
features learned by the two-branch network and apply a fully
connected layer for classification. Method III is to concate-
nate the features learned by the two networks and input
them to the FC layer for classification. To determine the
optimal bindingmethod, we conducted experiments on the IP,
UP and KSC datasets, respectively, and Table 4 shows the
corresponding values of these three binding methods in terms
of OA, AA and κ .

From Table 4, we can observe that method III outperforms
both method I and method II on OA, AA and κ . Therefore,
in this paper we choosemethod III as the optimal combination
of the two branch networks.

D. ANALYSIS OF THE EFFECTIVENESS OF THE NUMBER OF
OUTPUT FILTERS IN THREE-DIMENSIONAL CONVOLUTION
The number of filters in the 3D convolution process is an
important parameter of the proposed method, which is impor-
tant to increase the model discriminative ability and feature
extraction ability. However, the increase of the number of
filters in the 3D convolution process generates a large amount
of computational time spent. To explore the effect of the
number of filters in the convolutional layer on the classifi-
cation performance, we conducted several experiments with
different numbers of output filters on three datasets. In the
experiments, the number of output filters was set to 12, 18,
24 and 30, respectively. Fig. 12 shows the OA, AA and κ

values obtained by the proposed model on the IP, UP and
KSC data sets using different numbers of output filters. It can
be observed from Fig. 12 that the overall performance of the
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TABLE 4. Comparison of the three binding methods in Fig. 11.

FIGURE 11. (a) Branch network combination method I (b) Branch network
combination method II (c) Branch network combination method III.

network model reaches the optimum when the number of
filters reaches 24, so we choose 24 as the number of filters
in the 3D convolution process.

E. COMPARISON AND ANALYSIS OF CLASSIFICATION
RESULTS
To demonstrate the effectiveness of our proposed MHNet
method, we selected three extensively used machine
learning-based methods and seven advanced deep learning-
based methods for comparison. Namely, the machine
learning-based methods are RF, SVM and XGBOOST; the
deep learning-based methods are 2D-CNN [62], 3D-DL [35],

ResNet [25], ContextualCNN [63], M3D-DCNN [37], HSI-
CNN [64] and DePyResNet [65]. Overall accuracy (OA),
average accuracy (AA) and Kappa coefficient (κ) were
adopted to evaluate the results of the classification exper-
iments. More specifically, OA is the number of correctly
classified samples divided by the number of total samples
involved in the test, while AA is the classification accuracy
of each land cover category divided by the total number
of categories. In addition, κ is a method used to assess
consistency in statistics, especially in multi-classification
tasks with unbalanced samples [66]. The range of values of
this coefficient is [-1,1]. All experiments were done six times,
and the average of OA, AA and κ for the six experiments
are shown in this paper. Tables 5 to 7 show the classification
results on the IP, UP and KSC datasets, respectively.

From Table 5, it can be concluded that the pro-
posed MHNet method clearly outperforms the machine
learning-based and deep learning-based methods in terms
of OA, AA and κ on the IP dataset. Specifically, compared
with three popular machine learning-based methods. On OA,
AA and κ , the proposed method MHNet reached 98.673%,
97.098% and 0.98488, respectively. However, the highest
values in the machine learning-based methods only reached
90.428%, 85.187% and 0.89061. This shows that our pro-
posed MHNet method outperforms these popular machine
learning-based methods by a wide margin. On the other hand,
a comparison with advanced deep learning based methods is
made. The highest values on OA, AA and κ were 96.355%,
94.712% and 0.95849 for the deep learning-based methods,
which were implemented by ContextualCNN, DePyResNet
and ContextualCNN, respectively. Obviously, it is also our
proposed method that prevails.

Also in Table 5, it can be seen that 3D-DL, ResNet,
M3D-DCNN and HSI-CNN show excellent classification
performance in the first class with 100% classification accu-
racy. HSI-CNN achieves 100% classification accuracy in
the seventh class. The methods that achieve 100% classifi-
cation accuracy in the eighth, ninth and thirteenth classes
are RF, DePyResNet and 3D-DL, respectively. 2D-CNN and
3D-DL achieve 100% classification accuracy in the sixteenth
class classification. The proposed MHNet is optimal in the
first, second, third, fifth, seventh, tenth, twelfth, fourteenth
and fifteenth classes in comparison with other methods in
the table. Among them, the classification accuracy reaches
100% in the first, seventh and twelfth categories. It can
also be observed in Table 5 that the machine learning-based
XGBOOST outperforms some deep learning-based methods.
To better express the superior performance of our proposed
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FIGURE 12. 10% of the training samples are randomly selected from IP, UP and KSC, respectively, to study the effect of the number of
filters used in the 3D convolution process on OA, AA and κ .

TABLE 5. Comparison of OA,AA and κ values of IP dataset.

TABLE 6. Comparison of OA,AA and κ values on the UP data set.

method, we visualize the classification effect graph of some
methods as shown in Fig 13. The classification effect of our
proposed MHNet method is significantly superior to other
methods as seen from the classification effect graph in Fig 13.

From Table 6, it can be concluded that the proposed
MHNet method outperforms all the other methods in the table

on the UP dataset. In comparison with the machine learning-
based method, the proposed MHNet achieves 99.518%,
99.403% and 0.99361 on OA, AA and κ . The highest values
in the machine learning based method are indeed 97.438%,
96.230% and 0.96598. In addition, a comparison is made
with the deep learning-based methods in the table. The
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TABLE 7. Comparison of OA,AA and κ values on the KSC data set.

FIGURE 13. Classification effect plots on IP dataset (a) ground truth plots
(b)-(h) with 3D-DL, ResNet, ContextualCNN, M3D-DCNN, HSI-CNN,
DePyResNet and MHNet generated respectively.

highest values in deep learning based methods are 99.318%,
99.170% and 0.99096 for OA, AA and κ , respectively. They
are all achieved by M3D-DCNN. The proposed MHNet is
0.2%, 0.233% and 0.00265 higher than M3D-DCNN on OA,
AA and κ , respectively. All of which fully demonstrate the
great advantage of the proposed MHNet in hyperspectral
image classification.

It can also be concluded from Table 6 that SVM reached
100% classification accuracy in the second class of the UP
dataset, 2D-CNN achieved significant classification perfor-
mance of 100% in the fifth class of the UP dataset, and
XGBOOST achieved 100% classification accuracy in the
ninth class. The classification performance of the machine
learning-based XGBOOST method on the UP dataset is
better than the deep learning-based 3D-DL, HSI-CNN and
DePyResNet. The proposed MHNet approach has the best
classification performance in the third class contrasted with
the other methods in Table 6. In order to more clearly express
the superior performance of our proposed approach, we visu-
alize the classification graph as shown in Fig. 14. As can be
seen from the visualization in Fig. 14, our MHNet clearly
outperforms other deep learning methods.

FIGURE 14. Classification effect plots on UP dataset (a) ground truth
plots (b)-(h) with 3D-DL, ResNet, ContextualCNN, M3D-DCNN, HSI-CNN,
DePyResNet and MHNet generated respectively.

FIGURE 15. Classification effect plots on KSC dataset (a) ground truth
plots (b)-(h) with 3D-DL, ResNet, ContextualCNN, M3D-DCNN, HSI-CNN,
DePyResNet and MHNet generated respectively.

From Table 7, compared with the machine learning based
method, our method has values of 99.442%, 99.129% and
0.99378 for OA, AA and κ . The highest values in the
machine learning-based method are 96.891%, 95.403% and
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FIGURE 16. Classification accuracy versus different percentage of training samples on the Indian Pines dataset. (a) OA (%).(b) AA (%).
(c) κ .

FIGURE 17. Classification accuracy versus different percentage of training samples on the Pavia University dataset. (a) OA (%).(b) AA
(%). (c) κ .

FIGURE 18. Classification accuracy versus different percentage of training samples on the Kennedy Space Center dataset. (a) OA (%).
(b) AA (%). (c) κ .

0.96891 for these three aspects. Specifically, the proposed
MHNet method is 2.551%, 3.726% and 0.02487 higher
than the highest values of machine learning based methods,
respectively. Among the deep learning based methods, the
highest values are 97.943%, 96.902% and 0.97708 for OA,
AA and κ . They are all achieved by 3D-DL. The proposed
MHNet is 1.499%, 2.227% and 0.02487 higher than 3D-DL
in these three aspects, respectively. In conclusion, ourMHNet
clearly outperforms all other methods in the table. In partic-
ular, the classification performance is significant on the KSC
dataset.

In addition, it can be concluded from Table 7 that
DePyResNet in the seventh class and 2D-CNN in the ninth
class has superior classification performance with an accu-
racy of 100%. SVM and HSI-CNN have 100% classification
accuracy in the tenth class. The methods that achieve 100%
classification accuracy in the eleventh class are 2D-CNN,

3D-DL, ContextualCNN, M3D-DCNN and HSI-CNN. The
methods that achieve 100% classification accuracy in the thir-
teenth class are 3D-DL, ContextualCNN, M3D-DCNN and
DePyResNet. The classification accuracy of our proposed
MHNet in the first, second, third, fourth, fifth, sixth, eighth,
tenth, twelfth and thirteenth classes is optimal compared to
the other methods in Table 7. Among them, the classifica-
tion accuracies in the eighth, tenth and thirteenth classes
all reach 100%. To more clearly demonstrate the superior
classification performance of the proposed MHNet, we show
the classification effect graphs of some of the methods as
Fig. 15. As can be seen in Fig. 15, the proposed MHNet
clearly outperforms other deep learning methods.

F. EXPERIMENTS WITH SMALL TRAINING SAMPLES
To verify the robustness and validity of the proposed MHNet
method on a small sample training set, we conducted
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TABLE 8. Performance analysis and comparison of different modules in the network.

FIGURE 19. Validation accuracy of the model during training. (a) IN. (b) UP. (c) KSC.

comparative experiments on all data sets. Specifically, the
training samples are randomly selected as 6%, 8%, 10% and
12% for each dataset. Fig. 16 to Fig. 18 show the performance
of each method on different proportions of training datasets
on IP, UP and KSC datasets. As seen from the figures, the
performance of our proposed MHNet is optimal for various
different proportions of training samples compared to other
methods. In particular, this advantage becomes significant
when the training sample set is reduced. For example, on 6%
training samples, the differences in OA values between the
proposed method and the second-best method are +9.771%,
+0.524% and +1.943% for the IP, UP and KSC datasets,
respectively. In conclusion, our proposed MHNet has a huge
advantage in the small sample training set.

G. COMPARISON OF CONVERGENCE
Next, we further verify the convergence of MHNet. Since
the classification performance of MHNet has been shown
to outperform other models on OA, AA and κ , in terms of
convergence speed, we only compare the proposed MHNet
with the second-best classification performance on IP, UP and
KSC, respectively. On IP, it can be seen from Table 5 that
although ResNet outperforms ContextualCNN on AA, Con-
textualCNN outperforms ResNet on OA and κ . Therefore,
the second-best model is ContextualCNN. On UP, from
Table 6, the second-best model is M3D-DCNN. On KSC,
from Table 7, the second best model is 3D-DL. The exper-
imental results are shown in Fig. 19. The convergence of the
proposed MHNet is faster than the second-best model on IP,
UP and KSC. In conclusion, MHNet has a fast convergence
speed and high model efficiency.

H. ABLATION STUDY
To validate the effectiveness of each module in the proposed
MHNet approach, we conducted ablation experiments on the
IP, UP and KSC datasets. For a fair comparison, the config-
uration of each module was kept constant (as described in
Section II).

1) SKNet: As the base network module of the proposed
network.

2) SKNet+GaborNet: The model generated after remov-
ing the Multi-branchNet module from the proposed
network framework.

3) SKNet+Multi-branchNet: the model obtained by
removing the GaborNet module from the proposed
network framework.

The experimental results are shown in Table 8, from
which it can be observed that SKNet+Multi-branchNet out-
performs SKNet on both IP, UP and KSC datasets in terms
of OA, AA and κ . This indicates that the Multi-branchNet
module can effectively and adequately extract the joint
spatial-spectral feature information in HSI and improve the
classification accuracy. GaborNet+SKNet+Multi-branchNet
again outperforms SKNet+Multi-branchNet. It illustrates
that the GaborNet layer eliminates most of the variability
in images caused by illumination conditions and contrast
changes, and enhances robustness against illumination and
pose changes. It also helps the network to efficiently extract
useful image information in edges and textures, which greatly
improves the classification accuracy. In conclusion, the pro-
posed network reaches excellent performance, and all mod-
ules in the network are effective.
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IV. CONCLUSION
In this paper, we propose a new end-to-end depth model
MHNet for HSI classification. First, the Gabor filter is intro-
duced into this model, which improves the generalization of
themodel in terms of rotation and scale variation. Then comes
the adaptive selective spatial-spectral kernel-based module,
in which we introduce an attention mechanism to improve
the performance of joint extraction of spatial-spectral features
by learning adaptive selective 3D convolution kernels. This
is followed by a two-branch network to learn deep joint
spatial-spectral features. The spatial-spectral features learned
by both networks are concatenated and passed through a
fully connected layer in order to capture higher-level spatial-
spectral joint features. In our experiment, we contrast the pro-
posed MHNet with three machine learning-based and seven
deep learning-based methods and use three HSI datasets to
evaluate the performance of the methods. Experiments with
fixed and different numbers of training samples were also
performed. The experiments demonstrate that the proposed
MHNet outperforms the other methods on OA, AA and κ

and converges faster than the model with the second-best
classification performance on all datasets, which proves the
effectiveness and superiority of the MHNet method. It is also
demonstrated that MHNet is more advantageous on small
sample datasets. Finally, an ablation study for different mod-
ules was conducted to further validate the rationality of our
proposed method.
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