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ABSTRACT This paper describes the application of multiwavelength photoplethysmography (MW-PPG)
in reflectance mode for noninvasive measurements of total hemoglobin concentration. Consumer
wrist-wearable devices (smartwatches, wristbands) typically contain a photoplethysmography sensor oper-
ating in reflectance mode, as opposed to clinical pulse-oximetry sensors operating in transmittance mode.
We assume that the generally accepted approach to the analysis of the transmittance-mode MW-PPG
signal, based on the direct implementation of the Beer-Lambert law, is not applicable to the analysis of
reflectance-mode MW-PPG signals. We propose that the shape of the MW-PPG signal carries information
regarding the distribution of optical paths at different wavelengths within the tissue, which is crucial for the
correct estimation of the absorption of light in the probe volume. We have developed and tested several
machine-learning algorithms to analyze the reflectance-mode MW-PPG signal and to estimate the total
hemoglobin concentration based on this analysis. To train and validate the algorithms, we collected a dataset
of 840 MW-PPG signals measured from 170 volunteers by using a wrist-wearable PPG sensor. Three
reference devices were used to label the data and test the performance of the developed algorithms: an
invasive laboratory blood test, minimally invasive HemoCue Hb 201+, and noninvasive Masimo Radical-7
transmittance mode pulse-oximeter. The best performance achieved with the developed algorithm, mean
absolute error MAE ≈ 12.6±1.7 g/L and correlation coefficient R ≈ 0.66±0.09, is comparable with the
performance of the clinical noninvasive device.

INDEX TERMS Machine learning, hemoglobin, noninvasive, photoplethysmography, smartwatch.

I. INTRODUCTION
Wearable devices are capable of measuring several valu-
able physiological parameters: including heart rate (HR),
HR variability (HRV), oxygen saturation ratio (SpO2), and
bio-impedance (BIA) [1], [2]. These markers are important
for managing stress levels, amount of physical activity, sleep
quality, and body mass index, [3], [4], [5]. Despite the impor-
tance of all the mentioned parameters, information is being
provided to users with little or no recommendations on possi-
ble improvements in the health state or mitigation of existing
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problems. This is mostly because of the insufficiency and
uncertainty of the parameters currently available in consumer
devices. For example, oxygen saturation indicates the abil-
ity of the blood to carry oxygen bound to hemoglobin [6].
However, this relative parameter still provides no informa-
tion about the actual amount of oxygen in the blood stream
because of a lack of knowledge of hemoglobin concentration
and hematocrit. Meanwhile, the absolute amount of oxygen
determines the ability of the body to release accumulated
energy and deliver it to organs. The efficiency of the energy
supply mechanism governs cognitive and muscle functions,
to a large extent, and understanding the energy budget plays
a crucial role in planning any daily life or fitness activity.
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In this paper, we propose a method for noninvasive
measurements of hemoglobin concentration using wearable
multiwavelength photoplethysmography (PPG) sensor and
an advanced algorithm for the time-spectral analysis of
PPG data. Wrist wearable sensors working in reflectance
mode impose additional requirements on signal analysis
because of the more complicated processes of light propa-
gation and light-tissue interaction compared to the approach
that is widely accepted in conventional transmittance
pulse-oximetry [7], [8], [9].

II. PPG SIGNAL IN REFLECTANCE MODE
The commonly accepted approach for describing the opera-
tion principle of a photoplethysmography sensor is based on
the Beer-Lambert law. The derivation of the Beer-Lambert
law relies on counting the incremental changes in the inten-
sity of light while it passes sequentially through a number
of infinitely thin layers composing a sample of absorbing
substance, characterized by the total thickness and attenu-
ation coefficient. By measuring the ratio of the intensities
of the incident light to the light passed through the sample,
one can calculate the absorbance of the sample and, if the
thickness is known, the attenuation coefficient of the sample.
It is assumed that different portions of the light travel approx-
imately the same path inside the sample. This does not hold,
in general, because of the scattering of light in turbid media
such as biological tissue.

The processing of a photoplethysmography signal usually
involves decomposing the signal into two parts: a fluctuating
AC component and a slowly varying DC component, both of
which comply with Beer-Lambert law. The AC component
corresponds to the pulsatile part of the blood volume and the
DC component corresponds to the constant part of the blood
volume and other tissues. Dividing the AC component by
the DC component eliminates the optical path length term
in the Beer-Lambert law, thus yielding the absorbance of
the pulsatile blood regardless of the sample geometry [10].
By measuring the absorbance of pulsatile blood at multiple
wavelengths, one can recover the spectral properties of the
blood and calculate some parameters, such as the oxygen
saturation ratio.

Skin tissue consists of multiple layers with different optical
properties and is occupied by different types of blood vessels.
The depth arrangement of different blood vessels inside the
tissue is shown schematically in Fig. 1. It is often stated that
changes in blood volume occur due to the pulsatile motion
of blood in the arteries and, correspondingly, changes in
the amplitude of the AC component of the photoplethys-
mography signal are due to changes in the absorbance of
pulsatile arterial blood, that is, the AC component of the
photoplethysmography signal corresponds to blood solely.
Few researchers have suggested that the pulsatile motion of
arterial blood can inducemechanical stress in the surrounding
and upper layers of tissue, including but not limited to blood
vessels (capillaries) [11], [12]. Pulsations in mechanical and,
consequently, optical density of tissues cause changes in

FIGURE 1. Difference between photoplethysmography measurements in
reflectance and transmittance modes.

absorbance, synchronously with the heart rate. This means
that the fluctuation of the AC component is no longer propor-
tional to the pulsatile arterial blood, but includes a signal from
other tissues as well. Furthermore, despite being triggered by
the propagation of a pulse wave in the arteries, deformations
in the other layers may have different intensities and time
delays. The superposition of individual signals from different
layers of tissue can produce a total plethysmography signal of
different shapes. The shape of the total pulse wave depends
on the ratio of signals originating from the shallow to deep
layers of the tissue [11], [12].

In transmittance mode, the mutual alignment of the light
source and the light detector on the opposite sites of a sam-
pling volume ensures the the light (of different wavelengths)
travels approximately the same path through all layers of
tissue and all types of blood vessels (Fig. 1). The directivity
of the light source, receiving aperture of the detector, and
scattering of light largely determine the actual distribution of
the optical paths (the so-called ‘‘banana-shape’’) in the probe
volume. In Fig. 1, for example, the optical paths for λ1 and
λ2 are slightly different. In practice, the difference in optical
paths is often omitted and this approximation still provides
correct results in most cases of processing photoplethysmog-
raphy signals in the transmittance mode. From Fig. 1, we can
conclude that the relative contributions of different layers
of tissue and blood vessels to the AC and DC components
of plethysmography signals at wavelengths λ1 and λ2 are
similar. At the same time, the contribution of pulsatile arterial
blood to the AC component prevails over all other pulsating
components of the tissue. Therefore, the difference in the
pulse wave shape caused by the superposition of individual
signals from shallow and deep layers of tissue can also be
ignored because of the fixed probe volume and significantly
larger absorbance in the arteries.

In reflectance mode, the impact of the abovementioned
effects is crucial and unavoidable. First, light of different
wavelengths penetrates at significantly different depths, and
hence interacts with different types of vessels and tissues.
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FIGURE 2. Dependence of the pulse wave shape on the wavelength of
light and on the user in reflectance mode PPG.

A shorter wavelength λ1 interacts with the upper layers of
tissue and small vessels and capillaries, with little or no
interaction with large vessels, arterioles and arteries. A longer
wavelength λ2 interacts mostly with large vessels, arteries,
and arterioles, and to a lesser extent with capillaries. The
superposition of individual signals from these vessels results
in considerably different shapes of the total plethysmography
signal. Fig. 2 shows the plethysmography signals recorded
in reflectance mode with light of different wavelengths.
It should be noted that the dependence of the pulse wave
shape on the wavelength is also user specific because of the
differences in the tissue properties of the two users. Further-
more, light of any particular wavelength propagates through
the probe volume, which is distributed non-uniformly over
several layers of tissue. Some parts of the light travel a shorter
optical path, penetrate slightly into the tissue, and interact
with smaller vessels, while some parts of the light travel a
longer optical path, penetrate deeper, and interact with larger
vessels. Decomposition of the total plethysmography signal,
which is a superposition of all these parts, into AC and DC
components is no longer valid. Hence, direct calculation of
the absorbance of the pulsatile blood in the reflectance-mode
PPG through the AC/DC ratio is not correct. We must charac-
terize the exact shape of the pulse wave at each wavelength.
A set of features describing the shape of the pulse wave at
multiple wavelengths can be associated with the absorption
properties of the pulsatile blood. However, this empirical

statement may not have a straightforward analytical solution.
Therefore, we employed a numerical approach based on
supervised machine learning.

III. MATERIALS AND METHODS
A. REFERENCE DEVICES
Labeling the data before fitting the algorithm requires the
use of a reference device that provides reliable and accurate
measurements of the target parameter. However, the refer-
ence device should be easy to use and allow high-throughput
screening of the subjects under study during the collection
of a large-scale dataset. Laboratory venous or arterial blood
test provides the most accurate estimation of hemoglobin
concentration. However, such an analysis is not suitable
for frequent and repetitive in-situ measurements. To sim-
plify the data collection protocol, we used portable device
for point-of-care testing HemoCue Hb 201+. According to
the information available in the user manual, the operating
principle of HemoCue Hb 201+ is based on the azide meth-
hemoglobin method, similar to that often used in laboratory
blood tests. A rigorous analysis of the accuracy and precision
of HemoCue Hb 201+ has been reported recently [13].

Possibility of noninvasive measurements of hemoglobin
is available in several commercial devices manufactured
by different companies, including the most reputable ones:
Masimo and Cercacor. Masimo and Cercacor offer vari-
ous solutions for both professional and consumer markets.
A distinctive feature of these devices is that they operate
in transmittance mode only, even those that are available in
a wearable design intended for personal use. According to
the available information [14], Masimo products operate in
the short-wavelength near-infrared (SWIR) spectral range,
as opposed to the VIS-NIR range commonly used in pulse
oximetry. Masimo claimed an accuracy of±10 g/L within the
working range of 80-170 g/L, which was largely confirmed
by independent studies [13]. However, it should be noted that
this accuracy was calculated within ±1 standard deviation
(∼68% of data points) and more than 30% of the data points
were outside the±10 g/L error range. SinceMasimo provides
state-of-the-art performance for noninvasive measurements
of hemoglobin concentration in transmittance mode, it is of
particular interest to compare measurements in reflectance
mode with this baseline.

B. REFLECTANCE MODE PPG PROTOTYPE
TheMW-PPG signals were recorded using a custom-designed
wrist wearable prototype. The prototype consists of eight
light-emitting diodes arranged in two custom SMD mod-
ules and two SFH 2706 photodiodes. The LED modules
and photodiodes were provided by OSRAM. The mutual
arrangement of LEDs and PDs in the prototype is shown in
Fig. 3. To prevent crosstalk caused by specular reflections,
a 3 mm high light-tight shield separates the LEDs and PDs
in the 3D-printed housing of the prototype. The emission
spectra of the LEDs are shown in Fig. 4. We did not use any
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FIGURE 3. Schematic and overall view of the wrist wearable reflectance
mode PPG sensor prototype.

FIGURE 4. Emission spectra of light emitting diodes in the PPG sensor.

additional diffuser or focusing lens for beam shaping. The
emission half-angle of all LEDs was approximately 60◦.

An analog front-endAFE4500 fromTexas Instruments was
used for driving of LEDs, signal acquisition, amplification,
and sampling. The LEDs were pumped with a 125 mA pulse
with a duration of 54.7 µs, during which the signals from
both PDs were simultaneously sampled. The gain of the
differential transimpedance amplifier was set to 5k for the
nearest PD and to 10k for the furthest PD. The MW-PPG
measurements consisted of sequential recording of signals
of eight wavelengths and recording of the ambient phase
(LEDs are off) with a repetition rate of 40 Hz. Eighteen
signals (8 LED × 2 PD + 2 PD ambient phases) in total,
each approximately 5 min long, were recorded in a single
measurement.

C. DATASET
The clinical dataset consisted of 840 MW-PPG signal sam-
ples measured in 170 volunteers (81 males and 89 females).
The data collection protocol was reviewed and approved by
the Commission of Saratov State Medical University, Russia
(protocol no. 12 of June 30, 2022). Before the trials, all
the subjects received a detailed explanation of the clinical
tests and signed an informed consent form. The data were
anonymized and used for the intended research purposes only.

The reference data consisted of hemoglobin values mea-
sured invasively with the HemoCue Hb 201+ analyzer and
noninvasively with the Masimo Radical-7 pulse-oximeter.
Additionally, each subject underwent a laboratory blood test
once before the clinical trials. The results of the laboratory
blood test were intended for the prescreening of volunteers
and were not used for data labeling during the algorithm
development. Fig. 5 shows the distribution of volunteers
in the dataset and the consistency between the HemoCue

FIGURE 5. Contents and quality of the dataset: (a) distribution of
volunteers according to blood test results; (b) distribution of volunteers
according to HemoCue measurements; (c) and (d) agreement between
blood test results and HemoCue measurements.

FIGURE 6. Performance of Masimo measurements for users in the
dataset: (a) distribution of users according to Masimo measurements;
(b) correlation between Masimo measurements and HemoCue;
(c) and (d) agreement between Masimo measurements and HemoCue for
females and males, correspondingly.

measurements and laboratory blood test results. From these
plots, we can conclude that HemoCue provides sufficiently
reliable measurements of hemoglobin concentrations that are
suitable for labelingMW-PPG data within the entiremeasure-
ment range. Fig. 6 shows the distribution of volunteers in the
dataset according to the Masimo measurements and the anal-
ysis of agreement between Masimo and HemoCue. It should
be noted that the actual error of Masimo is much higher than
10 g/L, although MAE within ±1σ is in good agreement
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with the performance claimed in the specifications. The most
important conclusion drawn from these plots is the much
lower performance of Masimo at low hemoglobin concen-
trations. In the Bland-Altman plots for males and females,
there are two clearly distinguishable elbow points located
at ∼130 g/L and ∼120 g/L, respectively. Masimo consis-
tently overestimated hemoglobin concentrations below these
points.

IV. ALGORITHMS FOR ESTIMATION OF HEMOGLOBIN
CONCENTRATION
A. TRAIN-TEST SPLIT AND VALIDATION
The performance of the algorithm was evaluated using the
following commonly accepted metrics: the mean absolute
error (MAE), standard deviation of the error σ , mean absolute
error within ± σ interval (MAE 1σ ) and Pearson correlation
coefficient R. The performance of the random guess model
can be considered a baseline for these metrics. Given the
dataset, random sampling from a normal distribution with the
same mean and standard deviation yielded MAE ≈ 26 g/L,
MAE 1σ ≈ 9.4 g/L, R ≈ 0. It should be noted that the MAE
1σ for random sampling almost matches the claimed accu-
racy of Masimo (MAE 1σ = 10 g/L). Therefore, we expect
the Pearson correlation coefficient R to be a more valuable
metric than MAE because of its potentially higher dynamic
range.

The training and validation procedures were performed on
separate subsets of the dataset. Because different MW-PPG
signals of one user are typically correlated, the dataset was
split by users, so that all signals of one user were placed in
either the train or the test subset. However, the dataset has
only 170 unique people entries, which is not sufficient to
provide accurate validation on a single test subset. Therefore,
we employed two common approaches for cross-validation:
live-one-out and live-p-out.

Leave-one-out is the most straightforward and simple
approach: we keep one user out of the N users available in the
dataset, train the algorithm on the remaining N-1 users, and
predict hemoglobin for the user. We repeated this procedure
iteratively for all users in the dataset. We then accumulated
the predictions and calculated the average scores for all avail-
able predictions and models. However, this approach has two
main disadvantages:

1) Instead of a single model, we have N models. Each of
these N models can have different performance and prop-
erties: bias and variance of predicted hemoglobin. We can-
not evaluate the performance of each model independently
because of the small number of samples in the test portion
of the data. Scores for accumulated predictions can be mis-
leading and falsely low because of the significantly different
properties of individual models.

2) Because of the significantly heterogeneous dataset, and
especially the sparse data in the low-hemoglobin region, the
test user may have a hemoglobin concentration that is very
different from the hemoglobin values in the train portion of
the data. Therefore, the model knows nothing about the PPG

signals corresponding to this hemoglobin concentration and
fails to predict it correctly.

Leave-p-out cross-validation (p out of N total users in the
dataset are randomly selected for testing and the remaining
N-p users are used for training) allows us to avoid the prob-
lems described above. We used the number of folds k =

200 with p = 15 users in each test. Thus, we can evaluate
the scores of each model. However, for the practical imple-
mentation of this approach, the significantly heterogeneous
distribution of samples by hemoglobin concentration and
sex in the dataset should be taken into account. The dataset
must be stratified during splitting so that the distribution of
males/females and hemoglobin values in the test portion of
the data matches the distribution in the train portion and in
the entire dataset. The main advantages of this approach are
as following:

1) We can evaluate the performance of each model inde-
pendently and calculate the statistics for the multiple models.

2) Because we are using a large number of folds, each user
participates in multiple tests (test subsets partially overlap),
and hence, we can compare the predictions of a particular user
made by different models, or average the predictions made by
different models.

B. MACHINE LEARNING APPROACH #1
MW-PPG signal preprocessing begins with the calculation of
the power spectrum of the rawPPG signal at eachwavelength.
The power spectrum of the raw PPG signal at each wave-
length consists of several spectral bands (harmonics) centered
at frequencies f1, f2,. . . fn, as shown in Fig. 7(a). Frequency f1
corresponds to the heart rate, while the other frequencies are
multiples of f1: f2 = 2f1, f3= 3f1,. . .We then calculate the
set of 0-order raw features: t0

λ
= {p0, p1, p2, . . .m1,m2, . . .}.

Features p1, p2,. . .pn are calculated as the total power of the
corresponding spectral band within 0.3 Hz half-bandwidth.
Features m1, m2,. . .mn are calculated as the magnitude of
the spectrum in the corresponding spectral band. The ratio
between the total power pn and the magnitude mn is a mea-
sure of the width of the n-th harmonic. The DC-term p0 is
calculated as the average power of the signal after a low-pass
filter with 0.65 Hz cut-off frequency. The set of 0-order raw
features t0

λ
unambiguously describes the shape of the PPG

waveform at each wavelength λ .
The development of a machine learning algorithm requires

understanding of the features that can be extracted from the
PPG signal and the relationship between these features and
the target parameter, that is, the concentration of hemoglobin.
The mutual arrangement of light sources and detectors in the
prototype assumes that there are two source-detector separa-
tion distances (short and long) for each wavelength. At longer
source-detector distances, the light penetrates deeper into
the tissue and interacts with the blood vessels, so that
the backscattered light contains more information about the
blood (Fig. 7(b)). At shorter source-detector distances, the
light travels at shallow depths and interacts with the upper
layers of tissues with fewer or no blood vessels inside, so that
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FIGURE 7. Extraction of the raw features from the power spectrum of the
PPG signal: (a) typical power spectrum of the PPG signal and its
relationship with the raw features; (b) the mutual arrangement of light
emitting diodes and photodiodes in the sensor and corresponding
distributions of light paths and penetration depths for different
source-detector separation distances.

the backscattered light contains less information about the
blood and more information about the spectral properties of
the upper layers of the skin.

The set of 0-order raw features t0
λ
is calculated for each

LED-PD pair, that is, each source-detector separation dis-
tance at each wavelength. An exhaustive approach to feature
engineering relies on the following general assumptions:

1) Measurement of the relative changes in absorption
at multiple wavelengths, that is, the ratio between signals
measured at two different wavelengths and at the same
source-detector separation distance.

2) Accounting for different optical paths and the influence
of the spectral properties of the skin on the PPG signal, that
is, the ratio between signals measured at the same wavelength
and at different source-detector separation distances.

3) The combination of 1 and 2 provides information about
the mutual changes in the absorption at two different wave-
lengths relative to the spectral properties of the skin at these
wavelengths.

Thus, we can define the following equations for the 1st and
2nd order cross-features:

t1 =

t0LEDi−PDfar
t0LEDj−PDfar

and t1 =
t0LEDi−PDclose
t0LEDj−PDclose

, (1)

t2 =

t0LEDi−PDfar
t0LEDj−PDfar

/
t0LEDi−PDclose
t0LEDj−PDclose

(2)

where PDfar and PDclose represent the farthest and for the
closest photodiodes relative to the corresponding light source.

C. MACHINE LEARNING APPROACH #2
Unlike oxygen saturation, the assessment of hemoglobin con-
centration requires measurement of the absolute values of
absorbance. To calculate oxygen saturation, one can measure
the transmittance or absorbance of a tissue at two wave-
lengths located on opposite sides of the spectrum relative to
the isosbestic point, as shown in Fig. 8(a). At wavelengths
shorter than the isosbestic point, absorption decreases with
saturation. At wavelengths longer than the isosbestic point,
absorption increases with saturation. We can measure the rel-
ative changes in the signal at these two wavelengths without
having to know the absolute values of the absorbance at either
of those wavelengths.

When the concentration of hemoglobin changes, the
absorption changes in the same way at all wavelengths, and
the difference in absorption at the two wavelengths is not
directly proportional to the concentration of hemoglobin,
as shown Fig. 8(b).

The main idea of an alternative approach to feature engi-
neering for algorithm ML #2 is to make hemoglobin con-
centration measurements relative rather than absolute by
introducing artificial ‘‘isosbestic’’ points. If we normalize
the absorption spectrum of hemoglobin by absorption at
a certain wavelength (e.g., 850 nm), then absorption at
this wavelength no longer depends on the concentration
of hemoglobin. Furthermore, absorption at shorter wave-
lengths (<850 nm) decreases with hemoglobin concentra-
tion, whereas absorption at longer wavelengths (>850 nm)
increases with hemoglobin concentration (Fig. 8(c)), sim-
ilar to the dependence of the absorption spectrum of the
whole blood on oxygen saturation. Therefore, the difference
in absorption between shorter and longer wavelengths is
proportional to the concentration of hemoglobin. Normaliza-
tion of shorter and longer wavelengths by exactly the same
wavelength becomes meaningless when the ratio between
absorptions at these wavelengths is calculated. However, sev-
eral additional ‘‘isosbestic’’ points located at approximately
620 and 990 nm appear in the spectrum upon normaliza-
tion to 850 nm, as shown in Fig. 8(c). Thus, we can split
the spectrum into two parts and normalize each part using
two different wavelengths. For example, shorter wavelengths
can be normalized to 990 nm, longer wavelengths can be
normalized to 850 nm, and vice versa. This normalization
should be equivalent but not canceled out when calculat-
ing the difference in absorption between shorter and longer
wavelengths. Furthermore, the absorption of light by other
tissue components can be detected by the deviation of the
normalized absorption at one of the ‘‘isosbestic’’ points from
unity.
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FIGURE 8. Numerically simulated spectra of the whole blood:
(a) transmittance of the whole blood sample as a function of oxygen
saturation ratio; (b) transmittance of the whole blood sample as a
function of hemoglobin concentration; (c) transmittance of the whole
blood sample after normalization by transmittance at 850 nm.

These considerations allowed us to simplify the signal
preprocessing and feature extraction procedure for theML #2
algorithm. In Fig. 8(c), the red vertical lines indicate the cen-
tral wavelengths of the LEDs installed in the PPG prototype,
overlapping with the absorption spectrum of hemoglobin
normalized to 850 nm. Because there is no 990 nm light
source in the prototype, we chose the nearest LED emitting
at 975 nm and the LED at 850 nm as the reference points
for normalization. We discovered experimentally that using
PPG signals at 530 nm and 605 nm significantly reduced the

performance of the algorithm because of the much stronger
absorption at these wavelengths. Therefore, we have simpli-
fied the measurement scheme as follows:

1) 6 LEDs were split into two groups of:
a) Group 1: 655, 765, and 805 nm normalized to

975 nm.
b) Group 2: 940 nm normalized to 850 nm.

2) Longer LED-PD separation distances were used
because of the greater penetration depth.

We then calculate the absolute difference between the sig-
nals in Groups 1 and 2. This allowed us to reduce significantly
the number of features and, accordingly, the time required
for training. Moreover, such a simplified scheme is compati-
ble with the typical LED-PD arrangement in smart watches,
making the implementation of the algorithm in a real product
much easier.

Both the ML #1 and ML #2 algorithms are based on the
XGBoost regressionmodel with themain tunable parameters:
number of estimators, learning rate, and maximum depth of
a tree.

D. NEURAL NETWORK APPROACH
The application of neural networks (NNs) to PPG waveform
analysis has been studied in blood pressure measure-
ments [15], motion artifact mitigation [16], and stress mon-
itoring [17]. In this regard, the performance of different NN
architectures based on convolutional NN (CNN) [18], long-
short-term memory (LSTM) NN [19], [20] and U-net [21]
were evaluated.

In this work, we propose an end-to-end NN model capa-
ble of predicting hemoglobin concentration based on raw
MW-PPG waveforms. The proposed NN model acts as an
automatic feature-extraction procedure followed by a lin-
ear regression on the last layer. First, 16 MW-PPG signals,
∼5 min long each, were split into 20-second chunks
(800 points each) and arranged in an 800 × 16 array. The
array is then fed to the NN input.

We evaluated the performance of several convolutional
NNs (CNN’s), each based on a series of 1D convolutional
layers (Fig. 9). The intuition underlying the proposed archi-
tectures follows the results of the analysis of the PPG signal
in reflectance mode (Section II). The main idea was to divide
the CNN layers into two groups. The first group performs
a series of 1D convolutions followed by average pooling
(3 × 1) in the time domain (columns of the input matrix),
which makes it possible to extract common time features in
all spectral channels. The second group of layers starts with
1D convolution by rows (spectral domain corresponding to
signals from different LED-PD pairs), which is equivalent
to extracting spectral (different LEDs) or spatial (differ-
ent PDs – different optical paths) information. The output
of this layer is followed by three fully connected (dense)
layers, which allows the extraction of more complex rela-
tionships between spectral and spatial features. The predicted
hemoglobin concentration was the result of the output of a
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FIGURE 9. Architectures of tested convolutional neural networks based
on: (a) MW-PPG signal only; (b), (c), and (d) different approaches to
integration of user’s metadata.

fully connected layer with linear activation. The batch nor-
malization of the layer outputs (as shown in Fig. 9) was used
to improve the learning behavior of the model. ELU activa-
tion was used for all non-linear layers. L1 regularization was

applied to the last fully connected layer for feature selection,
and L2 was used for the other dense layers.

In addition to PPG waveforms, user metadata (sex) can
also be included in the NN model to improve hemoglobin
concentration predictions. For this purpose, three optional
NN models were designed, as shown in Fig. 9(b)−(d). User
metadata can be included in the last dense layer, as shown
in Fig. 9(d), which performs a linear regression on the
features extracted from the PPG waveforms. Alternatively,
including user metadata in other dense layers, as shown in
Fig. 9(b)−(c), allows semantically more complex features
to be extracted from PPG waveforms (i.e. different spectral
features for males and females). Sex was included in the
models as one-hot encoding.

We do not expect complex semantics in PPG signals
(unlike image processing); hence, the CNN model does not
need to be very deep, and the number of fitting parameters
should be limited. This prevents overfitting and makes the
model more computationally efficient. The kernel size and
number of filters (N filters) for convolutional layers, as well
as the number of outputs (N outputs) for dense layers, are
shown in Fig. 9 for each NN architecture.

The training procedure consisted of 50 optimization
epochs with a batch size of 128 and a batch shuffle. TheAdam
optimization algorithm [22] with the MSE loss function was
used. As discussed above (Section IV), 15 people in the test
subset are not sufficient to provide high-quality validation of
a single model, and it is not possible to use the scores in the
test subset for model selection or learning rate (LR) control,
as is usually the case [23]. Therefore, we started training with
LR=5 × 10.4 and reduced it after the 15th epoch by a factor
of 0.9. As the best model, we chose the result of the epoch
that showed themaximumR-squared value on the train subset
(usually epoch #45-50). This training procedure allowed us to
balance over- and under-fitting.

V. RESULTS
Fig. 10 shows the exemplary results of hemoglobin con-
centration prediction achieved with both ML #1 and ML
#2 algorithms in the leave-p-out test when user metadata
(sex) were included in a feature vector. These plots contain
predictions accumulated over all the available folds. Because
of the large number of folds, test subsets in different foldsmay
overlap, such that one true (measured) hemoglobin concen-
tration corresponds to a number of concentrations predicted
by different models. This appears as vertical rows on the
scatter plots and inclined rows on the Bland-Altman plots.
In general, ML #1 provides slightly better performance than
ML #2. However, it should be noted that theML #1 algorithm
is slightly overfitted to the user’s sex. Both the scatter plot and
the Bland-Altman plot revealed clustering of the data points
into two clouds (both tilted about the horizontal axis) corre-
sponding to males and females. Even though ML #2 provides
a slightly lower performance, it seems to be more resistant
to overfitting to the user’s sex. The Bland-Altman plots also
show that the data points are more tightly grouped in the
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FIGURE 10. Performance of machine learning algorithms:
(a), (b) correlation between hemoglobin concentration estimated using
ML #1 and ML #2 algorithms, correspondingly, and reference HemoCue
measurements; (c), (d) agreement between ML #1 and ML #2 algorithms,
correspondingly, and HemoCue measurements.

case of ML #2, indicating less dispersion in the predicted
values. The Bland-Altman plot also shows better alignment
around the mean within the normal range of hemoglobin con-
centrations (>120 g/L) in the case of the ML #2 algorithm.
Nevertheless, both models showed poor performance at lower
concentrations of hemoglobin (<120 g/L), which is very sim-
ilar to the results of Masimo (Fig. 6). It is worth mentioning
how the performance of the individual models is distributed.
Fig. 11 shows that the individual performance of a large
number of models is well above the average performance
shown in Fig. 10. The lower performance of some models
can be explained by the quality of their corresponding test
subsets. Despite the stratification, some test subsets may con-
sist mainly of lower (and rare) hemoglobin concentrations,
resulting in lower scores.

The performance of NN (for example, NN #3) on a single
train and test subsets is shown in Fig. 12(a). Vertical rows
in the scatter plot correspond to the predictions of the model
for different 20-second chunks of the 5-minute raw signal.
Predictions for individual chunks of the signal were aver-
aged before calculating the overall score of the model. The
distributions of R and MAE across the 200 models trained
on different train-test splits (Fig. 12(b)−(c)) are widespread,
indicating a relatively high variance in the model. However,
reducing the number of parameters (N layers, filters, kernel
size, etc.) did not improve the performance of the model on
the test subsets.

The simplest model, NN #1, provided R ≈ 0.56 and
MAE ≈ 14.5 g/L on average. The most straightforward
approach to include user metadata (sex) in the linear regres-
sion layer (NN #4) did not improve performance.

The best scores (MAE ≈ 13 g/L, R ≈ 0.68) were achieved
with model NN #2, in which user metadata were included in

FIGURE 11. Distribution of scores in leave-p-out test for: (a) , (b) ML #1
algorithm; (c), (d) ML #2 algorithm; (e), (f) Masimo measurements
validated on the same test subsets.

FIGURE 12. Performance of NN #3 model: (a) example of performance in
a single fold (155 users in train, 15 users in test); (b), (c) distribution of
scores over 200 folds.

the second dense layer. However, a comparison of the scatter
plots for the average test subset predictions for models NN
#1 (Fig. 13(a)) and NN #2 (Fig. 13(b)) revealed cloud-like
clustering around the average concentrations of hemoglobin
in males and females. This effect was overcome in model
NN #3 (Fig. 13(c)), which significantly reduced the error (in
comparison with the NN #1 model) without data clustering.

To compare the performance of our algorithms with
the standard well-developed NN architectures, we also
tested MobileNet [24] using the collected dataset. Because
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TABLE 1. Performance of ML and NN algorithm summary.

FIGURE 13. Performance of NN models in leave-p-out test with the
prediction averaged over 200 folds: (a) NN #1 model; (b) NN #2 model;
(c) NN #3 model; (d) agreement between NN #3 and reference HemoCue
measurements.

MobileNet accepts as input a 3D tensor of minimum size
(width/height) equal to 32, chunks of the raw signal were
reshaped to 800×32×3 with two additional dimensions filled
with zeros and spectral/spatial dimensions doubled with the
same PPG signal. With the large number of tuned parameters,
Mobilenet tends to be overfitted: train MAE dropped down to
∼1 g/L while test MAE reached 20 g/L during ∼3-5 epochs.
Therefore, the training parameters were reduced: batch size
– 32, LR=5 × 10.6 with a reduction by factor of 0.9 after

10 epochs and total number of epochs 25. The best scores
achieved with MobileNet (MAE ≈ 15.5 g/L, R ≈ 0.47) were
significantly lower than those of model NN #1, which can be
explained by the large number of tuning parameters (4.3M)
and the architecture optimized for image processing.

Table 1 summarizes the overall performance of ML #1,
ML #2, and NN models under various testing conditions.

VI. CONCLUSION
This paper presents the results of measuring the total
hemoglobin concentration using wrist wearable PPG sensor
operating in the reflectance mode. The performance of the
developed prototype and algorithms is comparable to that
of a high-grade noninvasive clinical device operating in the
transmittance mode. Despite the fact that the transmittance
mode is much more favorable for measuring the optical prop-
erties of a tissue, the proposed approach to the analysis of
the time-spectral features of the reflectance-mode PPGwave-
form successfully competes with conventional PPGmeasure-
ments in the transmittance mode.

The physically based approach to feature extraction in
ML#2makes it possible to reduce hardware requirements and
to develop a simple and computationally efficient algorithm
for the prediction of hemoglobin concentration. The ML #2
algorithm operates with only 120 features (compared to over
3000 features in the algorithm ML #1 and the complex archi-
tecture of CNN in Fig. 9), involves simple pre-processing for
feature extraction, and therefore requires much less time to
train the algorithm and make predictions.

According to our data, the performance of Masimo
Radical-7 is similar to that of the prototype and algorithms
proposed in this paper, compared to the HemoCue reference
measurements (Fig. 6). Masimo Radical-7 also failed to pre-
dict correctly hemoglobin concentrations below ∼120 g/L.
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It should be noted that, despite the slightly better aver-
age performance, the distributions of MAE and R in the
Masimo Radical-7 measurements calculated for users in the
test subsets in the leave-p-out split (Fig. 11(e)−(f)) are wider
than the distributions of MAE and R in our measurements,
as shown in Fig. 11(a)−(d). This could be attributed to
the significantly unbalanced distribution of hemoglobin con-
centrations in the dataset (Fig. 5), with a small number of
samples sparsely distributed over a wide range of low con-
centrations (∼60 – 120 g/L). However, we believe that the
algorithm in Masimo Radical-7 has been thoroughly tuned
and tested on a much larger dataset, including corner cases
with extremely low and high hemoglobin concentrations.
Nevertheless, Masimo Radical-7 showed a similar drop in
performance in this range of hemoglobin concentrations. This
suggests that the drop in performance at lower hemoglobin
concentrations is caused by physiological and/or physical rea-
sons, for example, much stronger interference with other tis-
sue components at weaker absorption of light by hemoglobin.

The correct and timely detection of abnormal changes in
hemoglobin concentration is an important step in preventive
healthcare. Possible use cases include, but are not limited
to, anemia detection, women’s health, mental health, and
physical activity planning. The presented results confirm
the feasibility of noninvasive measurements of hemoglobin
concentration by means of the reflectance-mode multiwave-
length PPG sensor, making this approach compatible with
consumer wearable devices.
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