
Received 15 April 2023, accepted 7 July 2023, date of publication 28 July 2023, date of current version 7 September 2023.

Digital Object Identifier 10.1109/ACCESS.2023.3299814

The Study of Malay’s Prosodic Features Impact on
Classical Arabic Accents Recognition
NOOR JAMALIAH IBRAHIM 1,4, MOHD YAMANI IDNA IDRIS 1,4, (Member, IEEE),
M. Y. ZULKIFLI MOHD YUSOFF2,4, ROZIANA RAMLI 1,
AND RAJA JAMILAH RAJA YUSOF 3,4, (Senior Member, IEEE)
1Department of Computer System and Technology, Faculty of Computer Science and Information Technology, Universiti Malaya, Kuala Lumpur 50603, Malaysia
2Department of Al-Quran and Al-Hadith, Academy of Islamic Studies, Universiti Malaya, Kuala Lumpur 50603, Malaysia
3Department of Software Engineering, Faculty of Computer Science and Information Technology, Universiti Malaya, Kuala Lumpur 50603, Malaysia
4Centre of Quranic Research (CQR), Universiti Malaya, Kuala Lumpur 59990, Malaysia

Corresponding authors: Noor Jamaliah Ibrahim (noor3184.um@gmail.com) and Mohd Yamani Idna Idris (yamani@um.edu.my)

ABSTRACT Modeling individual’s variation in speech pattern can be challenging in Automatic Speech
Recognition (ASR). In Classical Arabic (CA) language, 20 Quranic accents are permitted for Quranic
recitation. An ASR system for CA with accent detection requires a modeling method that can capture speech
pattern changes. Here, we study the accentual influences on Malay speakers’ pronunciation and its prosodic
impacts towards ASR system for CA language with seven Quranic accents identification. The proposed ASR
system was developed over three stages. First, a dataset of Surah Al-Fatihah recitation was recorded from
14 Malay speakers in seven Quranic accents, forming a total of 5,684 words. Second, various spectral and
prosodic features are extracted from the dataset for further classification process. The final stage includes
training and testing the classification model. The existing ASR systems are often enabled by Gaussian
MixtureModels (GMM) because of its capability to represent a wide range of sample distributions. However,
GMM is susceptible to overfitting when the model complexity is high, due to the presence of singularities. To
support identification of seven Quranic accents, Universal Background Model (UBM) is adapted to GMM
usingMaximumAPosteriori (MAP) estimationmethod. TheUBMmodels were trained over each ofQuranic
accents, and combined to establish final UBM with 512 mixture components. The proposed ASR system
utilizing the GMM-UBMoutperformed k-NN, GMM, andGMM-iVector in identifyingAl-Fatihah recitation
to the corresponding Quranic accents. The GMM-UBM yields a testing accuracy of 86.148%, which is an
increment of 4.435% from utilizing GMM alone.

INDEX TERMS Automatic speech recognition (ASR), Gaussian mixture model-universal background
model (GMM-UBM), Malay speakers, Quranic accents.

I. INTRODUCTION
Accent is a pattern of pronunciation that distinguishes a
person’s speech as belonging to a certain linguistic group.
The accent can cause variability in speech patterns and is
unique to a specific individual, geographical areas, or ethnic
cultures [1]. Automatic Speech Recognition (ASR) system is
a human-computer interface that provides speech-recognition
services for a wide range of applications. However, the
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development of the ASR system can be challenging due to
variability in speech patterns among individuals [2]. The
speech patterns can differ in terms of audio quality, pro-
nunciation, vowels and consonants distinction, stress, and
prosody. The variability of these components can reduce the
recognition accuracy and consequently impair the overall
performance of the ASR system [3].

In Arabic language, the variability of speech patterns is
concentrated on accents in Classical Arabic (CA) language
or also known as Quranic accents. The Quranic accents are
styles used during reciting the Quran. There are 20 Quranic
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accents in total, but only seven Quranic accents will be
focused on this research, known as Hafs, Khalad, Khallaf-
facet 1, Khallaf-facet 2, Bazzi, Qunbul,and Ruwais. These
Quranic accents are permitted and acceptable in Islam [4],
[5]. There is no conflict between one accent with another,
since all the Quranic accents are revealed by Allah SWT
and derived from the narration that came and linked to
the Prophet Muhammad (PBUH) [6]. The revelation of the
Quranic accents allows for adaptability when reciting the
Quran regardless of geographical backgrounds and regions
of the Muslims speakers.

However, there is a significant phonetic difference between
Arabic and Malay languages. The Arabic language has a
high lexical stress system compared to any other languages
[7], including the Malay language. The emphatic and pha-
ryngeal phonemes in the Arabic language are pronounced
with lexical stress and pitch accent [8], [9]. In contrast to the
Malay language, most phonemes are not stressed at all, with
just a few phonemes being slightly stressed [9], [10]. This
causing mispronunciation of articulation point (makhraj) of
the CA phonemes [11], [12], as well as misarticulated Arabic
phonemes [8], [13], [14], [15] (see Table 1) among the native
Malay speakers when reciting the Quran. The mispronuncia-
tion also contributed by the confusion with the Malay collo-
quial dialect [12], [14], [16]. For example, the CA phonemes
of Sad ( ), Seen ( ) and Zain ( ) are taken from the word
/s i ra: t a/ ( ), /si ra: t a/ ( ) and /zi ra: t a/ ( ),
respectively. Each word from those three words is found
within the verse 6 and 7 of Surah Al-Fatihah, and originally
taken from different Quranic accents, as listed in Table 4-(c)
and Table 4-(d). These three phonemes are often confused by
the Malay speakers and tend misarticulate by stressing out
the phoneme of Seen ( ) bolder and heavier compared to the
phoneme of Sad ( ) and Zain ( ). In fact, the phoneme of
Zain( ) is a stress letter and should be pronounced in stress
sound, while the phoneme of Sad ( ) should be pronounced
in bold (heavy) sound, and the phoneme of Seen ( ) need
to be pronounced in thin (light) sound [7], [17], [18]. All of
these individual characteristics of phonemes are referred as
prosodic information.

Features of the prosodic information in the form of pitch,
energy, duration, and spectral-tilt are critical in providing
important information to recognize accents of CA phonemes
in the Quran [19]. Nevertheless, the prosodic features are
disregard in the previous ASR research for CA language
[20], [21], [22], [23], [24], [25], [26], [27], [28], [29], [30],
which led to reduced performance of the ASR systems in
these studies. One of the main reasons prosodic features are
disregard in the previous studies is the absence of the publicly
accessible Quranic accents dataset. Establishing a database
of Quranic accents is a challenging task since it requires
trained and knowledgeable reciters in the Quranic accents.
The absence of the public database of the Quranic accents
remains an issue to the present day and a major obstacle in
developing ASR system for CA language.

In the previous ASR research for Arabic language, the
phonological information is extracted from the speech wave-
form via the spectral features only, using the conventional
Gaussian Mixture Models (GMM) technique [31], [32]. For
CA language, the early studies [20], [33] incorporated spec-
tral features ofMel-Frequency Cepstral Coefficients (MFCC)
and Hidden Markov Model (HMM) classification, using
CMU Sphinx tool and Matlab. These studies only consid-
ered a single accent of Hafs in their ASR research. Later,
the classification of the ASR system for CA language was
improved by replacing HMM with GMM based modeling
technique [21], [22], [23]. Using the similar MFCC feature
and GMM classification, [28], [29], [30] presented the ASR
research method for multiple Quranic accents. However, the
performance of their ASR system remain limited for recog-
nizing the multiple Quranic accents. This is because their
ASR system depends entirely on spectral based-features for
feature extraction and employed conventional classification
technique, that supports only binary classification. Due to
accents in CA language, the implementation of conventional
classification such as GMMcan results in overfitting, because
of the existence of singularities, when the complexity of the
model is high.

Therefore, suitable features, modeling strategy and clas-
sification technique are required in the development of the
ASR system for CA language. To ensure that issues of over-
fitting and dealing with large training data can be addressed,
we proposed anASRmethodology for CA language. The pro-
posed methodology aims to allow accurate Quranic accents
recognition by incorporating prosodic features (pitch, energy,
duration, spectral-tilt) with spectral features (MFCC) and
Gaussian Mixture Models - Universal Background Model
(GMM-UBM) based modeling technique. In conventional
GMM, standard Maximum Likelihood (ML) approach is
utilized in training both target and non-target models. The
GMM-UBM utilizes UBM to train models efficiently, known
as adaptation [34]. The adaptation can enable training model
of Quranic recitation by native Malay speakers adapted to
the respective Quranic accents. Thus, increase the perfor-
mance and robustness of the ASR system. To the best of
our knowledge, GMM-UBM has not yet been incorporated
in any previous ASR research for CA language that supports
multiple Quranic accents recognition. The ASR system for
CA language can be used as a self-learning tool for Quranic
recitation to aid Muslims in reciting the Quran based on
different styles of Quranic accents. The self-learning tool
can potentially be developed as a web-based application or
a standalone application either for desktop or mobile.

In this research, we prefer to implement machine learning
that uses GMM-UBM classification rather than applying the
deep learning method. It is because, we have already iden-
tified the suitable features to be extracted based on experts’
experiences and knowledgeable Quranic expert. In this case,
the accent information carried by prosodic features is crucial,
due to improve the modeling and recognition of Quranic

94590 VOLUME 11, 2023



N. J. Ibrahim et al.: Study of Malay’s Prosodic Features Impact on CA Accents Recognition

accents. Here, GMM-UBM classification is used to validate
the targeted and tested features, whether it is correct or
incorrect, as well as to understand and interpret the model
created. Contrast with the deep learning, where this method
automates the feature extraction process and directly taken
the data as input. Means, deep learning is used to eliminate
some data of pre-processing that is typically involved with
machine learning. By using this technique, all the machines
from the machine learning technologies are in charge of
performing the feature extraction and modeling process. As
the result, the process of interpreting the model and decision
making has becomemore challenging and difficult to execute,
because of the requirement of the large amount of data and
powerful computing resources [35]. Moreover, it is extremely
expensive to train, where it requires high performance of
GPUs and hundreds of machines (complex data models),
which definitely increases the cost to the users.

Our interest in this research is to observe the accentual
influences on the pronunciations of native Malay speak-
ers, and its prosodic effects towards recognition of the
seven Quranic accents namelyHafs, Khalad, Khallaf-facet 1,
Khallaf-facet 2, Bazzi, Qunbul,and Ruwais. The recognition
of the Quranic accents will be focused on the recitation of
the first chapter of the Quran, Surah Al-Fatihah. The Surah
Al-Fatihah is chosen in this study because it is mandatory to
be recited byMuslims during prayers. The experiment started
with a thorough evaluation of phonetic properties of a set of
letters and phonemes, which pronunciation is almost similar
in different accents. Prior knowledge about the accents pro-
vides valuable information for speaker profiling, which can
be incorporated into the decision parameter and techniques
to improve the system performance and efficiency. Addition-
ally, the level of fluency based on the proper pronunciation
of the CA phonemes among native Malay speakers is also
analyzed, in order to address the misarticulated phonemes
issue (see Table 1). During front-end processing, the spectral
and prosodic features are extracted and both types of features
are computed and implemented as suggested by [36] and [37].
A distinct feature representing each CA phoneme can help in
identifying and distinguishing one accent from another. Initial
acoustic features of the confused phonemes are selected by
studying speech production. The classification technique of
GMM-UBM is proposed to be implemented in this study,
which is believed to be an ideal and effective technique in
identifying the misarticulated CA phonemes among Malay
speakers, discriminating the accents of the language, as well
as to improve the recognition results that are involved with
accent element. The performance results of GMM-UBM are
measured and compared with other previous research (using
GMM, k-NN, and GMM-iVector), based on the accuracy
(Acc) and Equal Error Rate (EER), with regard to Quranic
accents.

The contributions of this paper are summarized as follows:
• A dataset containing recitation of Surah Al-Fatihah in
seven Quranic accents (novel aspect of research work)
is developed to solve the present problem of lack of

datasets in this field. The dataset is composed of training
and testing sets.

• The proposed ASR system considers prosodic features
(pitch, energy, duration, spectral-tilt) and spectral fea-
tures as input to GMM-UBM. The prosodic features
carry traits of accents, but these features are disregard
in the previous ASR research for CA language, due to
absence of Quranic accents dataset.

• The proposed ASR system includes the GMM-
UBM technique to support the adaptation of multi-
classification, thus, enables recognition of various
Quranic accents. In contrast, previous ASR systems for
CA language relied on conventional classification tech-
nique that supported only binary classification, while the
use of GMM-UBM is being less common.

• To verify our findings, the classification performance of
the GMM-UBM is compared with GMM, k-NN, and
GMM-iVector using the same data samples of Quranic
accents.

• The implementation of the proposed ASR system
with multiple features (spectral features (MFCC) and
prosodic features) and GMM-UBM classification tech-
nique have resulted in a robust Quranic accents recogni-
tion. The proposed methodology recorded an accurate
recognition of 86.15% (test-set) and 90.26% (train-
set) and surpasses other techniques. This result perfor-
mance had shown a novel aspect of our method, which
indicated the successful implementation of GMM-
UBM, with a combination of prosodic and spectral
features.

The outline of the paper is organized as follows. Section II
reviews relevant literary works about Quranic accents and its
background, the scenario of Quranic learning in Malaysia,
and previous ASR research for CA language. Section III
presents the method and classification procedure, which
highlighted the process of the proposed methodology.
Section IV then presents an experimental study and evalu-
ation results, based on the performance comparisons with
other approaches. Finally, the conclusions and future works
are drawn in Section V.

II. LITERATURE REVIEW
A. THE HISTORY OF QURANIC ACCENTS
The Quran is the holy book for Muslims, which written
and recited in CA language. The CA language is an ancient
Arabic language used when the first verse was revealed [38],
[39]. The CA language differs fromModern Standard Arabic
(MSA) and Dialectal Arabic (DA). The MSA and DA lan-
guages tend to change over time and often adaptable to other
dialects. In contrast, the CA language is safeguarded and
secured against modification, as the recitation is being taught
and passed orally from one person to another, to preserve the
correct manner of articulations. Reciting the Quran properly
is essential in Islamic practices, such as prayers. Committing
deliberate errors while reciting the Quran is prohibited in
Islam.
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The variability of pronunciation for certain CA phonemes
is particularly referred to as accents used for Quranic recita-
tion, known as Quranic accents (known asQira’at in Arabic).
According to Ibn al-Jazari (d. 602/1206), the science of
Quranic accents is a discipline of knowledge that studies
the method of pronunciation or articulation of a word in the
Quran, where every dispute occurs is referred to its narra-
tors [40]. Based on the Prophet Muhammad (PBUH) words
(hadith), and Muslim scholars upon the commentary of Ibn
al-Jazari, there are ten modes of Quranic recitation, which
are permissible by Allah to Muslims. Seven Quranic accents
are from Shatebiah’s way, while three Quranic accents are
from Al-Durrah way [41]. Every single mode of Quranic
accent or style of recitation is derived its name from the reciter
itself, as a prominent scholar (Qari). Each reciter recited to
two narrators (rawi), whose narrations represented for each
Quranic accent (Qira’at), with a sum of up to 20 Quranic
accents. In this research, only seven Quranic accents of Surah
Al-Fatihah have been selected for evaluation, known asHafs,
Khalad, Khallaf-facet 1, Khallaf-facet 2, Bazzi, Qunbul, and
Ruwais.

B. SCENARIO OF QURANIC LEARNING IN MALAYSIA
In Malaysia, Muslims are mainly native Malay speakers,
who are considered as non-Arabic speakers. The majority
of phonemes from Malay language were derived from the
English language. On the other hand, Arabic is a morpho-
logically rich language as compared to English and Malay
languages [42], [43]. The recitation of the Quran among
Muslims worldwide is often based on a single accent (Hafs)
of the Quran, including in Malaysia. However, learning the
multi-accents (Quranic accents) of the Quran is considered
mandatory and understandings it is essential, as different
narrators narrate the verses differently [17], [18]. Fluency in
Quranic reading, either in prayers (alone or in congregation)
or outside the prayers, is directly associated with the par-
ticular recitation style of Quranic accents used. Awareness
about Quranic accents is important to reach the Muslims
(e.g., Malaysians) globally and to ensure that the misun-
derstanding among Muslims can be prevented [44], [45].
Furthermore, learning Quranic accents has a strong associ-
ation with the knowledge of Islamic jurisprudence (fiqh) in
sectarian diversity and the knowledge of Quranic exegesis,
which are subjected to multiple interpretations.

Research on ASR involving Quranic accents is still unclear
and limited. Focusing on Malay speakers, the critical issues
in the Quranic recitation are concentrated on the misar-
ticulated phonemes, which are influenced by the Malay
colloquial dialect and native language. The frequent misar-
ticulated phonemes have close articulation sounds to each
other according to the pronunciation in Malay language,
although in fact, the articulation points are distinguished in
CA language [12], [13], [14]. Moreover, the CA language is
known to have lexical stress [8], [9], and pitch accented on

designated consonants [7], which are referred to the prosodic
elements that determine the accent. In Malay language, the
sounds of certain phonemes are only slightly stressed, while
the huge remainder are not stressed at all [10]. Even the
location of stress in Malay syllables often vary and fluctuate
[46]. Based on this, the significant differences in lexical stress
between the Malay and the CA languages used in the Quran
are clearly noticeable. Thus, it is common for Malay speakers
to mispronounce the CA phonemes in the Quran, which com-
posed of a large proportion of stressed words. Researchers
and experts have identified Arabic phonemes that typically
misarticulated by Malay speakers. The phonemes are fre-
quently pronounced according to their mother language. This
finding has been discovered after years of teachingMalay stu-
dents from all levels of education [11], [12], [13], [15], [17],
[18], (summarized in Table 1). The concerning issue related
to the misarticulated CA phonemes had arises, because there
is a huge gap between Arabic and Malay languages, based on
the comparison of the phonological aspect. Here, all the listed
misarticulated phonemes of Arabic consonants are identified
as confused, mispronounced, and considered difficult to artic-
ulate properly amongMalaysian students. Some phonemes of
Arabic letters sound similar to each other when articulated
according to Malay accent. In fact, these phonemes have
different articulation points according to Arabic accents.

As presented in Table 1, all misarticulated phonemes are
arranged into three different groups, where the cases of inter-
action (confusion) with other phoneme from different group
(in same row) had occurred and have been reported. For
example, the Malay students are confused and often misar-
ticulated the phoneme of Sad ( ) as the phonemes of Seen
( ), and often confused with the phoneme of Theh ( ), and
so on. Both CA phonemes of Sad ( ) and Seen ( ), need to
be clearly identified because these phonemes correspond to
different Quranic accents as highlighted in Surah Al-Fatihah-
verse 6 and 7 (see Table 4-(c) and Table 4-(d)). In this
case, Sad ( ) should be pronounced in bold (heavy) sound,
and Seen ( ) needs to be pronounced in thin (light) sound.
Whereas, the phoneme of Theh ( ) has a closely articulated
phoneme with Seen ( ), but in fact the articulation point
of Theh ( ) is totally differed. It is often articulated like a
‘whistle’ group (Seen ( ), Zain ( ), and Sad ( )), rather than
their unique articulation point by mistake.

In [13], there are seven consonants of Qaf ( ), Thah
( ), Khah ( ), Ghain ( ), Hah ( ), Ain ( ) and Heh ( ),
whereby the sound from each letter have not successfully
distinguished, as proved from the final results of the unac-
ceptable values of formant frequencies that measured using
spectrogram. Hence, these consonants are considered as dif-
ficult Arabic phonemes, which are commonly misarticulated
by Malaysian primary school children. Meanwhile, students
from Malaysian higher learning institutions are also report-
edly making various pronunciation errors when reciting the
Quran [8], [11]. The frequent mistakes that repetitively been
made by most of the students are categorized as the errors of
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TABLE 1. Misarticulated phonemes (Malay speakers).

CA articulation point, which involved the consonants Teh( ),
Tah ( ), Dal ( ), Ghain ( ), Hah ( ), Ain ( ), Heh ( ), Khah
( ), Hamza ( ), Jeem ( ), Sheen ( ), Yeh ( ), Dad ( ),
and Theh ( ), Thal ( ), Thah ( ). These mispronunciation
errors might because of inability to grasp the techniques of
reading the Quran appropriately. Whereas, Quran illiteracy
is described as a lack of ability to be proficient at a certain
level of Quranic recitation and decent understanding, which
includes the correct practice of pronunciation rules (Tajweed),
point of articulation (makhraj), attributes of letters (sifat),
and smooth pronunciation of Quranic letters (fasahah). In
general, the results obtained from previous research, and
observations made so far, show that the students’ ability to
learn the Quran, particularly according to the Hafs style of
Quran, is still below the expectation [47], [48], [49].

C. RELATED WORKS
The CA language has received less attention from computa-
tional linguistics and modern speech researchers compared to
MSA. Since the year 2000, only few studies focusing on the
CA language [22], [23], [24], [25], [26], [27], and considered
only Quranic accent (single accent), such as Hafs. The slow
progress might because of the limited CA corpus available
and the absence of a standard Quranic accents database, to be
used as a reference in research and development activities.
Due to this limitation, research on the Quran becomes an
intriguing subject of exploration. In the earlier stage of ASR
research in the Quran, a few studies have been explored and
tested using theHafs style of Quranic recitation. The research
on the speaker-independent for Quran recognition system
has started to be proposed by [33], which was developed
using the Sphinx-IV framework. Here, the HMM classifi-
cation has been used for acoustic model training, and this
research is purposely to contribute toward the development

of a commercial assessment system, known as HAFSS [50],
[51]. However, the HAFSS system does not enable users to
recite from any place of the Quranic chapter and does not
accommodate the non-native Arabic speakers. Meanwhile,
the research by [20] has incorporated the spectral features
of MFCC with HMM classification, which then been tested
against the small Quranic chapter of Surah Al-Fatihah. Later
on, HMM was replaced with GMM based modeling tech-
nique, which performed significantly better for the classifica-
tion of the Quranic ASR system [21], [22], [23]. According
to [22] and [23], the different numbers of Gaussian mixtures
are used, along with the different numbers of HMM states,
in modeling the CA phonemes. The different numbers of
Gaussian mixtures need to be estimated, in order to obtain
the most optimal results for recognition. In the meantime, the
regression class tree has been conducted by [27], to estimate
the values of a linear transformation of the mean and variance
parameters of a Gaussian mixture-HMM system. Here, the
30th chapter of the Quran (Juz Amma) has been used as a
dataset for training and testing, where the samples of recita-
tion have been collected from five prominent Quranic reciters
(Qari). Later, [21] has conducted a research about learning of
the Quran language by developing the model and classifier
using GMM. Here, a database also has been developed with
randomized Quranic chapters, purposely to avoid the chapter
bias and focus only on the reciters.

Previously, the ASR research work related to the variability
of reading styles in Quranic accents was still ambiguous and
less executed. It is due to the lack of research and progress
that investigates on the pronunciation rules (Tajweed) error
identification toward the Quranic accents recitations. Further-
more, the recognition of words is something that needs more
improvement since the different accents of speakers need
to be considered. Although the research related to Quranic
accents was still less explored by researchers, but recently,
a few research studies involving the multi-accents of the CA
language (Quranic accents) have started to gain momentum,
where a few researchers have been pioneer in this field. Here,
their main research are focused only on the spectrogram
voice analysis [52] and extra vowel analysis [41], but the sta-
tus of classification are unknown, due to unclear discussion
from both research. Later studies of Quranic accents [28],
[29], [30], used a similar type of dataset like the previous
researchers where the audio samples of Quranic accents were
downloaded from the internet, which considered as unclean
of speech samples. The audio samples are contaminated with
unwanted elements such as noises, echo, and reverberation
effects. These elements need to be eliminated as they might
influence the overall performance results. Here, their research
concentrated on echo cancellation technique during front-end
feature extraction. Then, the conventional classification tech-
niques of GMM, k-Nearest Neighbor (k-NN), and Probabili-
ties Principal Component Analysis (PPCA) are implemented,
where a combination of Affine Projection (AP) (front-end)
and GMM achieved a higher accuracy rate compared to other
techniques.
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In general, the above-mentioned research (Quranic
accents) and most past ASR research for Arabic and CA
languages used in the Quran (a single accent of Hafs) have
been designed with the conventional classification technique
of GMM, which was performed solely with binary clas-
sification. The GMM has a great risk to suffers from the
problem of overfitting when the model complexity is high
[53]. This problem occurred under the presence of singular-
ities, which associated with the Maximum Likelihood (ML)
framework applied to Gaussian Mixture models. During the
fitting process of a GMM to a dataset, when the variance
gets to zero, the likelihood function of the Gaussian com-
ponent becomes infinity. Thus, the model becomes infinity
(overfitted). Here, the zero value of variance happens when
there is only one point that leads to a singular covariance
matrix, which occurred in the multi-variate Gaussian case.
Furthermore, training GMM is time consuming, due to the
great amount of speech data that need to be processed,
resulting in a significant number of mixture components [54].
In [55], the authors found that the GMM based ASR systems
are also susceptible to feature variability caused by non-
language factors, such as speakers and channel distortions.

Based on the previous report, the implementation of GMM
in this study that involves the accent of speakers, and a
variety of Quranic accents could results in poor performance.
Therefore, we investigate alternative classification techniques
to deal with these problems, such as k-NN, GMM-iVector,
or GMM-UBM. K-NN is a non-parametric algorithm and a
popular learning algorithm because of its simplicity. K-NN
uses data from several classes to predict the classification
of a new data point. However, k-NN will suffer a slow
prediction stage (high computation time), if the dataset is
large and the dimension of features is high [56]. Other than
that, k-NN is also sensitive to noise in the dataset, and
any irrelevant features such as missing values and outliers,
need to be manually imputed and removed, respectively [57].
Contrarily, GMM-iVector can perform well in noisy environ-
ment, while suffer and deteriorate in quiet condition [58].
Moreover, GMM-iVector requires a massive development
of data, which costs a lot in most cases [59], [60]. In the
presence of utterance duration variability, the GMM-UBM
outperforms the GMM-iVector for very short utterances [61],
while GMM-iVector requires utterances lengthmore than two
minutes.

Despite various progress made in previous studies, a reli-
able ASR system with Quranic accents identification remains
an open research issue. The constraint issue associated
with accents and phonological patterns of CA language in
Quranic accents needs to be taken into consideration by ASR
researchers for enhancement. To support various Quranic
accents identification in ASR system, a large dataset is
required. Training a large amount of data may result in
overfitting, which can be prevented if an adaptive strategy is
used. The implementation of the binary classification of the
conventional classification approach for multi-classification

seems impractical and unsuitable. Therefore, an appropri-
ate modeling strategy and a suitable model with an ideal
classification technique need to be developed. It is vital to
overcome the overfitting issue, handling a large amount of
training data, as well as identifies the speaker’s recitation
to the corresponding Quranic accents. The above reasons
have inspired this study to explore the use of GMM-UBM
basedmodeling technique in developing theASR systemwith
Quranic accents identification.

In this study, we described a novel method for recogniz-
ing the Quranic accent-based ASR for non-Arabic speak-
ers (Malay), according to the respective class of Quranic
accents by using the GMM-UBM. The way this algorithm
performed modeling and make final decisions of the classes
of Quranic accents could be considered as an early approach
and the best initiative made so far, especially for the ASR
research of Quranic accents. The GMM-UBM is being less
common to be implemented in ASR research for Arabic
language (particularly CA for Quranic accents), as compared
to the other conventional classification techniques, as pre-
viously discussed in the literature. Besides, the accentual
influences and prosodic impacts on Malay speakers’ pro-
nunciation also been studied, due to identify the suitable
features for recognition process of Quranic accents. The
proposed method is designed in such a way, purposely to
overcome the research gaps and problems from the previous
research in the Arabic language, especially CA. The goal is
to improve the Muslim’s learning process by inventing a self-
learning tool, as well as to contribute to the advancement
of ASR research of the CA language, particularly Quranic
accents.

III. METHODOLOGY
The detailed methodology of this research is described in
this section. Generally, the proposed study consists of three
primary stages, denoted as data preparation, front-end pro-
cessing, and back-end processing stages. In Fig. 1, a block
representation of the overall methodology process is pre-
sented based on the stages highlighted.

First, identification of the data from the samples and data
preparation, based on the scope of research (see Table 2) have
been reviewed in section (A) under experimental setup. Sec-
ond, the execution of the front-end processing stage, which
involved the prosodic features of pitch, energy, duration,
and spectral-tilt, whereas the spectral features are repre-
sented by MFCC. Third, training and testing phases during
the back-end processing stage, where the execution of the
proposed classification of GMM-UBM occurred. Both the
second and third stages are two main stages in this research,
where the front-end processing involved the preprocessing
and feature extraction process, whereas the back-end process-
ing focuses more on the modeling and recognition process.
These twomain stages have been discussed elaborately, under
the section (B) of the proposed methodology for Quranic
accents recognition.
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FIGURE 1. Overall methodology process.

A. EXPERIMENTAL SETUP
The experimental setup is prepared to conduct the experi-
ment of the Quranic accents. As mentioned earlier, a lack
of speech database, as well as the absence of a standard
database for Quranic accents are identified as the major
hurdles in conducting the ASR research of CA language in
Quran. Due to this matter, we generate a local database by
conducting in-house audio recordings, whereby the speech
samples of non-Arabic speakers are compiled from theMalay
reciters. Here, we collect the audio samples from 14 certified
reciters (Huffaz), who have mastered the Quranic accents
and obtained a diploma in Qira’at awarded by Darul Quran,
JAKIM.1The purpose of collecting the data samples from
these target speakers is because wewant to ensure only appro-
priate Quranic accents are recorded for modeling (database);
based on trusted speakers who had knowledge about Quranic
accents. Moreover, before we carried out the assessment, the
Quranic experts had already validated the audio samples.
Meaning that, only clean and error-free audio samples are
used for modeling and evaluation.

For this research, we selected the first Quranic chapter of
Surah Al-Fatihah for evaluation. This chapter is mandatory to
be recited by every Muslim while performing prayer (Salah);
an act of Islamic worship that is considered as a pillar in
Islam. Mistakes while reciting any verse in this chapter, espe-
cially during prayer, are prohibited in Islam, which results in
invalidation of the prayer [45], [62]. Via ASR research, efforts
in preserving this chapter have encouraged us to protect its
meaning from distortion. Due to this reason, this research
has motivated us to explore the ideal solution and remedy
for developing the ASR system for Quranic accents. This
research started with the recording process, where the audio

1Darul-Quran, JAKIM - Quranic Learning and Memorizing Institute,
under Department of Islamic Development, Malaysia.

TABLE 2. Setting of audio recording for Quranic accents.

samples of this chapter in seven different styles of Quranic
accents were collected. During this process, speakers need to
recite in a moderate tone, with proper recitation and correct
articulation of the phonemes, according to the rules of pro-
nunciation (Tajweed). Table 2 shows the setting used for the
audio recording of Quranic accents, which is also considered
as scope of research in preparing the datasets.

1) DATA PREPARATION
Each speaker needs to recite the complete verse of Surah
Al-Fatihah in seven Quranic accents twice. Then, the recita-
tion is paused in-between sentences, to generate the audio
data with an approximate duration of 12 - 15 minutes
per speaker. Overall, we successfully composed two main
datasets, as shown in Table 3.

TABLE 3. Non-native Arabic speakers (Malay) datasets.

The chapter of Al-Fatihah consists of eight verses/
sentences, which is equivalent to 29 words per chapter.
Each speaker needs to repeat the chapter twice, using seven
Quranic accents. Hence, the database is composed of 1,568
verses/sentences, which is equivalent to 5,684 words (overall
samples). The database is divide into training and testing
sets, where the training set contains 72% of the data samples
(4,060 words) and further divided into modeling set and
development/validation set. Here, the percentage of develop-
ment/validation set is allocated within the range of 10-20%
from the 72% of modeling set (see Table 3). This dataset
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is used to tune the hyper-parameters of the model during
training, and to track the performance of the model created.
The number of components for GMM (including UBM) is
a hyper-parameter that requires to be set, relying on the
quantity of data available. Thus, the number of components
will vary between 16, 32 and 64, to determine the ideal
setting for this approach. Meanwhile, the remainder 28%
of the data samples (1,624 words) is used for testing. This
data distribution was intended to avoid speaker and ses-
sion bias, where data samples from different speakers were
assigned to testing and training sets. In all cases, the data are
gender-balanced. Data samples for each accent are equally
distributed, with 232 samples/words (testing) are assigned to
each accent. For running the experiment, we use MATLAB
programming software [63]. The rules of recitation for each
Quranic accent is depend on the different cues of phonemes,
which occur for each verse in every Quranic chapter. In
other words, each Quranic accent must be recited differently,
using different phonemes at the places where the accent took
place.

In this research, data limitation is not an issue, since our
proposed dataset was obtained from 14 speakers (see Table 3),
which is considered enough and sufficient for acoustic and
phonetic analysis as indicated by [9] and [64]. In fact, this
dataset is larger than the dataset used by [29], [41], and
[65] for dialect analysis. The data augmentation technique is
clearly restricted and difficult to be applied in this research,
due to Islamic rules that permitted Muslim to recite only the
correct of Quranic recitation based on pronunciation rules
(Tajweed) guideline. Thus, any changes of audio data sample
that clearly change the manner of pronunciation (against the
Tajweed rules) are forbidden in Islam. Based on knowledge
of Quranic accents (Qira’at), only certain CA letters and their
phonemes were allowed to be recited differently, where each
CA letter represented a different type of Quranic accents.
Thus, observation must be made by identifying the location
of the CA letters, which are labeled as Quranic accents
phonemes within each verse. Also, we need to verify whether
the Quranic accents letters have been listed under the misar-
ticulated phonemes or not. We must be aware of any common
mistakes that theMalay speakers have often made previously,
due to avoid and minimalist the mispronunciation errors. In
this study, we categorized each of verse in Surah Al-Fatihah
into two different categories (sub-sections (a) and (b)), based
on the phonological variations of the Quranic accents and
misarticulated phonemes, as described below:

a: MISARTICULATED PHONEMES (ALL QURANIC ACCENTS)
There are several phonemes that are identified as misarticu-
lated phonemes,as highlighted in blue (see Table 4-(a)). These
phonemes are described as closely articulated phonemes,
which are commonly mispronounced among Malay speakers
(see Table 1). Here, the CA phonemes in these verses are not
related to any differentiation of Quranic accents. Hence, any

mistakes made while pronouncing the CA phonemes in these
verses are prohibited in Islam.

b: MISARTICULATED PHONEMES (SELECTED QURANIC
ACCENTS)
The same verse of the Quranic chapter might have a vari-
ety of Quranic accents. It depends on the verse’s loca-
tion in the Quranic chapter, which is narrated differently
by the previous Islamic scholars. In this sub-section, the
CA phonemes that classified as misarticulated phonemes
have occurred at the places where the Quranic accents have
taken place. Here, those phonemes are placed in certain
words within the verse, which present the differences based
on the Quranic accents (underlined and marked in red),
as shown in Table 4. Those letters are located under spe-
cific words in verses 4, 6, 7-part 1, and 7-part 2 in Surah
Al-Fatihah, which are classified based on different Quranic
accents. In this case, any changes that occurred within the
recitation, in regard to the Quranic accents is acceptable in
Islam (pronounced differently using the certain phonemes of
Quranic accents). Otherwise, if the articulation is mistakenly
recited with a wrong phoneme, it is clearly forbidden in
Islam.

TABLE 4. (a) Surah Al-Fatihah (verse 1,2,3, and 5) – all Quranic accents.

Based on Table 4-(c) and Table 4-(d), the CA phonemes
that are categorized as misarticulated phonemes occurred at
the places where the accent takes place within the verse.
In this case, the CA phonemes involved are Sad ( ), Zain
( ) and Seen ( ) from words /s i ra: t al/, /zi ra: t al/ and
/si ra: t al/. The prosodic phonological features, such as
word stress, pitch, duration, and speech intensity are eval-
uated for each phoneme using the Praat tool [66], due to
prove theoretical concept as described in Table 5. Here, the
phoneme of Sad ( ) does not exist in Malay language (see
Table 5), and often confused with phonemes of Seen ( ).
Thus, Malay speakers often mispronounced both phonemes,
due to the Malay colloquial dialect and differences in mother
language.

The analysis of intensity show that, the phoneme of
Zain ( ) has the highest energy (intensity) value, while the
phoneme Seen ( ) has the lowest energy (intensity) value.
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TABLE 4. (Continued.) (b) Surah Al-Fatihah (verse 4). (c) Surah Al-Fatihah
(verse 6). (d) Surah Al-Fatihah (verse 7, part 1). (e) Surah Al-Fatihah
(verse 7, part 2).

TABLE 5. Features and properties of phonemes Sad ( ), Seen ( ), and
Zain ( ).

The energy (intensity) of the phoneme of Sad ( ) is within
the mid-range value between those two phonemes. This find-
ing has supported the study made by [7], where the phoneme
of Zain ( ) should be pronounced with a stressed sound.
Whereas, the phoneme of Seen ( ) needs to be pronounced
with a thin (light) sound, while the phoneme of Sad ( )
should be pronounced with a bold (heavy) sound. Thus, the
phonological variations of each phoneme need to be clearly
identified, and the capability to detect the slight variations
or differences between each CA phoneme depends on the
robust Quranic accents recitation developed. Based on this,
the prosodic features that carry the accent information are
truly necessary for development. To see the phonological
differences between these phonemes, we have measured the
intensity values for word stress, as presented in Table 6 in
Section IV.

As we mentioned earlier, the audio samples collected
are considered clean and error free, which had been val-
idated earlier by the experts. Therefore, we expected the
mispronunciation errors should be none or minimal if any.
In Section III-A(1), sufficient and adequate information
extracted from the speech signal is essential and necessary
for this research, due to cater the misarticulated phonemes
issue. Whereas, the differences of particular phonemes at the
places where the accent took place need to be clearly identi-
fied, in order to classify the related phonemes with targeted
classes of Quranic accents. Therefore, the right choice of the
optimal feature extraction algorithm and ideal classification
technique is important, to distinguish the Quranic accents
more accurately.

It is noteworthy to inform that, the improvement result as
discussed later in Section IV concerns to all CA phonemes,
even though in this Section III, we only concentrated on
the phoneme of Sad ( ), Zain ( ) and Seen ( ) from
words /s i ra: t al/, /zi ra: t al/ and /si ra: t al/, as our
examples. Our intention is to show the differences between
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those phonemes by comparing their features and manner of
articulations, in regard to different Quranic accents. There-
fore, in the following section, we will discuss how the
ideal classification process can detect the slight differences
between each CA phoneme (i.e., Sad, Zain, and Seen), espe-
cially the misarticulated phonemes that occurred at the words
of Quranic accents (highlighted in red in Table 4-(c) and
Table 4-(d)).

B. PROPOSED METHODOLOGY OF QURANIC ACCENTS
RECITATION RECOGNITION
In this section, the proposed method of Quranic accents
recognition is described in detail. As presented in Fig. 2,
the block diagram consists of two primary components:
front-end processing, and back-end processing. For front-
end processing, the acoustic waveforms are transformed into
more compact and less redundant representations, known as
‘acoustic features’. This process combines spectral (MFCC)
and prosodic features. The back-end processing involved
training (modeling) and testing (recognition) phases. Here,
the GMM-UBM classification and scoring method will be
implemented, respectively. However, only the proposed clas-
sification technique of GMM-UBMwill be highlighted in this
paper.

FIGURE 2. Block diagram of proposed method for Quranic accents
recitation recognition.

1) FRONT-END PROCESSING
The previous ASR research in the CA language [22], [23],
[24], [30], [67] had extracted the phonological informa-
tion from the speech waveform through spectral features,
making it difficult to recognize the specific characteristics
and traits of an accent. Relying only on spectral features
(e.g., MFCC) for feature extraction may impair the per-
formance of ASR system in the presence of accents [3],
[68]. Thus, using only spectral features in this study can
be insufficient, since the CA language involves multiple
Quranic accents. Variations of accents and speech patterns
in Quranic accents will require additional features such as

prosodic, to obtain adequate information for speech analysis
in the Quranic recitation. Prosodic features correspond to the
suprasegmental speech of the energy (stress), pitch, duration
and spectral-tilt [19], which carries the attributes of accent
in CA phonology. Therefore, we believed by extracting the
spectral and prosodic features from the CA phonemes, suffi-
cient information from each CA phoneme can be obtained,
and thus, tackling the issue of misarticulated phonemes.
In this research, we implemented both features of spec-
tral and prosodic altogether, purposely for Quranic accents
recognition.

a: PROSODIC FEATURES
Prosody deals with the acoustic qualities of a sound, which
represent the prosodic information of the speech, such as
rhythm, stress, intonation and so on. These prosodic features
is important for the intelligibility and efficiency of Arabic as a
stress-timed language [69]. The lexical stress is phonetically
recognized through manipulation of four prosodic features
variables, denoted as: (1) energy (intensity); (2) pitch (funda-
mental frequency (F0)); (3) duration; and (4) spectral-tilt. The
consonants encapsulate to the acoustic features from the word
accent are thoroughly analyzed, where significant variation of
features helped in distinguishing one accent from another. It
will concentrate on the multiple Quranic accents, which had
been tested on Malay reciters.

In this study, pitch, energy, duration, and spectral-tilt mea-
surements are extracted over the full waveform or longer
speech segments (sentence, word, and syllable). The pitch
(F0) is estimated by the fundamental frequency approximated
by the pitch tracking algorithm, while the energy is computed
by the root mean square value of each sample. The level of
energy able to helps in identifying the voiced/unvoiced region
of speech, together with pitch and duration to represent the
stress pattern of speakers. Here, the duration represents the
variation of one’s speaking style length of spoken segment,
which influences by speaker’s accent and dialect. Meanwhile,
the spectral-tilt values are calculated as the slope of the FFT
(extracted over a window of 20-ms and shifted every 10-ms),
where the use of this type of feature is inspired by the findings
in [70].

b: SPECTRAL FEATURES
Features extracted from the vocal tract system are referred
to as spectral system or segmental level of features. Fig. 3
shows a block diagram of spectral features for front-end
processing, where a widely used feature extraction of MFCC
was proposed to represent the spectral features in this ASR
research.

(i) PRE-PROCESSING OF SPEECH SIGNAL: The sampling
frequency of the recorded speech is set at 44.1 kHz. Before
the preprocessing started, each sample is converted into .wav
format and downsampled to 16 kHz manually, using the
sound editor software called Audacity. In the early stage of
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FIGURE 3. Block diagram of spectral features for front-end processing.

preprocessing, the speech samples, x (n) is pre-emphasized
using the first-order highpass filter. Then, we estimate the
frame-level of spectral features (MFCC), as well as the
frame-level of pitch from the filtered waveform. Based on
[71], spectral features are used for modeling the variation
of pitch pattern from the speaker’s speech. Instead of using
the average spectrum over multiple pitch cycles, the spec-
trum derived from each pitch cycle is also considered for
feature extraction. Here, analyzing the spectral features of
each pitch cycle, where each pitch period of a speech sig-
nal may provide more distinctive info related to spoken
speech.

(ii) FEATURE EXTRACTION: After preprocessing of speech
signal, the filtered speech samples xt (n) that containing
the frame-level of pitch, and frame-level spectral features
(MFCC) are subjected to parameterization process through
degradation. This process is achieved by multiplying the fol-
lowing 25-ms Hamming window function to compensate for
the overlapping between the neighboring frames and to min-
imize the signal discontinuities within the frames. Next, due
to analyze the output xt (n) obtained in frequency domain,
the N-point Fast Fourier Transform (FFT) of Discrete Fourier
Transform (DFT) is first applied to compute the spectral
coefficients from each frame and converted them into fre-
quencies. Then, the result is further weighted by a series

of triangular filters to gain Mel spectral coefficients. Last,
the MFCC values (static features) are obtained by comput-
ing the logarithmic value of Mel-scale and performing the
Discrete Cosine Transform (DCT) on the resulting spectrum,
plus the energy term (the 13th parameter). The additional
process after the last, we computed the time derivatives of
MFCC, to obtain information about the velocity (delta) and
acceleration (double delta) of each feature vectors. The final
features (static features) ofMFCC do not capture the dynamic
in the spectral changes. Thus, the time derivative is essential
to get temporal information. By adding and expanding the
time derivatives of delta and double delta to the basic static
features of MFCC, the efficiency of ASR can be substantially
improved [72].

Based on the final features of MFCC, the first 12 MFCC
coefficients represent the full band of spectrum, of which the
first coefficient (C1) of MFCC is denoted as spectral-tilt. We
used the information obtained from this spectral-tilt, because
the lower order cepstral coefficients ofMFCC containmost of
the signal information about the overall spectral shape of the
source-filter of transfer function. The lower order of MFCC
cepstral coefficients also able to improve the performance of
ASR [73].

2) BACK-END PROCESSING
In this section, we present two different stages of back-end
processing, which are training and testing stages. For training
stage (modeling), we next describe the specific components
of the proposed classification of GMM-UBM, including its
adaptation in developing the accent model. Meanwhile, for
testing stage, the scoring method will be discussed for recog-
nition process.

a: GAUSSIAN MIXTURE MODELS (GMM)
The GMM is a well-studied statistical method and unsu-
pervised classification technique, which is used to model
language and accent. It consists of a number of Gaussians to
provide multi-modal density representation of each model. In
pattern recognition, GMM has been used to generate speaker
models with different accents, and to match the different
patterns to that of the trainedmodels. In this research, we used
GMM to train and model the phonetic sound of multiple
accents used for Quranic recitation by approximating the
probability distribution. The first process of modeling of data
is executed at the training stage. Our experiments operate
on cepstral features, which are previously extracted from
the front-end processing stage. Here, the feature vectors is
represented by X , which is given by:

X = [x1, x2, x3, . . . , xk , . . . , xT ] (1)

where k is the frame index, and xk represent N dimensional
MFCC from k th frame, while T is the total number of features
used to form feature vectors of X . These vectors are used to
develop an accent model by training the Gaussian mixture
models.
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AGaussian mixture density is a weighted ofM component
densities given by the equation:

p
(
xk
∣∣λ ) =

M∑
i=1

wibi (xk) (2)

where xk is a N -dimensional feature vectors, component
densities represent by bi (xk) , i = 1, . . . ,M and wi, i =

1, . . . ,M are the mixture weights.
Each component density is D-variate Gaussian function,

given by following equation (3):

bi (xk) = 1/

(2π)D/2 det

(∑
i

)1/2


× exp
{
− (1/2) (xk − µi)

S (6i)
−1 (xk − µi)

}
(3)

where, S is the transpose operation, µi is the mean vector and
covariance matrix 6i. The mixture weights are normalized
and satisfy the constraint of

∑M
i=1 wi = 1.

The complete Gaussian mixture density is parameterized
by mean vector (µi), covariance matrix (6i) and mixture
weights (wi) from all component densities. These parameters
are defined by the notation:

λ =

{
wi, µi,

∑
i

}
, i = 1, . . . ,M (4)

In this research, we used these components densities to
capture the information from the multiple Quranic accents.
The number of components involved depends on the number
of components used in the training, which might be different
for each GMM state. Here, λ represents as a model for each
accent of Quran. Means, each class of accent is given one
GMM (i.e., λ ). The primary goal of the training stage is
to measure the best possible values of parameter for the λ ,
due to match the feature vectors distribution. The Maximum
Likelihood Estimation (MLE) technique is applied to esti-
mate the parameters of λ (equation (4)), which optimizes
the likelihood of GMM for the training data. In this present
work, to establish the model for multiple Quranic accents,
we computed a set of observations by utilizing the feature
vectors of X , as denoted from (1). The GMM likelihood can
be written as:

p
(
X
∣∣λ ) =

T∏
k=1

p
(
xk
∣∣λ ) (5)

MLE is executed by applying the iterative procedure
known as Expectation-Maximization (EM) algorithm. The
EM model begins with a model λ and computes the new
model λ̂ , as denoted as p

(
X
∣∣λ ) < p

(
X
∣∣∣̂λ ). The newmodel

is considered the initial model for the following step, and
the EM process is repeated until a convergence threshold is
obtained. In this case, the EM iteratively fine-tunes the GMM
parameters by increasing the likelihood value of the estimated
model for the feature vectors observed.

b: UNIVERSAL BACKGROUND MODEL (UBM)
This section describes the form of the proposed GMM-
UBM for Quranic accents recitation recognition. The mod-
eling phase involved establishing a model that represents
the phonetic or acoustic space of each speaker. This pro-
cess is normally achieved with the help of statistical back-
ground modeling, from which the speaker-specific models
are adapted. In order to model the multiple of accents in
Quran successfully, we proposed to use the GMM-UBM clas-
sification technique at the training stage, which is described
in Fig. 4.

FIGURE 4. Architecture of the GMM-UBM training.

The UBM modeling technique is an enhancement to the
GMM modeling technique. The UBM is a large GMM
with the ability to model speaker-independent distribution.
This capability makes GMM-UBM more suited to handle
large training data than traditional GMM classification. Our
intention in this research is to select the speech samples
of Quranic recitation that reflect the expected alternate of
Quranic accents data samples, to be encountered during
recognition. Initially, the GMM-UBM method is used to
select the train model, and also to determine the likelihood
ratio for the testing speech sample along with the trained
model and UBM.

Table 3 presents the speech data from 10 speakers per
each Quranic accent in the database for training set. In the
training, the data of all Quranic accents from 4 speakers
were used to develop the UBM, and the remaining data of
training set were used to adapt the UBM model. The process
begin where the observation vectors (acoustic feature vectors)
from the speakers’ utterances are extracted (i.e., MFCC and
prosodic features), for which a GMM statistical model is
developed. Therefore, in the large observation set consisting
of all the speakers, an acoustic model is established through
EM algorithm for better converged of UBM. In this case,
the acoustic model is created for the CA phonemes with its
corresponding type of Quranic accent, as presented earlier in
sub-section 2(a). By doing this, we estimate and create the
universal background models of UBM, where its parameters
form a baseline model for adaptive Maximum A Posteriori
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(MAP) estimation methods. For this research, we trained the
UBMs over each type of Quranic accents in the data (seven
types of Quranic accents), and then combined (pooled) all
Quranic accents models altogether, to create the final UBM
with 512 mixture components. The pooled data for each
Quranic accent are balanced over the male and female within
the speech data. The GMM-UBM represented behavior and
general characteristics of all the seven accents together after
enrolment of speech samples from the enormous set of
Quranic accents. For each target pattern (Quranic accents),
a specific GMMwill be gained by adapting the UBM through
MAP criterion. We will clarify this step in the following
sub-section 2(c).

As the same procedure executed in sub-section 2(a),
every UBM model is a mixture that composed of M
normal distributions which described as; mean vec-
tors {µ1, µ2, . . . , µM } , {61, 62, . . . , 6M } as full covari-
ance matrices, and weighting factors {w1,w2, . . . ,wM },
i.e., as stated in equation (2), (3) and (4). Later, seven Quranic
accents models

(
λUBMn

)
are derived by adopting the UBM,

using 4 speakers (approximately 28.8%) of training data.

c: UBM MODEL ADAPTATION
After calculating the Gaussian parameters of the UBM, the
GMM for each class of Quranic accents is obtained. This
adaptation process is performed using data from 6 speakers
(approximately 43.2%). The class model of an accent in
GMM-UBM system was derived by adapting the Gaussian
parameters of the UBM using Bayesian adaptation. In the
conventional classification of GMM (i.e., MLE), accent
model is trained independently compared to UBM. Yet, in the
adaptation method, the parameters of the accent models are
derived by updating the trained parameters of UBM. The
adaptation method offers advantages over the EM algorithm
during the training of each accent model of GMM [74],
[75], [76]. Through an adaptation, the model for a class
is obtained by updating the parameters of the UBM, using
the training data of the respective class. This method offers
a tighter coupling between the class model of accent and
UBM, which produces a much better performance compared
to the decoupled models like traditional GMM. Where, the
efficiency after performing the coupled approaches will not
been affected by unseen acoustic event. Furthermore, all the
accent models have similar initialization parameters, that are
the same as UBM. On top of that, MAP adaptation inte-
grates the robustly estimated of UBM parameters with the
accent model parameters, which leads to more durable and
robust estimation of accent models (accents with inadequate
training data). Last, the training process of a new accent
model in GMM-UBM has become faster than performing
the EM algorithm in conventional GMM, which allows for
a fast-scoring technique during the testing stage. Low com-
putational complexity in GMM-UBM also can be considered
as one of its attractive features, which suitable to be applied
for any operation in real-time [54].

In adaptation-based model with GMM, we implemented
the MAP estimation in the UBM adaptation-based model.
The MAP algorithm involves two steps: (1) acquisition of
information about the parameters to adapt the UBM for class
estimation; and (2) the mixing of newly derived parameters
with the old parameters and the models of UBM are updated
using coefficients of data dependent mixing. This data depen-
dent mixing is performed in such a way, where the mixture
that are highly influenced by the accent specific data in the
present class, able to keep maintains the parameters from
UBM. In this part of the work, the mathematical computation
involved the adaptation of UBM and class model of accent.
Based on the articulations pertinent to a particular class of
Quranic accent, the UBMmodel is subject toMAP adaptation
for every speaker individually. Interpreting a priori proba-
bilities is referred to the observation vectors set xk belongs
to the ith acoustic class, as per described by equation (3).
In this way, we expect to adapt the acoustic model to
the certain group of speakers (i.e., Malay speakers) based
solely on the CA phonemes of a particular class of Quranic
accents.

Given the T training vectors from a class model of accent
X = [x1, x2, . . . , xT ], for each mixture i in the UBM, we first
identify the probabilistic alignment of the training vectors
onto the Gaussian mixture components in UBM. For ith mix-
ture in the UBM, the relationship is mathematically described
as follows:

P (i |xt ) =
wiPi (xt)

6M
i=1wvPi (xt)

(6)

where, wi and wv stand for the mixture of weights at the
corresponding index. The P (i |xt ) denotes the probability of
frame xt , given the mixture probability i, whereasM denotes
the number of mixtures i. Lastly, P (i |xt ) stands for the
probability of mixture i, given the frame xt . By utilizing this
probability as stated from (6), the sufficient statistics and new
parameters are computed as follows:

ni =

T∑
i=1

P (i |xt ) (7)

Ei (x) = (1/ni)

[
T∑
i=1

P (i |xt ) xt

]
(8)

Ei
(
x2
)

= (1/ni)

[
T∑
i=1

P (i |xt ) x2t

]
(9)

As shown in the above formula, we computed the new
parameters

{
ni,Ei (x) ,Ei

(
x2
)}

and sufficient statistics from
the class model of accent developed for specific training data.
T denotes a total number of frames, whereas ni represents the
posterior probability of the mixture i , and thus, it is called
count moments. Ei (x) represents the first-order moment,
which indicates the expectation value of ith mixture from the
speech frames. Ei

(
x2
)
represents the second-order moment,

describing the variance in the probabilities of ith mixture from
the speech frames. These new parameters used to update the
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old UBM parameters (see sub-section 2(b)) for ith mixture.
By applying the adequate statistics, the adapted parameters
for mixture ith in the UBM are computed as follows:

ω̂i =

[
αω
i ni
T

+
(
1 − αω

i
)
ωi

]
γ (10)

µ̂i = αmi Ei (x) +
(
1 − αmi

)
µi (11)

σ̂ 2
i = αvi Ei

(
x2
)

+
(
1 − αvi

) (
σ 2
i + µ2

i

)
− µ̂2

i (12)

The adaptation coefficients and parameters of
[
αvi , α

m
i , αω

i

]
control the balance between the old and new parameters and
sufficient statistics for the variances, means, and weights,
respectively. For each parameter and each mixture, a data-
dependent adaptation of coeffcient is defined as follows:

α
ρ
i =

ni
ni + rρ

(13)

where, rρ is a fixed relevance factor for parameter ρ. For
example, in the language recognition system, rρ is considered
as a number between 6 to 16. The use of parameter-dependent
relevance factors allows for the tuning of different adapta-
tion rates of the weights, means, and variances. This is to
ensure that one of the experiments conducted, had analyzed
the impact of different rρ on the overall performances of a
system. The scale factor, γ , is computed over all adapted
mixture weights to ensure the sum of roots of unity.

Based on the adaptation process described previously, the
Gaussian parameters of the UBM from each utterance of
phoneme Sad ( ), Zain ( ) and Seen ( ) is adapted sepa-
rately to the respective class model of Quranic accents, from
which these phonemes are originated. Via adaptation, the
right articulations of those three phonemes are able to be
updated regularly. After the adaptation process is executed,
seven Quranic accents models

(
λn
)
are constructed, under the

optimal training procedure.

d: SCORING METHOD
The testing stage evaluates if a test data is matched with the
reference models (accent models), due to determine recogni-
tion performance. The recognition performance is measured
on the remaining 28% of the overall dataset (see Table 3).
Here, the pronunciation scores for an input is computed
against all seven Quranic accents models. Then, the scores
against all seven Quranic accents models of an input are
further analyzed by the score classifier. The score classifier
computes the average of log-likelihood to identify the highest
score among the Quranic accents. The Quranic accent with
the highest score is assigned as an output result for the input.

The evaluation process involved the use of a classifier
belong to GMM-UBM, known as Scoring Method. For
GMM-UBM evaluation, the adaptation of models’ parame-
ters from UBMs enables for a faster technique to evaluate
the scores of the models. There are two steps involved in
the evaluation process; first, we identified the top H scoring
components in the UBM and the likelihood ratios in UBM

are computed using only the top H components; second,
the test vector is scored against the only corresponding H
components in the adapted accent model to determine the
likelihood of utterance [74], [76]. The estimations are done
computationally using the pseudocode as follows:

For each frame t = 1, 2, . . . ,T
For each component k = 1, 2, . . . ,M compute

Pubm (k, t) = wk × N (xt |µk , 6k )

End

The Pubm (k)was sorted across t and the topH scores were
selected, where N (xt |µk , 6k ) is calculated as follows:

P (xt |Mi ) = (1/T )
∑M

k=1
wk
(
1/
[
(2π)D/2

∣∣∣6k

∣∣∣1/2 ])
× exp

{
− (1/2) (xt − µk)

S 6−1
k (xt − µk)

}
(14)

The T denotes the total number of frames, S represents the
transpose procedure, M is the number of Gaussian compo-
nents, D is the dimension of feature vectors and wk is the
weights of the components. The scoring method is illustrated
in Fig. 5.

FIGURE 5. Overview of GMM-UBM Scoring method.

In the evaluation step, the classiffier returns the partial
score (T , i), the probability value of the models trained for
the i − th evaluated class, where T is the input vector of the
features obtained from the tested speech. The resulting class,
I∗ is derived from the maximum overall probability using the
following equation:

I∗ = arg max
1<i<N

score (T , i) (15)

where, N is the number of all partial scores corresponding to
the number of the classes.

In verification stage, we determine the score of features
matrix of an unknown utterance X , for a speaker i, by the
following equation:

λ (X , i) = (1/T )
[
log p

(
X
∣∣λi )− log p

(
X
∣∣λubm )] (16)

where,X consists of T number of frames. The scores obtained
from the target and impostor trials are used to evaluate the
system performance. Here, every phoneme of Sad ( ), Zain
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( ) and Seen ( ) from the test-set sample is evaluated indi-
vidually. These phonemes are verified based on the highest
score value obtained, towards the respective class of Quranic
accents as an output result. The percentage of precision is
high if the output result of Quranic accent model is cor-
rect. In this case, the phoneme of Sad ( ) in word /s i ra:
t al/, phoneme Zain ( ) in word /zi ra: t al/, and phoneme
Seen ( ) in word /si ra: t al/, should be verified as (Hafs-
Bazzi), (Khalad-Khallaf_1) and (Khallaf_2-Qunbul-Ruwais),
respectively (see Table 4-(c) and Table 4-(d)).

IV. EXPERIMENTAL EVALUATION
Assume that the acoustic features for each of accent are
distinct, the acoustic models can use these distinctions to
categorize the input data into groups. We constructed these
models from a combination of each Quranic accent repre-
sented by spectral and prosodic features. The training samples
from each accent are used to estimate the parameters of
the model. The accent dependent models are further used
to produce scores for their classification. In this section,
the findings from the experiments are analyzed, to identify
the best technique for CA language recognition with accent
identification. The experiments were conducted on in-house
database, where the data were recorded by the Arabic lan-
guage experts. The results from both train-set and test-set
are analyzed in this section, to identify the optimal features
that can results in an accurate recognition. The results of
test-set and train-set are reported separately, since the testing
samples are obtained from two different sources of datasets,
as mentioned earlier in Section III-A. In this research, a k-fold
cross validation technique with 10-folds has been conducted,
showing the average value of accuracy and EER for every
experiment.

The recognition performance of seven Quranic accents
used in the recitation of Surah Al-Fatihah are measured and
presented in terms of Accuracy (Acc) and Equal Error Rate
(EER). The following evaluation measurements are used to
evaluate the performance, as described below:

Acc = 100 ×

(
Correct Acceptance+ Correct Rejections

Total number of samples

)
or
TP+ TN
P+ N

(17)

Err =
FP+ FN

TP+ TN + FN + FP
=
FP+ FN
P+ N

(18)

The terminologies are defined as follows:
• True Positive (TP): Number of correctly recognized
class samples.

• True Negative (TN): Number of correctly recognized
samples that do not belong to the class.

• False Positive (FP): Samples that assigned incorrectly to
the class.

• False Negative (FN): Samples that are not recognized as
class samples.

• Positive (P): Number of real positive cases in the data

• Negative (N): Number of real negative cases in the
data

A. FRONT-END PROCESSING
The performance of the prosodic features, spectral features,
and the combination of both are evaluated and analyzed in this
section. The assessment is performed to determine the most
effective features for CA language recognition with Quranic
accents identification.

1) PROSODIC FEATURES ANALYSIS
a: ACOUSTIC ANALYSIS
The phonetic information obtained from the acoustic analy-
sis, which performed on the prosodic features explains the
differences in the characteristics and manner of articula-
tions (accent) between Malay and Arabic languages. The
prosodic analysis of consonant phoneme can help define the
synchronic differences between the Quranic accents. For this
analysis, the acoustic and phonetic properties between the
phonemes Sad ( ), Seen ( ) and Zain ( ) will be differ-
entiated, due to see how the prosodic features differ from
one phoneme to another based on Quranic accents. Any dif-
ferences in the characteristic and behavior of each phoneme
on those three phonemes (Surah Al-Fatihah-verse 6) can be
identified based on the different dominant properties of the
phoneme-based accent. All samples and results were vali-
dated by the Quranic experts, based upon the CA syllables
approach and theory that has been agreed by the Muslim
scholars. The phonetic research focused on stress patterns
in CA phonemes is performed, where the acoustic parame-
ters, such as intensity, pitch and duration are extracted using
speech analysis software Praat [66]. This tool is believed
capable of measuring the prosodic and intensity values
through spectrogram with a proper stress (al-nabr), while
pronouncing the words of Quranic accents. The measured
intensity values based on the word stress are presented in
Table 6.
The results presented in Table 6 are generated from the

audio samples collected from ten Malay speakers, the same
speakers used as primary dataset for modeling stage. Based
on the mean energy of intensity presented in the table, almost
all respondents showed promising results; the finding indi-
cated that all Malay speakers are capable of pronouncing and
articulating the three words properly, within the acceptable
values (prosodic results) as compared to the native Arabic
speaker, as well as in reference to the fundamental theory of
word stress in variousQuranic accents [7], [11]. The results fit
our initial expectation, since all ten respondents were drawn
from the primary samples used in modeling stage, which
mainly used for generating database of Quranic accents in this
research. To develop a database with proper recitations in var-
ious Quranic accents, only audio samples from eligibleMalay
speakers who are experts and masters in Quranic recitation
with Quranic accents are selected. With proper learning and
training of CA phonemes, the mispronunciation issues while
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TABLE 6. Energy (intensity) value.

reciting the Quran are able to be solved. It is included the
phoneme of Sad ( ) and Seen ( ), which considered as
frequent errors (see Table 1) that have repetitively been made
by the majority of Malay speakers.

The median and mean energy of intensity reveal a signifi-
cant difference in the phoneme of Zain ( ), which has higher
energy values (bold value) as compared to the phoneme of
Sad ( ) and phoneme of Seen ( ) (less energy) (underline
value), in both male and female respondents. The finding
denotes a more abrupt closure of the consonant and vocal
folds of stressed syllables, as supported by previous study
[70]. The intensity value of phoneme Seen ( ) (underline) is
the lowest as compared to the other two phonemes of Sad ( )
and Zain ( ). This result supports the findings reported in [7],
indicating the intensity value of phoneme Seen ( ) should

be the lowest. Meanwhile, the phoneme of Zain ( ) (bold)
for Quranic accents of Khalad and Khallaf-facet 1 have been
considered as the stressed phoneme with a higher value of
intensity, than that of phoneme Sad ( ). The higher energy
of phoneme Zain ( ) also influences the stress differently due
to the different regional of Quranic accents.

The experimental results based on intensity (energy and
lexical stress) in this prosodic feature analysis, verified the
dissimilarities between each CA phoneme used in Quranic
accents recitation. Here, the apparent phonological diversity
and uniqueness in the characteristics of CA phonemes, where
the stressed syllables and accents for the particular conso-
nants can be differentiated. According to this, the prosodic
features are highly necessary to differentiate the Quranic
accents, and identify misarticulated phoneme among Malay
speakers during Quranic recitation. Hence, the results of
Quranic accents obtained later can be considered as reliable.
The accent information carried by prosodic are crucial for fur-
ther classification process, due to enhance the modeling and
recognition. From this analysis, the accentual influences, and
prosodic impacts of theMalay speakers’ recitation of Quranic
accents have supported the study and literature review of the
past research [12], [13], [14], on the issues of misarticulated
phonemes of CA language (see Table 1). As a result, there are
noticeable differences in prosody between each CA phoneme,
as proven in acoustic analysis executed (see Table 6).

On the other hand, the result of pitch and duration have
been presented in Table 7. The value of pitch and intensity are
related and coincide between each other. Here, the phoneme
Seen ( ) achieved the highest pitch value, as compared to
other phonemes of Zain ( ) and Sad ( ), but gained the
lowest energy. Contradict with the result of phoneme Zain
( ), where it represented the highest energy value, but the
pitch value was the lowest. Meanwhile, the duration for each
of syllables (from three syllables), which represented the
various Quranic accents has differed within the small margin
of period only.

Noted from Table 7, the margin of period, which differenti-
ate one accent to another is 0.092 seconds (highest), while the
lowest is 0.004 seconds. Theoretically in Quranic recitation,
these three syllables are combination of the consonants with
short vowel of fatHa, that just needs to be pronounced by a
duration of one motion/count only. In this case, none of the
duration values listed from the table is statistically significant.
Hence, the duration feature is unnecessary to be presented
in this paper, because the result of duration was unable to
show a significant difference between one accent to another
(distinguish the Quranic accents). Due to this matter, the
duration feature has not been highlighted and observed for
the next assessments, although the duration (as one of element
of prosodic features) is also involved with the computational
process in this research work.

The comparison of gender based on three syllables is pre-
sented in Table 8, where the average values for each prosodic
features are computed from the results as listed in Table 6
and Table 7. There is a clear trend of decreasing of the
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TABLE 7. Pitch and duration values.

TABLE 8. Comparison of average values of energy, pitch, and duration.

energy values for phoneme Seen ( ), when the pitch value is
high (values in blue and underline). Meanwhile, the energy

values for phoneme Zain( ) have gradually increased and
reach to the maximum level when the pitch values reach to
the lowest point. This situation had occurred for male and
female speakers, but in a comparison between both genders,
the values of pitch for female speakers is higher compared
to male speakers. The expectation of the result is based on
the research findings by [77], where the F0 value of a woman
adult is about twice as high, while her vocal tract is about 15%
shorter than a man.

b: ANOVA AND T-TEST ANALYSIS
The one-way ANOVA with Tukey’s post hoc was performed
to compare the energy, pitch, and duration between the
Quranic accents, as shown in Table 9. However, only the
energy value is presented in this paper, as an interpretation
from the result of energy in Table 6.

TABLE 9. Energy (intensity) value.
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TABLE 10. T-Test values of energy, pitch, and duration (between male & female speakers).

The articulation of phonemes following Khallaf-facet 1
accent resulted in significantly higher energy compared to
other accents (except for Khalad). These Quranic accents
represented the phoneme Zain ( ) from the word /zi ra:
t a/, which achieved higher energy values, as compared to
phoneme Sad ( ) and Seen ( ) (lowest energy). Means,
the result of this analysis has supported the evaluation and
justificationmade from the previous acoustic analysis, as well
as findings from [7]. In other hand, no significant difference
is observed from the ANOVA analysis measured for pitch and
duration between the accents. Thus, the ANOVA analysis for
pitch and duration features is needless to be presented in this
paper.

Another one-way ANOVA analysis was performed to com-
pare the energy, pitch, and duration between the speakers
of the same gender. But, the comparison of these features
from the similar gender is considered irrelevant in distin-
guishing the Quranic accents. Therefore, the result obtained
from this analysis is not highlighted here. Only the t-test value
is presented in this paper (see Table 10), for a comparison
between two different genders of speakers. Here, an indepen-
dent sample t-test is performed to investigate the relation of
energy, pitch, and duration between male and female speak-
ers. Overall, no significant difference is observed between
the male and female speakers in terms of energy, pitch, and
duration. However, the female speakers are generally having
a higher pitch and energy, with shorter duration compared to
male speakers.

2) SPECTRAL AND PROSODIC FEATURES ANALYSIS
In this section, we examined the performance of various
features for recognition of Quranic accents. The features are
the combination of prosodic features (pitch, energy, duration,
spectral-tilt) and spectral features2 (MFCC-based measure-
ment across the consonant-vowel or syllable nuclei).

As presented in Table 11, the performance results for
feature extraction process are presented stage by stage,
to provide a clear view of the significant improvement
achieved by each feature and its combination. These differ-
ent values obtained are significantly varied for each accent,
which shows the mismatch between consonants and vow-

2Pitch extracted from spectral features (Fig. 3) excluded for evaluation,
since the prosodic features already extracted the long speech segments.

TABLE 11. The percent accuracy of recognition based on prosodic and
spectral features using MFCC & GMM.

els. We can use this as an essential cue to the classi-
fier for decision-making, especially for accent identifica-
tion and classification. Noted that, the duration that repre-
sent as one of the prosodic features also involved with the
computational process at all stages of assessments (except
MFCC only). However, only pitch, energy and spectral-tilt
were observed and highlighted in this paper for evalua-
tion, and not for duration (based on previous justification).
Whereas, the spectral features of MFCC is configured using
13-dimensional MFCC, extracted with energy, plus their
delta and double delta are appended. The 39-dimensional
vectors are subjected to cepstral mean and variance
normalization.

In this experiment, we implemented the conventional clas-
sification technique of GMM with 64 mixture components
for accent modeling, due to estimate the weight of the mean
vector for each Quranic accent, as well as the mixture of
the weights from the training of Quranic pronunciation. The
results obtained from Table 11 show a significant improve-
ment of 7.303% (test-set) and 5.477% (train-set). It was
rendered by the use of spectral features (MFCC) integrated
with prosodic features (pitch, energy, duration, and spectral-
tilt), which are capable to produce better recognition results,
as compared to the previous ASR research using spectral
features of MFCC only [21], [22], [23], [29], [31]. Inspired
by this result, therefore, we adopt this feature extraction tech-
nique for the rest of the experiment after this. We believed the
combination of spectral and prosodic features, that extracted
from the speech signal can provide sufficient information for
supporting the further process of classification of Quranic
accents recitation recognition.
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B. BACK-END PROCESSING (GMM-UBM)
As previously discussed in Section II-B, the crucial issue
in the Quranic accents recitation involved the misarticulated
phonemes, which are influenced by the Malay colloquial
dialect. Based on Table 1, there are certain CA phonemes
have been categorized as Quranic accents phonemes, which
has a close articulation sounds for each other, according to
Malay language pronunciation. But in fact, the articulation
point has differed in CA language. The slightest differences
of CA phonemes between each of accent in Quran has dif-
ferentiated the Quranic accent’s reading style and the way on
how they supposed to be read (i.e., seven Quranic accents).
For discriminating an accent under the presence of closely
articulated sounds, we need a considerable amount of training
data for developing an accent model. The modeling method
ought to have a great deal of mixture components, in order
to identify the slight variation presented from each Quranic
accent. Collecting and dealing with a considerable amount
of data for each class, to train an accent model with a large
number of mixture components might not be possible if
we implemented the conventional classification technique
of GMM. In other word, the implementation of GMM in
Quranic accents is not practically effective, because it is prone
to overfitting.

In this work, we proposed to implement the GMM-UBM
classification technique for developing the accent models.
Using the modeling technique of GMM-UBM, the speech
data of 4 speakers (see Section III-B 2(b)) from all classes
of Quranic accents is pooled, in order to develop a universal
background model with a large number of mixture compo-
nents. Then, this UBM model is adapted to all classes of
Quranic accents, using the training data from other 6 speak-
ers. In the present approach, we used 10 EM iterations to
train the universal background model for the GMM-UBM
system with 512 mixture components. Here, the UBMmodel
is developed using 116-140 minutes of speech data, compris-
ing of all the Quranic accents. This UBM model is adapted
to all classes to build Quranic accents models with 512.
During the testing phase, the speech data from 4 speakers
(testing dataset) for each Quranic accent, that consist of both
male and female speakers are used to test the developed
Quranic accents models. The performance of GMM-UBM is
discussed in the following sub-section.

1) COMPARISON TO OTHER MODELS
In our initial experiment, we compared the performance of
our proposed classification technique of GMM-UBM with
other modeling techniques. Specifically, the other techniques
are the k-NN [29], [78], GMM [21], [22], [23], [26], [30],
and GMM-iVector [79]. The goal is to compare the perfor-
mance of these different identification methods using the
similar datasets (as listed in Table 3) and front-end process-
ing, as discussed earlier. These different modeling techniques
are interesting to compare, because they represent different
ways of modeling, due to determine the best classification

TABLE 12. Overall results of recognition between classification.

technique that capable of differentiating the Quranic accents
and classify the Quranic accents effectively.

As for GMM-iVector, the training data that comprises
all seven Quranic accents are utilized in training the
hyper-parameter of the i-vector system, UBM, and T-matrix.
The UBM model of 512 Gaussian components is trained
using the EM algorithm. The total variability subspace of
dimension 400 is applied for the i-vector. In the i-vector
approach, theGMMsupervector of eachQuranic accent utter-
ance is computed, where MLE of the total variability sub-
space (T-matrix) is calculated. Here, T-matrix is learned from
the EM, and used to estimate i-vector from its posterior dis-
tribution on the Baum–Welch statistics, which extracted from
the utterance using the UBM. Unlike the GMM-UBM (uses
feature vectors), i-vectors are used to represent the model and
test segments. The dimensionality of the i-vectors is reduced
through Linear Discriminant Analysis (LDA) using the Fisher
criterion. The aim is to compute a linear transformation that
maximized the between-accent variations, while minimiz-
ing the intra-accent variations. Then, gaussian Probabilistic
LDA (PLDA) modeling is performed, after whitening, mean
and length (normalized) are executed. Lastly, the identifi-
cation result from the system is given by calculating the
log-likelihood ratio (LLR) and verification scores, where the
system performance is then presented by accuracy.

The general trend shown by Table 12, Table 13-(a) and
Table 13-(b) is, as the values of EER decreased, a signif-
icant increment of performance for accuracy occurs in all
classifications. In this experiment, we made a comparative
analysis to compare the efficiency indices of four different
models, as shown in Table 12. To determine the best results
and classifier among them, we use a 10-fold cross-validation
technique to evaluate the trained classifier models. Here, the
GMM-UBMdemonstrate the highest efficiency, with average
accuracy is 86.15% (test-set) and 90.26% (train-set), outper-
forming the other models by 1-7%. Besides, the GMM-UBM
performance is recorded by 6.678% (test-set) and 1.858%
(train-set) improvement, as compared to conventional k-NN.
Also, the average accuracy indices calculated for GMM-
UBM are higher than that of conventional GMM, with an
increment of 4.435% (test-set) and 0.558% (train-set). The
results show that the GMM-UBM models have produced
13.85% of EER (test-set) and 9.745% of EER (train-set). The
GMM-UBM has also performed very well, as compared to
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TABLE 13. (a) Average efficiency indices of classification technique
(test-set). (b) Average efficiency indices of classification technique
(train-set).

GMM-iVector, as the former improved the average accuracy
indices by 3.982% (test-set) and 0.357% (train-set). Thus,
according to efficiency indices obtained based on percent of
accuracy and error rate (EER), it can be said that the GMM-
UBM model has outperformed other classification tested in
this research work.

The overall result shows some relevant observations. All
evaluation merits recorded, demonstrate the superiority of
the GMM-UBM model using the same data and same fea-
ture extraction technique (combined prosodic and spectral
features), in distinguishing the different Quranic accents,
as compared to that of k-NN, GMM-iVector and conven-
tional GMM.We summarize the results on performance of all
models in Table 13-(a) and Table 13-(b). From the practical
perspective and consideration of the results obtained, it can
be said that the GMM-UBM is an appropriate model to be
used in the machine learning, particularly to distinguish the
different Quranic accents. The results show that, a system
using the model is able to recognize the different Quranic
accents from the various features extracted from the test
speech database. This information is important to help draw
a comparative conclusion based on the performance.

The implementation of GMM-UBM through adaptation
method able to increase the level of effectiveness in ASR
modeling for Quranic accents. Adaptation also allowed the
Malay speakers to update their correct articulation of CA
phonemes in Quran, to prevent from confusion and mis-
articulated phonemes (blue and red color of phonemes as
highlighted in Table 4) later on, during testing stage. Hence,
any slight differences from CA phonemes can be differen-
tiated and identified clearly, based on respective Quranic
accents.

As compared to conventional GMM classification,
an accent model is computed independently by using the
EM algorithm. Commonly, the multi-variate of GMM could
suffer from the overfitting problem. This issue is occurred
when themodel complexity is high, under the presence of sin-
gularity. Moreover, the implementation of this classification
becomes complicated when the size of training data is larger,

and thus processing time become very time consuming,
especially with a large number of mixture components in
GMM. The GMM issue become complicated, where the
GMM algorithm having lack of systematic way in managing
a large training data with multiple accents of Quran to be
modeled with different classes of Quranic accents. Without
the adaptation function like GMM-UBM, the model created
through GMM becomes less sensitive/robust, where it is dif-
ficult to differentiate between each of CA phoneme and prone
to error (testing).We believed that the absence of this function
is considered as a major drawback for GMM algorithm.

2) CONFUSION MATRIX (GMM-UBM)
The confusion matrix developed for the GMM-UBM model
in the proposed system presents the best value that signifies
the correct Quranic accents in the testing phase. Here, the
matrix depicts the confusion faced by a particular classifier in
selecting the correct pattern based on detection of similarities
with the training set of Quranic accents in themodel. The con-
fusion matrices developed for Quranic accents are tabulated
in Table 14-(a) and Table 14-(b).

In this case, the results of validation accuracy for GMM-
UBM classification, which is presented based on a 10-folds
confusion matrix, are depicted in both tables. Here, the values
underline (in a diagonal position) represent the accuracy of
the correct Quranic accents. By using the proposed GMM-
UBM classifier, the system achieved classification accuracies
up to 98.4% for train-set, while the test-set achieved up to
96.8% classification accuracy. It is observed that, the pro-
posed system from the train-set (see Table 14-(b)) achieved
better results than the test-set (see Table 14-(a)), for all the
Quranic accents classes. The system achieved a significant
improvement, especially in identifying the Quranic accent of
Qunbul (98.4%) and Hafs (90.7%) from the train-set, which
is presented in Table 14-(b).

3) EFFICIENCY INDICES (GMM-UBM)
Meanwhile, Table 15-(a) and Table 15-(b) show the results
obtained after using the 10-fold cross validation technique.
The data from both tables present the efficiency indices
for identification of Quranic accents using the GMM-UBM
classification in both test-set and train-set, respectively. We
presented the experimental results based on four common
performance measures, known as of precision (p), sensitivity,
specificity, and F-Score (F1), for each set of Quranic accents.
From the data presented in both tables, we can see that the
performance of the GMM-UBM model for the majority of
Quranic accents has achieved the optimal result. It is apparent
from these tables that most of Quranic accents have accom-
plished above 80% of efficiency, which considered as ideal
results.

Finally, the experimental results as presented in Table 13-(a)
and Table 13-(b), Table 14-(a) and Table 14-(b), as well
as Table 15-(a) and Table 15-(b) are quite revealing in
several ways. First, unlike the other tables, the confusion
matrix and efficiency indices for each of Quranic accent
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TABLE 14. (a) The confusion matrix based on prosodic & spectral
features and GMM-UBM (test-set) (%). (b) The confusion matrix based on
prosodic & spectral features and GMM-UBM (train-set) (%).

using GMM-UBM classification are presented. Second, the
different types of classification models are tested, includ-
ing the different GMM-based classification models, such
as conventional GMM, k-NN and GMM-iVector. Although
GMM has been the dominant approach used in ASR research
by Arabic and CA researchers, the model still suffers with
overfitting problem especially when the model is highly
complex. In such cases, the GMM-UBM performs better
than other classification techniques, including conventional
GMM, as observed in the efficiency indices obtained for both
test-set and train-set (see Table 13-(a) and Table 13-(b)). In
GMM-UBM approach, we initially develop a large model
by using data from all seven Quranic accents to be adapted
to all accents, in order to develop the accent-based Quranic
recitation models. Therefore, the combined features of spec-
tral (MFCC) and prosodic in the GMM-UBM classification
have produced a model, which considered ideal and reliable
for ASR recognition with accent identification, to assist and
recognize the Quranic accents verse recitation.

TABLE 15. (a) Efficiency indices for Quranic accents (test-set).
(b) Efficiency indices for Quranic accents (train-set).

V. CONCLUSION AND FUTURE WORK
In this study, we have introduced a dataset for Quranic accents
and anASRmethodology for CA language. A summary of the
conclusion are as follows:

• A new database of Quranic accents has been developed
and evaluated through a series of experiments. However,
the quality of the database could not be evaluated via
comparison, as there is no standard database of Quranic
accents available yet.

• The feature extraction in the proposed methodology
incorporated prosodic (instead of commonly used spec-
tral features only) and spectral features. The prosodic
features carry traits of accents, which contribute to the
robustness of the ASR system for the CA language.

• Using the adaptation method from UBM, is greatly
simplifies the training and brings it into a much more
effective way of training the models, which then allows
for a fast-scoring technique during testing. As compared
to GMM, the modeling and recognition process can be
quite time-consuming for larger databases and could
cause overfitting problems.

• We compared the performance results of the well-
known GMM with other classification techniques, such
as k-NN, GMM-iVector, and GMM-UBM. After exe-
cuting the proposed GMM-UBM classification, the
results have significantly outperformed other classifi-
cation techniques in all cases. We also observed the
improvements when the prosodic been used together
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with spectral features (extract speech and accent info)
from the beginning till the end, versus the common
approach of spectral features and conventional classifi-
cation for training and testing.

• Finally, we showed our Quranic accents recognizer
outperforms other classification techniques, in similar
conditions. Here, the result of accuracy for GMM-UBM
is the best with 86.15% (test-set) and 90.26% (train-
set), whereby EER is 13.8% and 9.7%, respectively.
The results obtained after the implementation of GMM-
UBM had met our expectations, which behaved fairly
and precisely for both female and male recitations of
Malay speakers. Thus, we believed the level of effec-
tiveness of the developed system in detecting the differ-
ences of CA phonemes based on the Quranic accents
has improved. Moreover, the use of prosodic features
enables the classification process to identify the differ-
ences between CA phonemes, with the misarticulated
phonemes problem faced by Malay speakers.

As demand for self-learning tool of Quranic accents
among non-Arabic speakers increases, the combination of
prosodic and spectral features for classification by GMM-
UBM embarks on a new method in identifying the Quranic
accents. This study should be optimized and improved fur-
ther in the future, with a recognition technique specifically
for the Quranic accents recitation. Therefore, in the future,
we will extend this work for other non-native Arabic speak-
ers and cover other chapters of the Quran. Means, we will
expand this research work by applying with a better-quality
audio of speech samples and larger size of speech database,
where the amount of training data will be increased for each
Quranic accent. Other than enlarging the chapters of the
Quran, expanding to other types of Quranic accents, through
replication procedure is also highly beneficial indeed. All the
trials, evaluations, and analysis conducted in this research
have led us to the different ideas for future work and improve-
ment, especially in developing a database for various Quranic
accents.
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