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ABSTRACT Non-communicable disease, especially chronic disease, is the most common factor of
complication of deteriorating physical health and the state of one’s mind. It is also a prominent cause
of illness and mortality around the world. Primarily chronic disease is preventable at a particular stage
though its occurrence is critical. To make clinical decisions, these illness prediction models were created to
assist clinicians and patients. A chronic disease prediction model takes into account many risk variables to
determine an individual’s illness risk. Machine learning approaches have made it possible to predict chronic
disease early by collecting Electronic Health Record (EHR) data. This paper focuses on the diabetes dataset
extracted from Kaggle and two unseen real datasets. In this paper, we have implemented Synthetic Minority
Over-Sampling Technique (SMOTE) algorithm to balance the dataset. We have also explored Boruta as the
feature selection method. To tune hyper-parameters of different algorithms, we have proposed an improved
technique by combining the Grid Search method with the Grey Wolf Optimization algorithm. The Grid
Search method requires extensive searching, while the Grey Wolf Optimization algorithm is easily linked,
rapid to seek, and extremely exact. Nine conventional classification techniques have been evaluated in this
paper. This research concentrates on the Stacking Classifier to assess the performance of the predictionmodel
that produces the best results. The Proposed Model gave the highest F1-Score 98.84% on PIMA dataset,
98% after validation on the Synthetic dataset, 97.3% on ADRC dataset, 96.20% on FHD dataset. To the best
of our knowledge, no previous work has focused on such a sort of technique and these two datasets. The
outcomes of the comparison experiment on the PIMA dataset reveals that the proposed strategy performs
better. This study also provides the interpretation of the proposed model. It conducts an ethical assessment
of what explainability means for the use of Machine Learning models in clinical practice.

INDEX TERMS Chronic disease, feature selection, hyperparameter tuning, machine learning, non-
communicable diseases, prediction model, stacking classifier, interpretability.

I. INTRODUCTION
Machine Learning (ML) is ‘‘a field of study that enables
computers to learn without being explicitly programmed.’’

The associate editor coordinating the review of this manuscript and

approving it for publication was Tallha Akram .

An IBMemployeewhowas also anAmerican pioneer coined,
defined, and emerged this effective term ‘machine learning’
in 1959. However, with broad implementation, ML has
advanced dramatically in the previous decade. Artificial
Intelligence (AI), Data Mining & ML were early adopters in
health care services by building robots that can analyze, learn,
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and respond to data, and their popularity has since expanded
with the advent of genetic data and, most importantly,
the broad availability of wearable sensors. Deep Learning
(DL) is a very recent topic in ML [1]. The integration of
health sciences, computer science, and information science to
manage and disseminate data for clinical practice is known as
clinical informatics. Furthermore, clinical informatics tools
are resources that facilitate health practitioners to quickly
gather, share, and use data and ICT knowledge to improve
healthcare delivery. The tools make it easier to integrate
ICT to help patients and doctors make decisions while
promoting evidence-based medicine. Daily, using traditional
methodologies, it is extremely difficult to examine and
manage massive amounts of diverse data and information
generated by healthcare providers. ML/DL approaches assist
in properly analyzing this data for meaningful insights.
Furthermore, a variety of data sources, including genomes,
health data, social media data, and climate data, might
be used to improve healthcare data. The four major
sectors of healthcare that can be improved by ML / DL
approaches are prognosis, diagnosis, medication, and clinical
workflow [2].
Most databases contain personally identifiable informa-

tion, including health information, that’s why these are
inaccessible. Identifiable documents are complicated to share
since organizations must adhere to strict guidelines. When it
comes to acquiring critical datasets, researchers and analysts
continue to confront several challenges. Data access criteria
include the requirement for data usage agreements, the
preparation and authorization of a comprehensive protocol,
the finalization of a data request form, the acceptance of an
ethical assessment, and the cost of getting datasets that are not
in the public domain, remain a challenge [3]. So, Synthetic
data, or artificially created data, has recently been fascinated
because of its potential for making timely healthcare data
more available for research and technology development [3].
Prediction is nothing new in healthcare since clinical prac-
titioners are adept at assessing risk factors or creating data-
driven prognostic forecasts. Machine learning techniques can
outperform classic regression models in terms of prediction
accuracy [4]. A prediction model is a model that provides
a way to assess a patient’s risk of disease outcome. With
the proliferation of such prediction models, the question of
when, what and how to use them arises. Depending on the
company’s needs, these models can be tried to teach over
time to respond to new information or perspectives [5]. When
patients fail to define their medical problems correctly, based
on laboratory research, it can result in some probability
of error. Healthcare professionals struggle to make choices
about illnesses because they may lack expert knowledge in
some areas. To overcome this limitation, it is necessary to
create a disease prediction system by combining knowledge
of medicine with an integrated approach to produce the best
results and benefit society [6]. Diabetes is classified as a non-
communicable disease (NCD),i.e. it does not spread from
one person to another. NCDs are medical conditions that last

for a long time and progress slowly. Genetic, physiological,
behavioral, lifestyle, and environmental factors are the
leading cause of NCDs. According to the World Health
Organization (WHO), NCDs are the leading cause of death
worldwide, accounting for 71% of all deaths yearly. Illness
self-awareness in patients is crucial for disease control yet
challenging to attain because NCDs are chronic, hidden,
and irreversible. Cardiovascular diseases (CVD), cancers,
respiratory diseases, liver, and chronic kidney disease (CKD)
are the top killers among NCDs [7], [8]. Diabetes causes
other health problems. High and low blood pressure, nerve
damage, and bone difficulties are all symptoms of CVD
and CKD. In which, Diabetes, high blood pressure, and
CVD are all risk factors for CKD patients, according to [9].
AI has become a viable method for creating computer-aided
diagnostics (CAD) in the field of medicine [10], [11], which
could be used to explore hidden associations between the
onset of CKD and the onset of its symptoms, allowing for the
early identification of patients at risk. DiabetesMellitus (DM)
is a long-term state in which the body fails to generate or even
use insulin properly. It is caused by genetic predisposition,
poor lifestyle, and unhealthy diet. Diabetes is a well-known
risk factor for CVD. Individuals who have type 2DM(T2DM)
have a higher risk of CVDmortality and morbidity than those
who are not diabetic [12], [13].

In this study, we worked on one public dataset i.e. PIMA
and Two real Indian datasets from S.N. Medical College,
Agra, Uttar Pradesh, India. It has 583 samples. And another
is the ‘FHD dataset’ collected from Future Hospital, Bareilly,
Uttar Pradesh, India. It has 400 samples.

A. CONTRIBUTION
This research aims to develop an effective method to predict
chronic diseases, like diabetes, as accurately as possible. The
following are the paper’s main contributions:

• The PIMA [14] data set is used, which is unbalanced.
We validated the proposed model using a synthetic
dataset of 500 samples based on PIMA. We have also
worked on two Indian and actual diabetes mellitus
datasets. These private and real datasets are referred
to as the ‘ADRC dataset’ and ‘FHD dataset’ in this
work. ADRC dataset was received from Professor (Dr.)
Prabhat Agrawal S.N. Medical College Agra, while
FHD was collected from Future Hospital Bareilly.

• We have applied a balancing algorithm: Synthetic
Minority Over-sampling TechniquE (SMOTE), to bal-
ance the unbalanced dataset.

• Evaluate the effectiveness of the various modeling
techniques using a set of full features along with a set
of extracted features after exploring approaches such as
Boruta.

• Optimize hyperparameters using Grid Search and
also apply the proposed Hybrid approach, GS-GWO,
to optimize hyperparameters and find the best
hyperparameters.
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TABLE 1. Acronyms and their meanings.

• We have proposed an efficient prediction model based
on a stacking classifier to enhance the outcome.

• To comprehend how the model predicts the decision,
explainable AI algorithms such as LIME and SHAP are
applied. These methods aid in determining which traits
are most important in prediction.

B. STRUCTURE OF THE PAPER
The remainder of the article is organized as follows: Table 1
contains a list of all the acronyms used in this work.
Section II is a literature review that discusses past work.
Section III defines methodology which contains a brief idea
of all the datasets, feature scaling, balancing algorithm:
SMOTE, feature selection method, hyper-parameter tuning,
classification algorithms, and proposed model. Experimental
environment and results in terms of performance evaluation,
discussion and statistical test are presented in Section IV in
detail. Section V discusses the interpretation of the proposed
model. Also, comparisons with previous work have been
focused on Section VI. Section VII elaborates discussion part
and Section VIII makes some concluding remarks.

II. LITERATURE REVIEW
This section discusses the various AI and ML techniques
used recently to detect and diagnose chronic diseases.
It is very hard to predict which features will be most
significant. Data is often acquired by describing occurrences
with as many details as possible and then deciding which
are significant. Too many features might be harmful as a

result of which, the effect of significant differences and the
decision model’s similarities will diminish as it attempts
to integrate all possible information. Techniques of feature
selection seek the minimal number of features that yield the
best classification [15]. Many features can overburden the
classifier, significantly impacting classification calculation
and lengthening the computational time.Many features might
overwhelm the classifier, affecting classification calculation
and increasing the calculation time. The goal of choosing
feature subsets is to reduce calculation time while improving
prediction outcomes by deleting features/attributes from a
dataset deemed uninteresting or incapable of contributing to
classification accuracy [16]. Authors [17] proposed a distinct
feature selection scheme coupled with a machine-learning
technique that may quickly detect a premature chronic illness.
As a direct consequence, a new strategy adaptive probabilistic
divergence-based feature selection (APDFS) strategy for the
earlier detection of chronic disease, is offered in conjunction
with the hyper-parameterized logistic regression model
(HLRM). The APDFS algorithm identifies characteristics
that are important for CKD diagnosis. The data set containing
just the specified attributes is fed to the HLRM model,
which is utilized to anticipate chronic illness in its early
stages with 91.6% accuracy. Authors [18] proposed BSWE
GWO KELM, a feature selection framework for predicting
intra-dialectic hypotension utilizing chronic kidney disease-
mineral and bone problems.

Authors [19] proposed Gray-Level Co-Occurrence Matrix
(GLCM) and First-Order Statistics (FOS) for feature selec-
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tion with a voting classifier to predict fatty liver and achieved
97.1% accuracy. The authors [20] developed a prediction
model that employed logistic regression to predict the
probability of the emergence of liver disorders. The predictive
model performed admirably, with a forecast accuracy rate of
72.4%. Through prediction, the study [21] evaluates the effec-
tiveness of variousML algorithms in reducing the high cost of
detection of chronic liver disease. With a 75% accuracy rate,
logistic regression produces the best results. This work’s [22]
demonstrated a novel knowledge-based system based on
fuzzy rules generated by Classification and Regression Trees
(CART). The findings imply that integrating fuzzy rule-based
CART with de-noising and clustering techniques increases
sickness prediction accuracy and efficacy from real-world
medical datasets. This research [23] is focused on identifying
essential predictors of liver disease. To generate missing
data points, multiple imputations by chained equations
(MICEs) were employed, while for dimensionality reduction,
principal component analysis (PCA) was employed. Among
the various algorithms, Random Forest provided the highest
accuracy score of 98.14%. The authors [24] concentrated on
developing a prediction model to detect risk variables for
diabetes illness. The total accuracy of the machine learning-
based system is 90.62%. For the K-10 fold method, the
RF-based classifier with feature selection method based on
LR provides 94.25% accuracy and 0.95 Area Under Curve
(AUC).

The fundamental purpose of this study [25] is to create
a system capable of reliably predicting diabetes in patients.
The experimental findings show that the targeted framework
with Ensemble Voting Classifier can achieve an accuracy
of almost 86%. To adequately retrieve high-level signals
concealed in chronic illness datasets, the authors [26] present
a network-limited polynomial neural network (NLPNN)
technique. This method augments data in feature space and
aids in the reduction of over-fitting. The suggested approach
may aid in the prompt and accurate diagnosis of chronic
illnesses at an early stage. It can provide incredible precision
results. The authors [27] propose a system based on Graph
Neural Networks (GNNs) for forecasting chronic illness.
To begin, researchers project a patient-disease bipartite graph
used to create a Weighted Patient Network (WPN) that
preserves the implicit link between patients. The prediction
models are then built using GNN-based approaches. These
models leverage WPN attributes to make strong patient
representations for chronic illness prediction. Authors [28]
suggest a classifier based on the ensemble method to improve
decision-making for the identification of renal illness in an
effective manner. Ensemble approaches integrate many learn-
ing algorithms to produce higher prediction performance
than each constituent learning algorithm could accomplish.
Furthermore, data is examined using 10-fold cross-validation,
and system performance is measured using the receiver
operating characteristic curve. Authors [29] tackled the
prediction problem as a binary classification problem, and
machine learning algorithms such as kernelized and sparse

support vector machines (SVMs), Random forests, and sparse
logistic regression were studied. They introduce two novel
methods: K-LRT, a likelihood ratio test-based strategy, and
JCC, a joint clustering and classification method that finds
hidden patient groupings and tailors classifiers to each group.
Reference [30] introduces a disease risk prediction technique
by using a novel convolutional neural network (CNN)-based
multimodal for structured and unstructured hospital data.
When compared to other conventional prediction algorithms,
94.8% accuracy is achieved by the proposed method and a
faster convergence time than the CNN-based unimodal illness
risk prediction method.

Author [31] has applied different classifiers to predict
the stage of chronic kidney disease. Among all Proba-
bilistic Neural Networks (PNN) provide better accuracy.
This research [32] uses a neural network (NN) model
to investigate the challenge of predicting renal disease in
hypertensive individuals. A hybrid neural network is also
described, which combines Bidirectional Long Short-Term
Memory (BiLSTM) and Autoencoder networks. The pro-
posed approach [33] employs predictive analysis to identify
the factors that fail in the early identification of Diabetic
Mellitus. The decision tree algorithm and the Random
forest have a maximum specificity of 98.20%, according
to the data. Authors [34] worked on nine classification
algorithms and compared all predictive models; among
them, AUC for logistic regression was.8733, with sensitivity
and specificity of.83 and.82, respectively. Using Magnetic
Resonance Imaging (MRI), this study [35] provides a model
prediction of LGG molecular subtypes. MR images were
segmented and transformed into radiomics characteristics,
providing predictive information on the classification of brain
tumors.

A. RESEARCH GAP
In the literature, various concepts, methods, and techniques
have been applied to different datasets, most of which
belong to diseases and getting real medical data is another
challenging task. A thorough study explains a high need to
explore and select the best features as well as optimization
techniques for hyperparameters. It has been observed that
most of themedical datasets are unbalanced. Transforming an
unbalanced class into a balance class is necessary to improve
the functionality of the model of a classifier.

III. MATERIAL AND METHODS
The study technique and a dataset will be explained in this
part. Working of the block diagram, Fig.1 are summaries in
terms of the following points:

1) First of all PIMA dataset has been collected from
Kaggle [14] public repositories and real datasets from
Hospital.

2) Apply Exploratory Data Analysis and find out the null
values, duplicate values, and outliers and handle them
with the proper concept of data preprocessing.

3) Apply SMOTE to balance the dataset.
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FIGURE 1. Work flowgraph.

4) Apply different Feature Selection and Extraction
Methods.

5) Machine-learning models have been applied.
6) Apply training and testing.
7) Evaluate the performance.
8) Implement a Stacking classifier to improve the perfor-

mance.
9) Analyze the performance of the classifier.

10) Interpret the Model.

A. DATASET
In this paper, we consider three diabetes disease datasets
as shown in Table 2, one is a popular PIMA dataset [14],
its synthetic dataset for validation, and two real diabetes
disease datasets. These datasets belong to India. The dataset’s
description is as follows: This data set contains 768 patient
data, 268 diabetic and 500 non-diabetic patients were found
across nine columns. In these columns, eight are independent

TABLE 2. Descriptions of all three diabetes dataset.

variables containing numerical data, and one is a dependent
variable containing categorical value as mentioned in Table 3.
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TABLE 3. Attribute descriptions in the PIMA Dataset.

TABLE 4. Attribute descriptions in the ADRC Dataset.

Table 4 defines the attribute discription of ADRC dataset.
It has seven attributes, of which six are independent and
one is a dependent attribute. It contains 583 samples.
The Neuropathy attribute indicates nerve damage symptoms
occur if the patient has diabetes. Insulin is a hormone
produced by our bodies tomaintain appropriate blood glucose
levels. It facilitates the entry of blood glucose (blood sugar)
into your cells, which may be utilized for energy. This test
indicates whether the insulin that our body produces is in
the normal range or not. Hemoglobin tests are performed as
part of a complete blood count (CBC), specifically red blood
cells in the body that transports oxygen from the lungs to
the rest of the body. While HbA1c is hemoglobin A1c test
determines the average blood sugar level over the previous
2 to 3 months. It is also known as the glycated hemoglobin
test and glycohemoglobin. Table tab:FHD represents the
description of FHD dataset. It has 400 samples. Postprandial
or postprandial glucose levels refer to blood sugar levels after
eating. It should be less than 140. Two numbers are used
to calculate blood pressure: The first number, systolic blood
pressure, measures how much pressure is in your arteries
when your heart beats. It should be less than 120. The second
number, diastolic blood pressure, measures the pressure in
your arteries between heartbeats. It should be less than 80.

TABLE 5. Attribute descriptions in the FHD Dataset.

FIGURE 2. Countplot of outcome.

B. EXPLORATORY DATA ANALYSIS (EDA)
During EDA, it has been observed that:

• In our PIMA dataset in Fig.2, the proportion of diabetes
patients is approximately half that of non-diabetic
patients. This is a major imbalance. Similarly, in ADRC
and FHD dataset, no. of diabetic patients are less than
that of non-diabetic patients, so an imbalance exists.

• The original data format is CSV (Comma Separated
Value).

• All three datasets do not have a null value, however,
PIMA does have numerous zeros, such as:
Glucose has a total of 5 zero values. Blood pressure
has 35 zero values. The number of zero values in
SkinThickness is 227, Insulin has 374 zero values, and
BMI has 11 zero values, but again zero is a value and is
handled by replacing it with the mean value.
Similarly, ADRC has zero value in neuropathy, Insulin.
While FHD has no zero value.

• Using the pair plot approach, Fig.3 illustrates the
correlations between all features with respect to one
another in seaborn. The color attribute could be utilized
to make distinctions between each feature’s various
classifications. The ‘Outcome’ of the color used comes
from the dataset.

• Outlier is the extreme value beyond the range of upper
limit and lower limit. In PIMA, some outliers were
detected with the help of Boxplot as mentioned in
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FIGURE 3. Analysis of attributes.

Fig.3b. These outliers could be the result of various
underlying causes. It is advisable to normalize the data to
protect against the negative consequences of the outliers.
Due to the short size of the dataset, it was not preferred
to eliminate unnecessary rows. They were handled by
using IQR (Inter Quartile Range) method.

For assessing the original PIMA, a Synthetic dataset
is created to validate our model. We compare variable
distributions from 500 data samples generated using Gretel’s
Actgan Cloud based AI model to the original ground truth
data under settings for dealing with missing data and
outliers, including biased, imbalanced, small sampled data
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and maintaining similarities. Fig.4 depicts the outcome of
Gretel Report [36], [37].

C. FEATURE SCALING
This process is applied to scale a set of variables or
features in data in an equal manner. In data processing,
it is commonly referred to as data normalization or data
standardization. Before utilizing machine learning methods
to train models, feature scaling is often done at the last step of
data preprocessing. It is intended to alter the data so that each
characteristic falls inside a given range (e.g., between 0 and
1). As a result, training and tuning become more efficient
and prevent any one characteristic from outperforming the
others. There are several ways to scale features includ-
ing, Normalisation (min-max scaling), Standardisation (z-
score standardization), and decimal scaling (robust scaling).
In this work, we have applied Standardisation to scale the
features.

D. FEATURE BALANCING
The imbalance of class instances in the healthcare data set
is a major problem. This indicates that the instance is not
being divided appropriately across the various classes. Con-
sequently, skewed class data classification results deliver a
skewed conclusion in favor of the dominant class. To improve
the performance of any machine learning algorithm on an
unbalanced classification issue, data sampling or data balanc-
ing techniques adjust the ratio of class instances. There are
two approaches to balancing uneven data collection, which is
both under-sampling and over-sampling [38]. There are three
fundamental methods for getting balanced data: (1) more
samples from the minority group (oversampling); (2) fewer
samples drawn from the majority group (undersampling);
and (3) a combination of under and over sampling. Data
oversampling entails duplicating instances of the minority
class or synthesizing new minority class examples from
existing ones. Oversampling methods for data include
Random Oversampling SMOTE, Borderline SMOTE, SVM
SMOTE, k-Means SMOTE, and ADASYN. The most used
approaches are SMOTE and its variants, such as Borderline
SMOTE. The quantity of oversampling to execute is maybe
the most critical hyperparameter to tune. The undersampling
strategy selects data at random or uses an algorithm to select
which samples to remove from the majority class. However,
this procedure results in data loss, which might impact the
learning process [39]. Some Data undersampling methods
are Random Undersampling, Condensed Nearest Neighbor,
Tomek Links, Edited Nearest Neighbors, Neighborhood
Cleaning Rule, One-Sided Selection.Modified nearest neigh-
bors and Tomek linkages are two popular editing algorithms.
All oversampling approaches can be used in pairing with
almost every undersampling method. As a result, it may
be advantageous to try various kinds of oversampling and
undersampling strategies. A combination of some popular
oversampling and undersampling approaches are: Random

Undersampling and SMOTE, Tomek and SMOTE Links,
SMOTE and Nearest Neighbours Edited. Depending on the
machine learning method used, data sampling techniques
may perform differently. Furthermore, the k-nearest neighbor
approach is used internally by the majority of data sampling
algorithms. The data types and sizes of input variables are
extremely important to this method. As a result, it may be
necessary to at least normalize input data with different scales
before evaluating the approaches, and it may be necessary
to use specialized methods if certain input variables are
categorical rather than numerical. But in this paper, SMOTE
with KNN algorithm has been implemented.

1) SMOTE
In this method, the minority of samples are now made up of
synthetic ones. It raises the proportion of the minority class.
Minority class to achieve equilibrium with the dominant
class [40]. A ‘‘balancer’’ is just another term for it. The
complete dataset is utilized as input, but only the minority
class is examined. KNN was utilized by SMOTE to discover
new instances (or to produce fake data). In the vast majority of
situations, it has no effect. The new instances don’t just repeat
minority cases that already exist. As an alternative, for each
target class and its nearest neighbors, the computation applies
component space tests to produce new models that merge
objective case qualities with their highlights. The test scope
widens as a result of this method, which makes highlights for
each class more accessible [41].

E. FEATURE SELECTION METHOD
The primary focus of research in statistical science, data
mining, and machine learning is feature selection. Several
feature identification techniques have been deployed in
recent years to healthcare datasets to obtain more useful
information. On clinical datasets, feature selection techniques
are used to predict DM, CVD, strokes, hypertension,
thalassemia, and other chronic disorders. When the data
contains more important and non-redundant qualities, dif-
ferent learning algorithms perform more effectively and
producemore accurate results. Sincemedical datasets contain
a huge number of duplicated and irrelevant attributes,
finding fascinating disease-related components requires an
effective feature selection technique [42]. Feature selection
aims to select some important features and exclude less
significant ones. Finding out the best subset of features
that can improve the results is a big challenge. A thorough
categorization model may be constructed by reducing the
size of features and eliminating unneeded characteristics [43].
It is often preferable to remove inessential, as well as
incomplete and inaccurate information before applying any
model to the data in order to obtain more accurate results
faster. Practically it is very critical to shrink the dataset’s
dimensionality. The primary problem of feature reduction is
identifying the appropriate subset of traits to yield the best
classification performance. Moreover, the complexity drops

VOLUME 11, 2023 80037



P. Yadav et al.: Exploring Hyper-Parameters and Feature Selection

FIGURE 4. Report generated for synthetic data.

exponentially when the most crucial features are chosen [42].
This method shortens the training period of the learning
algorithm, improves prediction accuracy, and makes data
more comprehensible. It also makes data easier to visualize.
There are three broad categories of typical machine learning
feature selection strategies:

Filter Method, Wrapper Method and Embedded Method.
Many authors are now opting for hybrid methods that
combine both approaches, with somewhat same promising
results [42].

1) FILTER METHOD
Unlike the following learning algorithms, filter approaches
have a preprocessing stage. They use different approaches to
choose features. A score or assessment criterion is used to
choose a collection of qualities depending on how important
each feature is to the target variable [44], [45].

2) WRAPPER METHOD
Wrapper Method is a feature selection technique that
ranks a subset of traits based on how well a predictive
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model that was trained alongside them predicted the future.
A classifier that calculates the importance of a given subset
of attributes is used for the evaluation. Although there
is evidence that these strategies are effective, they are
computationally expensive [46], which makes them less
common [45], [47].
Boruta Method: Boruta is built on the same idea as the

random forest classifier: random variations and relationships
may be reduced by infusing randomness into the system and
getting data from a collection of randomized samples. In this
case, the additional randomization will allow us to determine
which features are most important [48]. The steps of the
Boruta algorithm are defined in Algorithm 1.

Algorithm 1 Boruta
1: Increase the size of the data by including duplicates of

all variables (the information system is always extended
by at least five shadow attributes, even if the number of
attributes in the original set is lower than 5).

2: Rearrange the other characteristics to eliminate any
connections with the outcome.

3: Run a random forest classifier using the enlarged
information system, then gather the generated Z scores.

4: Determine the shadow attribute with the greatest Z score
(MZSA), then hit every attribute that scored significantly
higher than MZSA.

5: Use the MZSA to run a two-sided test of equality for
each characteristic of unknown relevance.

6: If the importance of the qualities is significantly
lower than MZSA, mark them as ‘‘unimportant’’ and
permanently delete them from the information system.

7: Consider qualities to be ‘‘important’’ if their relevance
is much higher than MZSA.

8: Eliminate all shadow properties.
9: Continue the process technique characteristics have been

assigned a priority or the algorithm has used all available
random forest runs, whichever comes first.

3) EMBEDDED METHOD
These techniques choose features during the learning process
and are often given to the learner. By applying their various
evaluation criteria during various stages of the search process,
the current model also benefits from the two preceding
models. Filter capabilities and Wrapper techniques are
combined in embedded approaches. Algorithms with internal
feature selection techniques carry out this [49]. Unlike the
wrapper method, embedded techniques interact with learning
algorithms at a lower computational cost. It retains feature
dependencies and considers not just the relationship between
input and output features, but also looks locally for traits that
allow for stronger local discrimination. It selects the optimal
subset for a given cardinality using independent criteria. The
learning algorithm is used to select the best subset from those
with changing cardinality [50].

F. HYPERPARAMETER TUNING
Each algorithm has some hyperparameter that can be used to
control the process of learning and can be modified before
training time. This setting of the hyperparameter is known
as hyperparameter tuning. To get better performance of the
ML model, it should be preferable to obtain optimal hyper-
parameters. Before model training, hyperparameter tuning is
performed to get better results. All of the hyperparameters
that will be modified in this study [51]are the number of
epochs and batch size. Where Each approach produces the
optimum deep neural network hyperparameter. To adjust
hyperparameters, three basic strategies are used: grid search,
random search, and Bayesian optimization.

1) GRID SEARCH
Grid Search is a conventional approach that evaluates all
hyperparameter combinations. Grid Search employs the
learning rate and several layers as hyperparameters. Initially,
a set of values is specified for each hyperparameter. Each
iteration estimates the hyperparameter combination. Finally,
the optimum hyperparameter combination for the learning
algorithm is chosen and executed [52]. The Grid Search
considers all possible combinations in the hyperparameter
space defined. In python the GridSearchCV function from
the sklearn library is used to tune hyperparameters using Grid
Search [51], [53].

2) RANDOM SEARCH
In this method, a combination of hyperparameters is selected
randomly. So this is not considered the whole set of
combinations of hyperparameters. In python, the Random-
izedSearchCV function defined in the sklearn library is used
to tune hyperparameters using random search [51], [53].

3) BAYESIAN OPTIMIZATION
Bayesian optimization is a method based on the Bayes
theorem that selects the set of the optimal hyperparameters
for the next evaluation by taking the previous evaluation
into account. The number of hyperparameter combinations
that Bayesian optimization will try is explicitly specified.
In python the BayesSearchCV function defined in skopt
library is used to tune hyperparameters using Bayesian
optimization [51], [53].

G. GREY WOLF OPTIMIZATION ALGORITHM
In 2014, author [54] proposed Grey Wolf Optimizer (GWO)
is a greywolf-inspiredmeta-heuristic optimization algorithm.
This algorithm mimics the leadership organization and
hunting style of grey wolves in the wild. Wolves in this stage
usually live in groups of 5 to 12 associates, with two serving
as leaders. Grey wolves are categorized as alpha, beta, delta,
or omega wolves focused on their effectiveness, decision-
making skill, and efficiency [55], [56]. The leaders of the
hunters, or ‘‘alpha wolves’’, decide on hunting tactics. They
are the most dominating wolves in the pack since the others
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must obey their orders and follow their lead. The pack’s
alphas don’t have to be the strongest individuals, but they
must be the most adept at leading the group as a whole.
Wolves in the beta are second in the hierarchy. When making
decisions, a beta wolf assists the alpha. The beta wolf replaces
the alpha wolf if he passes away or ages. As one of the
lowest levels in the hierarchy, they must uphold discipline
and reaffirm the alpha’s orders to the pack. Omega wolves
are the lowest members of the hierarchy and are used as a
convenient excuse. They should be the last to feed and should
submit to the dominant wolves in the den. A subordinate wolf
in the pack is referred to as a delta wolf, which is a wolf
that is neither an alpha, beta, nor omega. Although they are
subordinate to alphas or betas, delta wolves are in charge
of omega wolves [57]. The steps of the GWO algorithm are
defined in Algorithm 2

Algorithm 2 GWO
1: Initially Set the grey wolf population Xi(i = 1, 2, . . . , n)
2: Initialize a,A, andC
3: Determine the fitness of each search agent.
4: Consider the best search agent as Xα

5: Consider the second best search agent as Xβ

6: Consider the third best search agent as Xδ

7: while (t < Maxnumberofiterations)
8: for each search agent
9: Modify the current search agent’s position.

10: end for
11: Modify a,A, andC
12: Evaluate the fitness of all search agents
13: Modify Xα,XβandXδ

14: + + t
15: end while
16: return Xα

H. PROPOSED HYBRID METHODOLOGY
This section describes the hybrid hyperparameter optimiza-
tion technique that we developed by combining Grid Search
with GreyWolf Optimization (GS-GWO). Themain structure
of proposed approach is depicted in Fig.5.

Grid Search application at the outset of the search process
is a crucial objective of this hybrid technique. Grid Search
subsets are assessed using a stopping criterion. The fitness
function must either stay constant over many rounds or vary
in a negligibly small way, and the current wolf performance
metric must be compared to the most recent best learning
measure for Grid Search to send the data to GWO. When
the halting requirements are satisfied, the GWO algorithm
takes over the search process. The GWO algorithm’s starting
population is made up of the best subsets discovered by
the Wolf population. In our work, we have used GS-GWO
method for identifying the hyperparameters of machine
learning algorithms as illustrated in Table 6.

FIGURE 5. Architechture of proposed hybrid methodology.

I. CLASSIFICATION ALGORITHMS
1) K-NEAREST NEIGHBOUR
Amachine learning algorithm whose working correlates with
a lazy learner is called KNN, in which learning occurs since
acquiring test data and even the method’s training data have
no time overhead. The test data formula will use the distance
measure to determine which k data points are relatively close
to each test data point, and a conclusion will be drawn based
on the category data of those k data points. In the binary
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TABLE 6. Hyperparameters of different ML Algorithms.

classification problem, the test data is frequently the category
with the highest percentage of the k sample points [39].

2) NAIVE BAYES
This technique is based on the Bayes theorem and in which
each pair of attributes is independent of each other [58].
It works successfully and may be used in several real-
world contexts, such as spam filtering, document or text
categorization, and so on, for both binary and multi-
class categories. The NB classifier may be employed to
accurately detect noisy events in data and develop a credible
prediction model. The key advantage is that it takes less
training data than more advanced algorithms to estimate the
relevant parameters swiftly [48]. However, owing to its heavy
assumptions on feature independence, its performance could
be hampered. The most common NB classifier improvements
are Gaussian, Multinomial, Complement, Bernoulli, and
Categorical.

3) RANDOM FOREST
An ordinary bagging algorithm is Random Forest (RF) [39].
Each classifier is trained by RF using a randomly selected
section of the dataset and a randomly selected subset of the
features in contrast to traditional decision trees. The outcomes
of each trained classifier’s prediction are different for the
same input. The final prediction result is determined by
voting on each trained classifier’s output, often using the
plurality or mean. As the features are scattered at random, the
method will increase the variety of its own classifiers, which
will improve the model’s prediction performance.

4) DECISION TREE
It is a tree-structured based supervised machine-learning
algorithm. This tree is made of nodes and leaves. The whole
set of choices or effects is reflected in the leaves. The data
are divided into smaller parts at decided nodes. To compile
the necessary data for making decisions, a decision tree is

constructed using a variety of techniques, including ID3,
CART, and C4.5 [59].

5) SUPPORT VECTOR MACHINE
Another famous supervised machine learning approach is
Support Vector Machine (SVM) which can work as a
classifier and a regressor. This algorithm creates a decision
boundary that can separate an N-dimensional space into
classes so the new data points can be easily put in to
correct class. These data points are called Support Vectors
while the best decision boundary is called hyper-plane. The
margin between the hyper-plane and data points should be
as maximum as possible so the data points are categorized
correctly [41].

6) LOGISTIC REGRESSION
Another form of supervised learning technique is Logistic
Regression (LR). The model is statistical. Logistic regression
forecasts the likelihood of the target value. The target
characteristic is separated into two categories: success and
non-success. It produces 1 in case of success and 0 in case
of failure.

P =
1

1 + eb0+b1×x+b2×x2
(1)

In eqs (1) P is the predicted value, b0, b1, and b2 are biases,
and x is a variable that reflects a logistic regression. It is
utilized in a variety of social science and medical machine
learning applications, such as spam identification, diabetes
diagnosis, cancer detection, etc. [41].

7) ARTIFICIAL NEURAL NETWORK
ANN is a sort of machine learning that mimics how the
human brain works. ANN is meant to learn from input and
can categorise and anticipate output, similar to how neurons
in the human brain process and respond to information.
An ANN has a data input layer, hidden layer(s), and output
layer, as well as many nodes that operate as neurons. ANN
are non-linear statistical models that can solve complicated
issues. However, the effectiveness of an ANN for prediction
is heavily dependent on choosing the right parameters and
activation function [60], [61], [62], [63], [64].

8) MULTI LAYER PERCEPTRON
The layers of a neural network include hidden input and
output layers. The input layer accepts the data, and the output
layer provides the results. A hidden layer exists between the
input and output layers. The body’s neural network inspired
the neural network. Network neurons, like human neurons,
display probabilistic behavior. In neural networks, processing
time is substantially longer. Multilayer Perceptron artificial
neural networks increase complexity and density by allowing
for a large number of hidden layers between the input and
output layers. Every node on a certain layer is linked to every
node on the following tier. Multilayer Perceptron models [65]
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are therefore fully linked networks that may be used for deep
learning.

9) CONVOLUTIONAL NEURAL NETWORK
A CNN is a type of multi-layer perceptron similar to a
standard neural network in which each neuron receives
distinct inputs. These self-learned neurons learn from data
using weight and bias by performing operations like the dot
product. CNN is composed of several layers, including a
convolutional layer, a maximum pooling layer, a flattening
layer, and a fully connected layer. The convolutional layer’s
purpose is to learn the feature representation for the incoming
data. It is the network’s heart, with local connections and
weights for common properties. In the first step, input
parameters are routed through the kernel, and outputs are
routed through a nonlinear activation function ReLU, which
does not activate all neurons at the same time. It exclusively
activates neurons with values between 0 and 1. The pooling
layer, which may be regarded of as a fuzzy filter since it
reduces the dimensionality of the features while enhancing
their robustness, is then applied to the output neurons.
Finally, the completely linked layer receives signals from the
preceding layers and sends them to all of the neurons in the
system. The classification is subsequently performed by the
output layer, often a softmax classifier [66].

J. PERFORMANCE EVALUATION
For evaluating the performance and efficiency of the pro-
posed model, a binary matrix is used which is called the
Confusion matrix as shown in Table 7. And with the help
of the Confusion matrix, different evaluation metrics such
as Accuracy, Precision, Recall, and Matthews correlation
coefficient (MCC) are used. The following measures were
considered in this research to analyze the performance of the
methodologies used [43], [67], [68].

TABLE 7. Confusion matrix.

Where
•True Positive (TP) - Positive instances that are correctly

classified as positive outputs.
•True Negative (TN) - Negative instances that are correctly

classified as negative outputs
•False Positive (FP) - Negative instances that are incor-

rectly classified as positive outputs
•False Negative (FN) - Positive instances that are incor-

rectly classified as negative outputs
All of the evaluation metrics are written down in the form

of eqs(2)(3)(4)(5)(6)(7):

1) ACCURACY
Classification accuracy is defined as the ratio of correct pre-
dicted values to total predicted values and is mathematically

represented as follows:

Accuracy =
TP+ TN

TP+ TN + FP+ FN
(2)

2) PRECISION
Precision is sometimes referred to as favorable predictive
value (PPV), is expressed as the ratio of correct predictions
to total correct values, which includes both true and false
predictions, and is represented mathematically as follows:

Precision =
TP

TP+ FP
(3)

3) RECALL
The recall, sensitivity, or true positive rate (TPR) is expressed
mathematically as the ratio of accurately predicted values to
the sum of correct positive predictions and incorrect negative
predicted values:

Recall =
TP

TP+ FN
(4)

F1 − Score = 2 ×
Precision× Recall
Precision+ Recall

(5)

4) MATTHEWS CORRELATION COEFFICIENT (MCC)
The value of MCC ranges between 1 and -1. The -1
value of MCC denotes total conflict between prediction
and observation, whereas 1 represents exact prediction and
0 represents random prediction.

MCC =
(TP× TN )̆(FP× FN )

√
(TP+ FP)(TP+ FN )(TN + FP)(TN + FN )

(6)

5) ROC-AUC-SCORE
Prediction scores are used to compute the Area Under the
Receiver Operating Characteristic Curve (ROC-AUC). The
area under the ROC curve (AUC) represents a test’s ability
to distinguish diagnostic groups or classes. The AUC value
ranges from 0 (the classifier incorrectly diagnosed all classes)
to 1 (perfect diagnostic performance between classes). The
Receiver Operating Characteristic (ROC) curve is a graphical
representation of classifier performance. The ROC curve
compares the true positive rate (sensitivity) to the false
positive rate rate (1-specificity). Furthermore, AUC is the
area under the ROC curve. The higher the classification
accuracy, the closer the AUC value is to 1.

ROC =
Sensitivity+ Specificity

2
(7)

K. STACKED GENERALIZATION
Stacking is an ensemble learning technique to combine
multiple classification models by a meta-classifier. This is
also called Stacked Generalization or Stacking Classifier.
The method’s fundamental idea is to create a more powerful
meta-model (level 1 models), that combines predictions
from several base learners (level 0 models), to reduce
generalization error [58], [68], [69], [70].
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FIGURE 6. Architecture of stacking classifier.

Fig.6 demonstrates the stacked generalization schemes.
Stacking is a two-step procedure in Machine Learning.
In the first phase, we use a initial-level classifier, and at the
second phase, we apply a meta-classifier that learns from
the prediction made by the first-level classifier. The free
choice of base learners is an important feature of stacked
generalization. So this is different and even better than
traditional ensemble methods. The individual classification
model is trained using the whole training set, and the meta
classifier is fitted using the initial-level classifier’s outputs.
There are two ways of training the meta-classifier: 1) The
outputs of the initial level classifiers are used as inputs
or features to the meta-classifiers. 2) The basic learners’
predicted probabilities are utilized to develop the second-
level model (final model). Furthermore, the outcomes of
base classifiers may be complementary, and this arrangement
may be beneficial in enhancing the final meta-model’s
performance [59], [71].

In this paper, for building a stacking classifier, eight
classifiers NB, KNN, RF, DT, SVM,ANN, MLP,CNN are
used at level 0, while at level 1, Logistic Regression is used.
The level 0 classifiers’ prediction output is sent to the level 1
classifier.

TABLE 8. Environmental Setup.

TABLE 9. Step by step Performance Evaluation of ML Algorithms on PIMA
dataset.

IV. EXPERIMENTAL ENVIRONMENT AND RESULTS
The proposed systemwas developed in a variety of situations.
The environment setup of the developing system is shown in
Table 8.

After preprocessing of data, we apply feature scaling on
the data set,construct the model and evaluate its performance.
After applying feature scaling and the performance is repre-
sented in the form of Table 9 (A). Graphical representation of
Table 9(A) is shown in Fig. 7a. Next, we apply the Balancing
algorithm SMOTE on the data set, again train the model, and
observe themodel’s performance after applying SMOTE. The
performance is expressed in the form of Table 9(B). Graphical
representation of Table 9(B) is shown in Fig. 7b.

Next, we apply Feature Selection methods like filter meth-
ods: variance methods, correlation coefficient, information
gain, chi-square methods, and wrapper method: Boruta on the
data set to select important features.

In which Boruta gave better output. Train the model again
and examine the model’s performance after applying Boruta,
and the performance is recorded in the form of Table 9(C).
Fig. 7c exhibit a graphical depiction of Table 9(C).
Next, we apply the Grid Search i.e. Hyperparameter

tuning algorithm, train the model then examine the model’s
performance after applying Grid Search which is represented
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FIGURE 7. Step by step performance evaluation of ML Algorithms on PIMA dataset.

in the form of Table 9(D). Graphical representation of
Table 9(D) is shown in Fig. 7d.

Next, we apply the proposed hybrid GS-GWO hyperpa-
rameter optimization technique GS-GWO, Train the model
again and observe the model’s performance after using

GS-GWO, and the results are shown in Table 9(E) Graphical
representation of Table 9(E) is shown in Fig.7e.

However we also apply some advanced model like ANN,
MLP, CNN along with these traditional machine learning
algorithms. As a result, MLP, ANN, and CNN have been
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TABLE 10. Performance of some advance algorithm on PIMA dataset.

TABLE 11. Performance of algorithms on PIMA dataset.

TABLE 12. Performance of algorithms on ADRC dataset.

TABLE 13. Performance of algorithms on FHD dataset.

utilized as classifiers in this diabetic illness prediction model.
Table 10 summarizes the findings of studies onMLP, NN, and
CNN.

It is worth noting that MLP and NN obtain less than 85%
F1-score, whereas CNN achieves less than 94% F1-score.
We also validate the performance of each model by using
synthetic dataset based on PIMA dataset and the results are
shown in Table 11.

We also used ADRC and FHD datasets, and the
performance of each algorithm is depicted in the form
of Table 12 and 13.

Next, we apply a stacking classifier, the proposed stacking
classifier model is then trained and evaluated on different
samples, namely the source and target datasets. In this study,
the proposed diabetes prediction model is first worked on
a larger open-source Pima Indian dataset then worked on
ADRC dataset and FHD dataset. Next, we apply a stacking
classifier, train the model and observe the performance of
the model and get a 98.7% F1-score. Table 14 shows the
performance of the proposed stacking classifier on different
diabetes and Fig. 8 shows the graphical representation of
variation in the parameters of performance among different
datasets.

To assess model performance, we performed a statistical
t-test between StackingClassifier andKNN,NB,RF,DT,SVM,

TABLE 14. Performance of proposed Stacking Classifier on different
dataset.

TABLE 15. P-Value after conducting t-test.

and CNN. We utilized the variance estimate by examining
the dataset’s dependence and computed the p-value. The null
hypothesis suggested that there was no statistical difference
in the model performances. However, an alternate hypothesis
we explored is that there may be a difference in model
performance. If the p-value is smaller than the significant
value, the null hypothesis is rejected and the alternative
hypothesis is accepted. There was a considerable variation
in model performance. This test is carried out using the Scipi
library, with a crucial statistical significance of =.05: The
t-test is used to analyze six algorithms (executed for each
instance independently 15 times) based on their F1 Score.
The computation of the p-value is shown in Table 15, where it
is clear that the p-value is smaller than the significance value
i.e.,.05. Because the p-value is smaller than the significance
value, so we rejected the null hypothesis and concluded that
the proposed model’s performance is distinct from others and
superior in terms of F1-Accuracy when compared to other
models.

V. MODEL INTERPRETATION
The depth to which the link between cause and effect can be
identified inside a system is called interpretability. In another
way, It is the degree to which a model can anticipate what
will happen when input or computational parameters are
changed. Interpretability or Explainability [72] is one of
the most contentious issues surrounding the use of artificial
intelligence (AI) in healthcare. As a result, from a medical
standpoint, not only clinical validation but also explainability
are vital in the clinical scenario. Explainability permits the
resolution of conflicts between an AI system and human
specialists, regardless of who is at fault. It should be
highlighted that this will work best in circumstances of
systematic mistakes, such as AI bias, rather than random
error. Random mistakes are far more difficult to detect and
will most likely go unexplored if the tool and the physician
agree or will lead to disagreements between the tool and
the physician. The findings of explainability tests are often
expressed graphically or through natural language explana-
tions. Both demonstrate to professionals how several factors
influenced the ultimate recommendation. In other words,
explainability can help doctors analyze system suggestions
based on their expertise and clinical judgment [73], [74],
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FIGURE 8. Performance analysis of optimized proposed methodology with respect to different dataset.
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FIGURE 8. (Continued.) Performance analysis of optimized proposed methodology with respect to different dataset.

[75]. In this paper, two explainable algorithms are used
LIME(Local Interpretable Model-Agnostic Explanations)
and SHAP(SHapley Additive exPlanations) Let’s look at
the output variable in case of PIMA dataset. We can see
in Fig. 9 that the seventh observation test data set has a
value of 1, indicating that it is diabetes +ve. X_test[7] i.e.
array([ 2.7187125 (Preg), 0.2406085 (Glu), -0.260103 (BP),
0.35257475 (ST), -0.41776815 (Ins), 1.08416645 (BMI),
0.29332509 (DPF), 0.91546889 (Age) ])

These values come after the feature scaling operation
perform on the dataset to scale the values of all attributes
on the same scale. In Fig.9a the green color bar on the
right side of the picture reflects support for positive diabetes,
whereas the red color bar on the left side opposes the
support. The variables BMI >.60 and glucose >-.15 strongly
support positive diabetes for the chosen observation. In other
words, at that instance X[7], combination of all values

like BMI, glucose, no. of pregnancies and age was mostly
responsible for+ve diabetes. In Fig.9b the local LIMEmodel
intercept is.3342, and the local LIME model prediction is
0.547 (Prediction_local). 0.85 prediction from the proposed
model i.e. a stacking classifier. and it also visualizes the
explanatory factors in order to determine how much they
contribute. Similarly, for FHD dataset, the proposed model
explainability, by using LIME algorithm, is represented in
Fig.10 array([ 0.48419122 (Age), −1.06542721 (Gender),
−0.64937829 (Glucose),−0.40071252 (SBP),−0.25695143
(DBP), 0.74234046 (Weight)]).

In Fig.10a, the green color bar on the right side of the
picture reflects support for positive diabetes, whereas the red
color bar on the left side opposes the support. The variables
SBP<=−.35, DBP<=−.26 and glucose <=−0.57 strongly
support negative diabetes for the chosen observation. In other
words, a combination of all values like SBP, DBP and
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TABLE 16. Comparison of our approach with other existing research for prediction of chronic disease.

glucose of that instance was mostly responsible for -ve
diabetes.

In Fig.10b, the local LIME model intercept is.4731, and
the local LIME model prediction is 0.072 (Prediction_local).

80048 VOLUME 11, 2023



P. Yadav et al.: Exploring Hyper-Parameters and Feature Selection

FIGURE 9. LIME prediction explaination for PIMA dataset.

0 prediction from the proposed model, i.e., a stacking
classifier means it has no diabeties in person. This also
visualizes the explanatory factors to determine how much
they contribute. For ADRC dataset, Fig.11a displays the
feature significance determined from the average of absolute
shapely values over the full dataset. For each dot: The vertical
positioning indicates which feature is being shown. The
color indicates whether that attribute was high or low for
the particular row of data. The horizontal position indicates
whether the influence of that value resulted in a greater
or lower forecast. The six most important indicators for
predicting diabetes disease are shown in Fig.11b, but their
value varies. Alternatively, the global interpretation based
on SHAP values shows that HbA1c, Age,Neuropathy and
Insulin are the most relevant characteristics in proposed
model. SHAP provides local interpretation for each sample

and global interpretation of the entire dataset. Fig. 11c
depict the categorization of a sample as high risk and low
risk, respectively. The force plot depicts how each trait
affects the risk categorization of each observation, as well
as the direction and amount of the influence. The bar length
represents the effect level for the associated characteristic.
The preceding explanation depicts aspects that push the
model output from the base value to the model output.
Features that influence the forecast are highlighted in red,
while those that influence the prediction are represented in
blue. In the context of classification, red characteristics push
the classification to be in the high-risk or +ve diabetes.
At the same time, blue features indicate the prediction to be
in the low-risk category or −ve diabetes. The base value is
0.615, and the anticipated value is.93. HbA1c = −.737 has
the most influence on predicting positive diabetes, whereas
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FIGURE 10. LIME prediction explaination for FHD Dataset.

Hb feature has the greatest impact on predicting negative
diabetes.

VI. COMPARISON
The performance of any prediction model can be influenced
by a few aspects, such as the kind and size of the dataset,
the algorithms and parameters of performance metrics, the
distinct ideas used for that classifier, and the metrics of each
classifier. Various strategies for the detection of diabetes have
been offered in the past; results and comparisons of our
work with existing studies and methodologies are shown in
Table 16.

VII. DISCUSSION
Unlike previous investigations, this work used three datasets
and an ensemble ML approach to create prediction models.
After the implementation of hyperparameter tuning, the
performance of different classifiers for PIMA dataset was
compared in which NB and RF classifier out of DT,KNN,

SVM, LR, ANN, MLP and CNN Classifier, gave the best
result with 97% of F1-Score. Additionally, after applying the
stacking classifier model, the performance is increased by 1%
and it was found to be 98% F1-Score. We can reduce the
processing time by making better use of the GWO method.
Then, use the proposed hybrid hyperparameter optimization
approach GS-GWO on several ML classifiers, in which NB
gave 98.5% F1- Score. Its findings are superior to those of
basic Grid Search approach, and with 98.84% F1-Score after
using a stacking classifier. But once applied synthetic data
set for the validation of model performance, then NB and
RF both gave 97% F1 score, and the stacking classifier gave
98% F1-Score, which is quite similar to the previous result.
In addition, the real and unknown medical data utilized to
train the models, as well as their influence on prediction
accuracy and F1-score, were given in Table 14. On ADRC
dataset the stacking classifier performed with 97.3% F1-
Score, and on FHD dataset the model performed with
96.2% F1-Score. The experimental findings demonstrated
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FIGURE 11. SHAP prediction explaination for ADRC dataset.

that the created predictionmodels, i.e., the suggested stacking
classifier, outperformed alternative models. However, there
is a performance difference between the proposed model and

individual models, although it is minor difference in the test
data. Which has been evaluated after applying a statistical
t-test. The model and its interpretation can be useful for prac-
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titioners in clinical decision-making and patient counseling.
Furthermore, early disease prediction allows diabetes patients
and those at risk for diabetes to adopt preventative steps that
can postpone the illness’s progression and life-threatening
consequences. Our research offers several advantages. First,
our stacking model predicted diabetes accurately. Using
real data to construct prediction models is more realistic
and practicable in locations with limited medical resources.
Second, a pipeline was constructed to integrate the phases
of preprocessing, unbalanced data processing, and a data-
driven feature selection technique. Boruta was used to
developing significant predictors for detecting the unique
classes in the dataset. Hybrid hyperparameter optimization
strategies aid in improving the outcome, model building, and
model assessment to ensure consistent evaluation of results.
Furthermore, because the sample in this study was drawn
from a local level, the results may be more representative than
those obtained from previous models employing small-scale
or small-center data.

However, there are certain restrictions, such as the size
of the dataset; large datasets should be included when
constructing prediction models, particularly for machine
learning algorithms. This does not entail integrating more
characteristics but rather features identified as significant in
previous models. Despite the fact that this study solely looks
at clinical signs. Because this model only works for binary
classification, its results will have less impact on multi-class
datasets.

In the future, we will address various feature selec-
tion approaches and employ more complicated learners to
improve the suggested stacking method, such as deep neural
networks and a multi-modal approach. Although, in the
future, our machine-learning models will require external
validation. We validated just the PIMA dataset using a
synthetic dataset based on PIMA. As a result, other data
sources must be used to validate the models developed in this
work.

VIII. CONCLUSION
Diabetes is a silent killer and a chronic condition that can
affect many regions of the body. Patients are unable to
create enough insulin in their bodies as a result of elevated
blood glucose levels. Diabetes prediction can assist both
healthcare providers and patients in receiving the correct
therapy. We may infer that the proposed approach is the
best classification model compared to the other classification
models based on assessment parameters such as accuracy
and F1-score. Prediction, as well as detection of any disease
at the prior level, gives the maximum chance to cure the
disease or control its rapid growth and also gives a better
way to handle the situation at the earliest viable stage. This
research work proposes a prediction model which provides
a precise categorization of chronic diseases i.e. diabetes.
During Exploratory Data Analysis phase it handle null value,
outliers, etc. As the dataset is unbalanced as a consequence,
SMOTE data balancing technique was used to balance

the dataset. And then applied Boruta; a feature selection
technique that gave the best result. Hybrid hyperparameter
approach GS-GWO improves the performance of individual
models and then finally implementation of stacking classifier
enhances the performance of the prediction model. and
the proposed model gave 98.84% F1-Score in the case of
PIMA, 98% F1-Score after validation of PIMA dataset, 97.3
% F1-Score in case of ADRC and 96.2 % F1-Score in
case of FHD dataset. Performance of the proposed Stacking
classifier is better in all three dataset. While this prediction
indicates that once the patient and his family know about the
disease at an early stage they can improve their lifestyle and
start medication earliest and can defeat such circumstances
otherwise chances can be worst.
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