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ABSTRACT Falls are a leading cause of unintentional trauma-related deaths worldwide, and a significant
contributor to elderly dependence. To address this, the goal of this project was to predict recurrent falls in
the older population using machine learning techniques, with the aim of reducing the number of falls and
their consequences. To achieve this, a dataset obtained from Getafe University Hospital’s Geriatric Falls
Unit was used (obtained from the Hospital’s Electronic Health Records). This extensive dataset was one the
key strengths of our work. Feature extraction was performed through natural language processing, which
recognized pre-defined patterns and helped build the profiles of the 304 older adults who composed the
dataset. The proposed data system was comprised of four main blocks: the senior’s profile and environment,
clinical information and tests carried out in the hospital, medications, and different diseases they presented.
Using the extracted attributes and data from those 304 older adults, this project compared the performance
of various machine learning techniques in their ability to classify older adults between future fallers and
non fallers. Training different models and ensembles and comparing the results, we obtained that Bagging
with Random Forest as base model is the best classifier, predicting accurately 75.8% of the data with 70.0%
sensitivity and 80.5% specificity. Ultimately, this research project aimed at setting the first stone to a larger
study that could help monitoring older adults and obtaining dynamic and automatic predictions of falls.

INDEX TERMS Fall risk prediction, knowledge-based models, older population, frailty, machine learning,
EHR datasets, natural language processing.

I. INTRODUCTION
As of 2021, Falls are being part of the top 3 leading causes
of preventable injury-related deaths worldwide. Around
684 000 individuals die from falling each year [1]. Although
the mortality rate of a fall-related injury is low, the population
having the highest rate of deaths in all regions of the world
is people over 60+ years of age. Each year, 28-32% of the
senior population over 65 fall at least once [2], and this rate
increases to 50% for people over 80. By 2030, 1 in 6 people
will be 60 or over, making falls a growing public health
concern. In the US only, each year around $50 billion is spent
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on medical costs related to fatal and non-fatal fall injuries
and those numbers will only increase. Healthy individuals
are able to adapt more easily to unplanned environmental
perturbations such as walking on uneven surfaces or slipping,
tripping on hazardous objects. However with aging, age-
related pathologies diminish this ability to adapt on-the-go
while walking.

With falls come, if non-fatal, along with the cost of hospi-
talization and medical care, important physical and psycho-
logical consequences on the individual that experiences one.
According to the Centers for Disease Control and Prevention
(CDC), for older adults (aged 65 and older) falling once
doubles the chances of falling again [33]. In fact, the risk
of falling again within six months is estimated to be as high
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as 50%. It can result in fractures (often hip fractures) and
traumas but it can also affect the senior adult’s ability to live
alone, partly due to a loss of self-confidence in performing
tasks in an autonomous way. This leads to the need of con-
stant monitoring from caregivers or family, which is often
not possible for financial or practical reasons. Technology
progress has enabled the implementation of assisted-living
automated systems (ALSs) [3] in homes to ensure continuous
monitoring, providing a safer environment and reducing care-
takers workload. However they face different challenges such
as acceptability and privacy issues. Regarding the issue of
falling in the older adult population, there exist Fall detection
systems (FDS), which are part of ALSs, designed to identify
falls when they’re happening and to inform caretakers so that
they can intervene as quickly as possible at the fall’s loca-
tion. Nonetheless FDS has many computational and practical
‘‘hurdles’’ such as reliability, real-time processing, sensor
placement or even privacy and ethical considerations. Those
systems work more as solutions ‘‘in reaction to’’ rather than
to prevent falls from happening in the future.

Understanding the multifactorial nature of risk factors
helps assess evidence-based fall risk of a senior through
different techniques that can help take the correct measures to
prevent future falling outcomes. In order to classify the senior
adult into the fallers (high risk) or non-fallers (low risk) group
categories, there exist a variety of prediction models that
are based on clinical tests, physical and mental monitoring
data and medical records. Falls often involve a variety of
interrelated intrinsic and extrinsic factors [25].
Throughout the years, studies have identified many risk

factors in the older adult population such as the decline in cog-
nitive function, depression, dizziness, high blood pressure,
sleep problems, urinary incontinence, vision impairments,
weaker lower-body strength, polypharmacy, DBI drug use
(ex: cumulation of sedatives) but most of all balance disorders
and impairment gaits, that are the most consistent predictors
of falls [26], [27]. We can also include extrinsic factors such
as poor lighting, slippery floors for example. Different clin-
ical fall risk assessment methods have been developed over
the years, physical test-based or questionnaire-based like the
Fall Risk Assessment Tool (FRAT). However the inadequacy
of their predictive performance have been known for over a
decade, studies have found [22] that the 6 most common fall
risks assessment tools Time Up and Go test (TUG), the Berg
Balance Scale (BBS), the Functional Reach Test (FRT), Gait
Speed test, Performance oriented mobility assessment and
Falls history had area under the curve (AUC) values ranging
between 0.5-0.7 with sensitivity and specificity varying sub-
stantially across studies (ex: TUG, specificity: 28.4%-96.6%,
sensitivity: 10%-83.3%). Given those insufficient predictive
performances other ways of assessing high fall risks among
independently living older people in primary care have been
investigated.

With the recent explosion of the number of parameters
available in clinical research (through development of ALS,

monitoring sensors for example) the traditional data analy-
sis approach used in clinical research (standard univariate,
T-test approaches,etc) has been challenged. As an example,
for a classification problem with 20 parameters, 1 in 20 asso-
ciations could be statistically meaningful but not clinically
relevant (α level =0.05) [32]. Traditional statistics being very
sensitive with small multidimensional datasets, there is an
increasing risk of making false conclusions [28].
Machine learning algorithms help alleviate those limi-

tations, using cross-validations to assess their results. The
algorithm trains models using a specific part of the data set
that was fed to it (the training set) and defines any intrinsic
‘‘rules’’ that could exist. Then it tests the validity of those
rules by predicting the state of interest (ex: if a senior adult
is a faller or a non-faller) on the unseen rest of the data (test
set). Through data feeding, process repetition and tracking
performance analysis, if conclusive, the models could then
be applied to other older adults.

The exponential increase of computed parameters, devel-
opment of acquisition systems and general trend of joining
information from different modalities, is leading to a legit-
imate interest in using state of the art machine learning
algorithms to assess fall risk. Most of the studies done
on the subject are based on wearable sensor data pro-
viding significant results in classifying fall risk in senior
adults [29], [30]. However this type of approach has limita-
tions due to lack of monitoring equipment, caretaker’s lack
of training, older adult acceptability. A prediction method
based on data records only would allow more flexibility and
no gear use. Reliability of results is also a limitation of current
fall risk assessments, testing different machine learning pre-
diction algorithms and finding an optimal result could help
strengthen already proven approaches or provide material for
other new research directions.

In this research project, we developed a fall risk prediction
algorithm for recurrent falls based solely on the senior adult’s
profile and environment, clinical information, clinical tests,
medicine intake and falls history. As mentioned above, recur-
ring falls are the real problem when looking at falling cases
in older adults. The repetition of falling acts increases the
risk of falling again, the process of physical deterioration and
the fear factor. Our classification algorithm was elaborated in
order to predict those recurring falls. The data was extracted
for the purpose of this research using text mining on records
provided by the Falls Unit of the Geriatric Service of the
Getafe University Hospital and relying solely on this data to
provide future recurrent falls classification results. The clas-
sification system was constructed through the trial of varied
ML strategies, defining an optimized method to answer the
research question: Can we further optimize future recurrent
falls classification in older adults while applying machine
learning models solely on profile and environment, clinical
information, clinical tests, medicine intake and falls history?

Even though this research work was designed and devel-
oped by the technology experts within the research team,
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clinical experts in the field of recurrent falls among the
older population, have been present during the whole pro-
cess, mainly in the feature selection process as well as
in the data interpretation. This interdisciplinary work was
carried out during periodic meetings where data scientists
presented the results they were obtaining to gather insights
to refine/continue their work.

II. RELATED WORK
In order to develop a model that can be effective and used for
further research and applications in the future we had to look
at the state of the art on the subject. The most relevant meth-
ods used in clinical practice and themost recent research done
on the subject. Looking at their strengths and weaknesses and
trying to address those issues through the system developed
in this project.

A. METHODS USED IN CLINICAL PRACTICE
In 1990, Schmid [31] proposed one of the first fall prediction
model based on case control using statistical methods. Using
data on 204 older adults with very similar ages, separating
them in 2 groups: 102 older adults that had suffered falls in
the last month and 102 older adults that had not suffered falls.

In 1995, another relevant study was undertaken by
Hendrich et al. [19] of which the prediction model is still
used by nurses in clinical settings today. A fast and effective
test (77%sensitivity), based on statistical methods that was
developed with the help of 102 older adults whose falls had
occurred in the last month and 236 random people in the
control group, providing greater variability of individuals
than Schmid.

Subsequently, in 1997, themost usedmethod for predicting
the probability of falling in clinical settings was released: the
Morse Fall Scale (MFS) [20]. This test became a reference for
its efficiency in application (maximum time of threeminutes),
straightforwardness (score of different variables) and very
favorable results (83% specificity). Morse followed a simi-
lar strategy to Hendrich II, using a statistical methodology,
balancing both groups using 100 individuals with past falls
and 100 random people with no past falls. The predicted risk
referred to a prediction of approximately four months

That same year, Oliver et al. [21] developed another fall
model using variable analysis (statistical method) known as
the St.Thomas risk assessment, which is widely used nowa-
days in clinical practice (91.5% sensitivity). Oliver applied
some population filters on his selected population, limiting
the sampling to individuals older than sixty-five (116 fallers
and 116 non-fallers). The test provided a prediction time of
approximately three months.

All tests mentioned had a point based scaling based on dif-
ferent variables. Differences existed in the variables chosen
to develop their test but they all agreed on common risk fac-
tors that are mobility/gait and mental state. Hendrich et al.’s
work [19], building on Schmid’s research while using five
risk factors (mobility, mental state, bathroom use, previous

TABLE 1. Results of clinical methods.

falls and medication), also mentioned other risk factors such
as dizziness or gender.

B. SIMILAR RESEARCH
In addition to the methods used in clinical practice, it is also
necessary to analyze current research approaches that involve
state of the art machine learning methods in their predictive
analysis. As it was mentioned above, with the recent burst
of medical data available, traditional data analysis used in
clinical research has been challenged and researchers are now
looking for up to date methods that can make the most out of
the extensive data available. Looking through the literature,
we found out what type of information, data features and
machine learning techniques were being used, the objectives
set and the results obtained.

Hosseini et al. [13] conducted a study to predict the risk of
repeated falls in older adults using a predictive model that
combined vital signs, medical history, and movement data
obtained through accelerometers. The study compared the
model’s results with the MFS scale, but the sample size was
too small (30 people over 50 years old) to confidently validate
its effectiveness, despite achieving good results in sensitivity
and precision.

Zhang et al. [7] applied five learning algorithms to a study
with a population of only 35 people over 60 years old, making
it, similarly to the Hosseini study, difficult to generalize the
results. The algorithms used were K-Neural Network, Naïve
Bayes, Logistic Regression, and Support Vector Machine.
The study also included a 10-fold cross-validation that pre-
dicted the first fall within 12 months.

Trying to go past the small population sample issue,
Greene et al. [8] conducted a study over 5 years (2007 to
2012) to obtain enough data (616 older adults over 70 years
old), combining cognitive impairment data with informations
extracted from sensors, generating a more generalized model
using logistic regression. The model obtained a sensitivity of
70% and specificity of 39%, which implied that the model
mainly predicted that a given older adult would fall.

The previous studies mentioned all combined sensors read-
ing with clinical information. However, even though they pro-
vide a broader data collection, sensors require a higher budget
to develop accuratemodels. In thework of Noh et al. [5], sim-
ilar sample quantity to Greene et al. [8] was used (620 entries
with 210 fallers and 410 non fallers between the age of 55 and
97 years old). The variables of the study only included older
adult’s clinical information (disease and medications) but
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FIGURE 1. AUC comparison of models M1, M2, M3.

their analysis was much deeper, dividing attributes into dif-
ferent groups: MFS scale attributes (M1), similar covariance
attributes (M2) and older adult’s conditions (M3) that were
progressively added. Looking at the results, we observed that
a higher number of variables led to increased results.

Previous fall risk assessments mentioned used few vari-
ables (5-12) in each test. However some studies [2] carried-
out a much more in depth analysis, looking at polypharmacy,
time-related fall risk. The Agency for Healthcare Research
and Quality [5] also mentioned education levels or disease
evolution status as potential determining features. Our study
aimed at analyzing awider range of risk factors usingmultiple
domains together, including personal and clinical informa-
tion, medicines, and diseases. One of the major strengths
of our study was that we had access to very precise health
records information from people who had experienced falls
and were part of the Falls specialized unit of the Geriatrics
Service of the Getafe University Hospital. This has led to a
large amount of variables separated in 4 categories: personal,
clinical information and test results, medical conditions and
medications taken. In order to select features that had already
been mentioned as relevant in the past, confirmed by experts
in the field and by research results, we looked at past papers
on the subject, analyzing which features had been selected by
others. The selection of features is displayed in Table 2.
Our research work used a machine learning approach,

automating the entire process and being a novel approach
compared to current clinical practice. In order to define
an AI algorithmic approach that could tackle a large
amount of varied features, we had to look at similar stud-
ies with large set of variables like ours. Specifically the
work of Chu et al. [32], Lindberg et al. [11], Jung et al. [10],
Liu et al. [12] and Chan et al. [6]. Their machine learning
approaches and outcomes are summarised in Table 3 below.

III. MATERIALS AND METHODS
A. METHODOLOGY FLOWCHART
The methodology that we followed in this study is detailed in
the Figure 2 below.

TABLE 2. Feature selection of similar research papers.

TABLE 3. Results and machine learning approaches of similar papers.

FIGURE 2. Flowchart of methodology.

B. DATASET
Data were collected in clinical routine, following the data col-
lection protocol defined in the Hospital’s Geriatric Falls Unit.
These data were not collected specifically for the experiments
herein described but earlier in time, with the initial intention
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to be only used for clinical purposes, including diagnosis,
prognosis and intervention design. To collect these data, the
software supporting Getafe University Hospital’s Electronic
Health Record system was used. This application consists on
different forms and text boxes where both results obtained
for each tests and practitioners’ comments can be added. It is
important to highlight that, even though there are guidelines
to collect data for all assessment tests, practitioners do not
always use them, however they often include information in
the text boxes. This justified the effort the research team had
to put into the natural language processing aspects to extract
valuable information.

Our research was based on the data set provided by Getafe
University Hospital’s Geriatric Falls Unit (obtained from
the Hospital’s Electronic Health Records). When an older
adult experienced a fall that required medical attention they
went to this unit in order to initiate personalized treatment
and monitoring to prevent repeated falls. From the point of
admission, older adult’s data was collected during clinical
routine, following the data collection protocol defined in the
Hospital’s Geriatric Falls Unit.

These data were not collected specifically for the exper-
iments herein described but earlier in time, with the initial
intention to be only used for clinical purposes, including
diagnosis, prognosis and intervention design. At no time there
was a guideline produced specifically for the project, as we
tried to develop an instrument using the usual data collected
by the clinicians in their daily and routine practice.

Data were updated in every follow-up visits regarding the
fall risk factors which had been managed in the intervention:
new drugs or doses, functional markers if a physical exercise
program had been implemented, conditions of the environ-
ment if some changes had been promoted. . . .In the case of
a second and successive falls, all the data were re-assessed
including, among others, the characteristics of the fall, the
setting, the environment, the injuries produced, the potential
new factors and the changes in other ones previously recorded
(drugs regime, cognitive or functional deterioration), etc. The
data collected for this research was mainly written in natural
language,maintaining a semi-structured designwhich is quite
common in medical records as is discussed in Hossain and
Soar’s work [34]. In addition, a series of clinical tests were
included in a numerical format.

It is important to highlight that, even though there are forms
to collect data for all assessment tests, practitioners do not
always use them. However, they include much information
in the text boxes. This justified the effort that our research
team had to put into the natural language processing aspects
to extract valuable information.

Pseudonymization was implemented to protect each older
adult’s anonymity, replacing their first and last name with a
unique ID. Data referring to the individuals such as name,
address, etc. were initially removed from the dataset so entries
were only identified by their Electronic Health Record iden-
tifier. Moreover, these identifiers were matched with other
random identification numbers to decouple the information.

The principal investigator kept the association table between
official IDs and random ones in case there was a need of
going backwards (this method was approved by the ethical
committee granting this study). This study was approved by
the Drug Research Ethics Committee of the Getafe University
Hospital with the following code: CEIm2137.

As mentioned, the vast majority of the data was provided
in natural language, with semi-structured data and little spe-
cific and practical information for an automatic learning
model. Thus it has been necessary to perform an extraction of
attributes and/or characteristics from the initial data provided.

In our initial selection process, we investigated the sci-
entific literature [5], [6], [7] [8], [13], some features
being mentioned in Table 2, we analyzed the works of
Lord et al. [35], Rubenstein [36] which discussed the impor-
tance and relevancy of a majority of the features we ended
up selecting. We were also able to obtain precious insights
from geriatricians that worked in the Falls Unit of the Geri-
atric Service of the Getafe University Hospital and that had
been specially trained to treat recurrent fallers, thus having
relevant knowledge on the features we should include in our
study.

All of those factors combined helped us determine which
attributes were relevant to our research. In this way, the
set of attributes was divided into four main groups: older
adult profile and environment, clinical information and tests
carried out in the hospital, medications taken and the medical
conditions they were intended to cure or alleviate.

C. DATA EXTRACTION
Natural language processing was implemented on the data
records, in order to detect keywords or patterns and extract
the desired attributes. The tool used through the process was
Spacy [37]. In addition to that, in the case of medications
and conditions, text mining has been used to obtain the most
recurring words. Tools used have been Scikit-learn [38] with
the TfidfVectorizer class that transforms a set of documents
into a TF-IDF matrix. Overall process of text mining for
feature extraction is explained in the flowchart of Figure 3

In each iteration of the loop, that is, in each selected row
(entry in the dataset), a dictionary was initialized with default
values (0 in numeric attributes and ‘‘Null’’ in boolean or
nominal values) which contained all the variables related to
the given data group (for example: profile and environment
of the older adult). A first loop is done, trying to retrieve as
many variables as possible. Subsequently, if the dictionary
is not complete, each of the columns of the row in question
were analyzed again looking for the attributes whose value
had not yet been found. Finally, once all the values or columns
were checked and completed, the data was saved in another
dataframe along with the older adult’s ID and the date of
entry.

All the attributes were extracted through a function pro-
grammed in Python, in which inconsistencies are corrected
(spaces, transformation to lower case, elimination of tildes,
etc.). In each run, the patterns that existed in the document
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FIGURE 3. Flowchart for feature extraction.

were identified and analysed one by one in reverse order, that
is, always starting with the last pattern. Then, each of the
tokens that made up the patterns were checked in order to
extract the specific value of the attribute.

To determine the class value for the predictivemodel, it was
analyzed whether there were falls that occurred after the older
adult’s first visit. This value had to be a boolean. If there
were any falls that had taken place, the value of the class
was set to True, and it was possible to obtain the approximate
time that elapsed between one fall and the next. On the other
hand, if there were no falls recorded after the senior adult’s
first visit, the class value was set to False. This information
was crucial for the prediction of falls and the implementation
of preventive measures that can significantly improve senior
adult safety and quality of life.

D. DATA PREPROCESSING
The data extraction has resulted in 96 features, which
included the senior adults’ profile and environment, their
clinical information and results of clinical tests carried out,
medications taken and conditions. Pre-processing of these
data was necessary before constructing the learning system.

Effective data cleaning was essential for developing accu-
rate and reliable machine learning classifiers, as errors or
inconsistencies in the data can significantly impact the per-
formance of the model.

1) DATA CLEANING
First, data’s plausibility was verified so that any type of data
that contained noise or incorrect values be eliminated. For
example, for the age feature, all values under 50 and over
110 were deleted, since the clinic did not see senior adults
outside this age range.

2) DATA TRANSFORMATION
Normalization of the numerical data is done in such away that
the range of values is always between 0 and 1 for all features.
The implemented formula is the following:

Xnorm =
X − min(X )

max(X ) − min(X )
(1)

where X is the original variable, and Xnorm is the normalized
variable.

This technique was applied since, for example, the range
of values for age was [50,110], while for BMI it was [0,2].
In this way, the range of values were equal which facilitated
the learning process. Finally, to finish the transformation of
the data frame, the boolean values (True and False) were
changed to 1 and -1 respectively, since Scikit-Learn only
accepts numeric values in its algorithms.

3) DATA REDUCTION
Data reduction refers to the process of reducing the amount
of data used in a machine learning model, while still retaining
the most relevant and informative parts of the data. There are
several reasons why data reduction may be desirable, such
as reducing the computational requirements of the model,
improving the accuracy of the model, and reducing the risk
of overfitting.

The original data set obtained from the Falls Unit of
the Geriatric Service of the Getafe University Hospital was
requested on December 15, 2021, so the data had been col-
lected until December 13 of that same year. The extraction
of falls explained in the previous section, included falls that
occured between January 2017 and December 2021. How-
ever, if a senior adult fell in December 2021, it was impossible
to know if said older adult had suffered or will suffer a new
fall, since not enough time had elapsed for the individual to
come back for a follow up or exceptional post-fall visit and
update his profile. Therefore, the data was reduced, so that
all the entries whose fall was after September 2021 were
eliminated, so that there was a reasonable time from the fall
to data extraction.

E. FEATURE SELECTION
Furthermore, we used feature selection, which involved
selecting a subset of the original features (also known as vari-
ables or predictors) that were the most relevant to our fallers
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FIGURE 4. Top 25 feature’s importance.

classification problem. Feature selection can be particularly
important when dealing with high-dimensional data, where
the number of features is very large relative to the number
of data points. This is explained in section II-A of Guyon
and Elisseeff’s work [39], where high-dimensional data is
demonstrated as leading to overfitting and increased com-
putational complexity, it develops on how feature selection
can help address these issues. In our case, geriatricians had
agreed on an initial set of features they considered the most
relevant given their experience, which were actually most
of those collected in routine care since their data collection
process were specifically designed for falls assessment. The
current feature selection carried out corroborated and refined
their selection, always considering their feedback, obtaining
96 features and a complex overview of each senior adult
involved in the research. This feature selection was done to
observe what features out of those 96 original features col-
lected were the most decisive. In order to study the influence
of each feature on the fall risk assessment as well as trying to
optimize our future results, we looked at calculating feature
importance using Random Forest as it had been proven effec-
tive in similar papers like in the work of Acharjee et al. [43]
where RandomForest is used to discover biomarkers for early
diagnosis of diseases or the work of Yadav and Pal [42] that
uses RF to select features in order to predict heart diseases,
among others [40], [41]. Feature importance was calculated
by measuring how much the performance of the model
decreased when a particular feature was randomly permuted.
The basic idea was that if a feature is important for mak-
ing accurate predictions, then randomly permuting its values
should cause a significant decrease in the performance of the
model. Results obtained using this method are displayed in
Figure 4.
We can observe on this table that Body Mass Index

(BMI), Weight and Age were the main deciding factors in
a fall risk assessment, those variables could be considered as
‘‘umbrella’’ terms as they encompass other conditions that
could potentially influence fall risk index such as mobility,

FIGURE 5. Top 25 feature’s correlation matrix.

cardiovascular diseases, mental state. Those variables are part
of a general consensus [1] such that age and mental and
physical states are the most critical factors in a person ability
to avoid falls. We can observe that there was a dramatic
difference in coefficient value between the most important
feature and the feature n◦25.
Calculating the correlation matrix of the top 25 features

also helped to identify highly correlated features and avoid
redundancy. In our case, no clusters of features were experi-
encing sufficient correlation to affect our models predictions,
as can be seen in Figure 5 so no further feature selection was
done on the 25 features.

The Results section will explore how reducing the number
of features used to train a model can influence the results.

More information on the decisive features that were
obtained using Random Forest feature selection are displayed
in Table 4 below.

Other ways to favor specific features in order to reduce the
complexity of the model were L1 and L2 regularization.

F. L1 AND L2 REGULARIZATION
Regularization in machine learning prevents overfitting by
adding penalty terms to the cost function. L1 and L2 regu-
larization are common types of regularization used in classi-
fication models [44].

L1 regularization (Lasso regularization) selects important
features by adding their absolute coefficients to the cost
function [45]. This reduces model complexity and performs
feature selection.

L2 regularization (Ridge regularization) encourages small
non-zero coefficients for all features by adding their squares
to the cost function [45]. It mitigates overfitting by reducing
coefficient magnitudes.

L1 and L2 regularization were considered to be imple-
mented as a data-preprocessing in our research as they have
been used in past similar research papers [8], [12] and have
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TABLE 4. Descriptive data of the 25 selected features.

proven to be effective. The Results section will develop on
how they influenced our results.

G. DATA AUGMENTATION
Another way to boost the performance of the models was to
apply a data augmentation to our training set. This method
proved to be effective in similar past papers [46], [47]. Data
augmentation is a technique used to increase the amount
of training data available for a machine learning model by
creating new, modified versions of the existing data. In the
context of our classification model for classifying high and
low fall risk among senior adults, data augmentation involved
creating new training examples by applying various transfor-
mations to the existing training dataset. There exist different
types of data augmentation approaches, such as noise injec-
tion or feature mixing, used in the work of Martins et al. [48].
In our research work, we used feature interpolation. Generat-
ing new examples by interpolating features between existing
records, while still preserving the normalized scale of the
data.

H. MACHINE LEARNING AND PREDICTION MODEL
DEVELOPMENT
In order to predict the risk of falling in senior adults, we used
6 different base models. The main criterias of selection were
based on ability to handle highly dimensional noisy data
containing a mix of continuous and categorical values. Use
of the model with good results in previous research papers
was also taken into account. The classification algorithms
were Decision Tree, Random Forest, Logistic Regression,
LightGBM, Support Vector Machine (SVM) and K-Neural
Networks (KNN).We disregardedmodels such as multi-layer
perceptron or basic linear models, as they had been tested

in the first iteration of our research and provided average
results [72].

1) DECISION TREE
Decision tree is a machine learning algorithm used for classi-
fication and regression tasks. Theymodel decisions or actions
by splitting the data into branches based on a set of conditions
or rules. New samples are classified by traversing the decision
tree based on the values of the features for that sample [49].
We chose to include this algorithm because Decision trees are
a popular choice for classification problems as they are easy
to interpret and can handle both numerical and categorical
data. They are especially useful for data with many features,
like medical records. Use of this algorithmic strategy can be
found in other similar paper such as in the work of Vasudha
Rani et al. [55] and Makino et al. [56].

2) RANDOM FOREST
Random Forest is an ensemble learning method that uses
multiple decision trees to improve predictive performance.
It reduces overfitting and improves generalization by aggre-
gating predictions frommultiple decision trees. Each decision
tree casts a vote for the classification result, and the final
prediction is determined by selecting the class label with the
highest number of votes [50]. We chose to include Random
Forest as it is a powerful and widely used machine learning
algorithm, particularly for high-dimensional data with com-
plex decision boundaries. It can handle both categorical and
continuous features, and is robust to noisy data and missing
values. Use of this algorithmic strategy can be found in other
similar paper such as in the work of Lindberg et al. [11] and
Lyu et al. [57].

3) LOGISTIC REGRESSION
Logistic regression is a linear model for binary classifica-
tion. It finds the best-fit line to separate the two classes
using available data. It predicts the probability of an instance
belonging to a particular class and outputs a value between
0 and 1. A threshold value maps the output probability to
a binary class label [51]. We chose to include this algo-
rithmic approach as it is simple to interpret and can be
used to estimate the probability of an event occurring.
It is often used in medical research for risk prediction.
Use of this algorithmic strategy can be found in other
similar paper such as in the work of Bu et al. [58] and
Jung et al. [10].

4) LightGBM
LightGBM is a gradient boosting framework that uses
tree-based algorithms to build predictive models. It offers
unique features like sparse optimization, parallel training,
various loss functions and early stopping. Unlike most imple-
mentations, LightGBM grows trees leaf by leaf, selecting
the leaf that yields the greatest reduction in loss. It also
employs a histogram-based decision tree learning algorithm
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that provides good performance and memory savings com-
pared to sorted-based decision trees in other implementa-
tions. The algorithm further improves model performance
with Gradient-Based One-Side Sampling (GOSS) and Exclu-
sive Feature Bundling (EFB) [52]. We chose to include the
LightGBM for its efficiency, flexibility and robustness to
noise and missing values. Use of this algorithmic strategy
can be found in other similar paper such as in the work of
Chu et al. [32] and You et al. [60].

5) KNN
KNN stands for K-Nearest Neighbors, a simple yet effective
machine learning algorithm for classification and regression
problems. KNN is a non-parametric method that works by
identifying the K closest training examples in the feature
space to a given input, and then classifying or predicting
the input based on the majority class or average of the
K neighbors [53]. We chose to include this algorithmic
approach because it is simple and easy-to-understand, does
not require any training process. It also has the advantage
of being able to handle multi-class classification problems
and can work with both numerical and categorical data. Use
of this algorithmic strategy can be found in other similar
paper such as in the work of Chu et al. [32] and Gunale and
Mukherji [61].

6) SVM
Support Vector Machine (SVM) is a machine learning
algorithm used for classification and regression tasks. It finds
a decision boundary that separates the data into classes, with
the objective ofmaximizing themargin between the boundary
and the closest data points [54]. We chose to include SVM as
it can handle high-dimensional data with few training exam-
ples, and can also handle noisy data and outliers. It allows
for control of the trade-off between model complexity and
generalization performance, and can also be used for regres-
sion analysis. Use of this algorithmic strategy can be found in
other similar paper such as in the work of Chu et al. [32] and
Yokota et al. [62].

I. CROSS-VALIDATION
In order to evaluate the accuracy of our machine learning
models for fall risk in older adult people, we employed
cross-validation in order to evaluate the reliability of our
models [63]. The dataset was composed of 304 entries. Cross-
validation is a statistical method that aims to avoid errors
caused by a model’s excessive dependence on specific train-
ing set. To achieve this, the parent dataset was cut into a
greater number of subsets, allowing for different combina-
tions of data sets.

During each round of training, different subsets were
selected as the training set and test set, in order to mini-
mize modeling errors. The stratified K-fold cross-validation
method was used, which involved dividing the entire data
set into K equally sized parts, where K is a user-defined

number [63]. In our case, K was set to 10 (so here we have
6 sets of 30 entries and 4 sets of 31 entries). During each of
the 10 rounds, one of the K subsets was used as the test set
for model verification, while the remaining K-1 subsets were
used for training. This process was repeated for each of the K
subsets to ensure that each subset was used for both training
and testing.

After 10 rounds of training, the accuracy results of the
10 modeling exercises were averaged to provide a fair esti-
mate of the model’s performance on the overall dataset.
By using cross-validation, we were able to obtain a more reli-
able estimate of the model’s accuracy, as it was not dependent
on a single training set.

IV. RESULTS
In order to obtain the best single classification model possi-
ble, we decided to trainmodels using the different algorithmic
approaches defined in Section III.E (Decision Tree, Random
Forest, LightGBM, Logistic Regression, KNN and SVM);
approaches that have already been tested in previous studies
and provided satisfactory results.

Firstly each of the models were trained over several itera-
tions in order to tune the hyperparameters. The Decision Tree
model was left with the default values. The LightGBM clas-
sifier was tuned to a learning rate of 0.01. This learning rate
is small enough to allow the model to converge slowly and
avoid overshooting the optimum solution, but large enough
to prevent the model from getting stuck in local optima. The
Random Forest classifier was tuned to have 100 estimators as
it provides a good balance between accuracy and efficiency
for many datasets and problems. The class weight was also
changed to a 20 to 1 ratio as we observed that sensitivity was
quite low and it needed to be corrected. The SVM classifier
was tuned to have a RBF (radial basis function) kernel. The
kernel function is used to transform the original feature space
into a higher-dimensional space, where it may be easier to
separate the classes using a linear boundary or hyperplane.
In practice, the RBF kernel is often a good choice for SVMs
when the relationship between the input features and the
output variable is complex and nonlinear. The LR (Logistic
Regression) classifier was tuned to have LBFGS (Limited-
memory Broyden-Fletcher-Goldfarb-Shanno) solver as it is
generally a good choice for LR when dealing with large
datasets or a high number of input features. The solver is an
optimization algorithm used to find the coefficients that best
fit the model to the training data. The KNN classifier was
tuned to have distance-based weights as it can be beneficial
when the dataset has non-uniform distribution or class imbal-
ance which was our case (129 fallers for 175 non-fallers).

As mentioned in the Materials and Methods section,
we also implemented L1 and L2 regularization, in order to
prioritize given features over others and reduce the com-
plexity of the models. We observed an important increase in
results as can be observed in Figure 6

Within the logic of simplifying the models and trying
to optimize the results, we modified the set of features,
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FIGURE 6. Evolution of AUC with and without L1 and L2 regularization.

FIGURE 7. Evolution of AUC with number of features.

removing the least important factors, using Random Forest
as a feature selection function. The results obtained for each
algorithm approach, on features set of 20, 40, 60, 80 and
96 variables, and displayed in Figure 7 showed a decrease in
performance with reduced number of features. This coincided
with the conclusions obtained from Noh et al. [5] which had
deduced that the higher the number of features the better the
results. However it is to be noted that the performances of
the models peaked and stabilized past the point of 25 fea-
tures (except for Random Forest which reached a peak at
17 features). Thus we can deduce that the information that
was bringing the rest of the feature set was not relevant or
decisive enough to influence in a significant way the results.
We decided to only use the top 25 features to reduce com-
plexity and computational process time.

The full results of the classifier models can be found in the
table below.

Looking at the cross-validated results obtained after tuning
we can see that Random Forest obtained the best overall
results with 76.9% accuracy and 85.0% specificity, followed

TABLE 5. Results of base models.

TABLE 6. Standard deviation and result of best base model.

FIGURE 8. Data augmentation AUC results for top 3 models.

by KNN and Logistic Regression (76.1% and 73.3% accu-
racy respectively). Those results are understandable as the
RF algorithmic approach copes well with high dimensional
problems and is robust to noisy data. It has been providing
great results in past research too [11], [12]. The standard
deviations provided by the averaged metric results are also
low which indicates consistency across different folds and
suggests a more reliable and stable estimation of the model’s
performance.

Concerning the data augmentation method that was men-
tioned in theMaterials andMethods section, the results before
and after data augmentation were compared and are displayed
in Table 8.
We observed that the results decreased while increasing the

number of data in the training set. Indeed data augmentation
can also lead to overfitting, preventing the model from gen-
eralizing the learning to unknown new datasets.

On the process of optimizing the models results, it was
necessary to look at ensemble methods. Ensemble meth-
ods are machine learning techniques that combine multiple
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individual models to improve the accuracy and robustness of
the overall model [64].

The basic idea behind ensemblemethods is that by combin-
ing the predictions of multiple models, the strengths of each
individual model can compensate for the weaknesses of oth-
ers, leading to a more accurate and robust overall model [65].
In our case, using ensemble methods had the potential to be
useful because we had a relatively small number of senior
adult entries compared to the number of features, which could
have led to the overfitting of individual models. By combin-
ing multiple models trained on different subsets of the data,
we were able to reduce the risk of overfitting and improve
the generalization performance of our classification model.
Additionally, ensemble methods can be robust to irrelevant
variables in the data, which is important when dealing with
medical health records that may contain many potentially
irrelevant features.

We were able to apply 3 ensemble methods, Stacking,
Bagging and Boosting, that were tested on each base model.
Stacking, Bagging and Boosting are all ensemble methods
that combine weak learners in order to improve the overall
prediction [64].

In Bagging, each model is trained independently and
makes a prediction based on the input features. The final
prediction is made by averaging the predictions of all the indi-
vidual models. Use of Bagging in similar context research can
be found in thework of Liu et al. [12] and Lindberg et al. [11]

In Stacking, the predictions of each model are used as
input features to a second-level model, which is trained to
make the final prediction. Use of Stacking in similar context
research can be found in the work of Hwangbo et al. [66] and
Nguyen et al. [67]

In Boosting, each model is trained to focus on the sam-
ples that were misclassified by the previous models, and the
final prediction is made by combining the predictions of all
the individual models. Use of Boosting in similar context
research can be found in the work of Mahariba et al. [68] and
Lindberg et al. [11]

For the stacking ensemble approach we explored com-
bining complementary models (Random Forest and Logistic
Regression or SVM and LightGBM classifiers) but also by
training the ensemble with only one type of base model.
The meta-model for the 2nd level training was Logistic
Regression as it is commonly used in binary classification
problems [6], [60]. It is easily interpretable and computation-
ally efficient and can boost the results if the base models are
diverse and produce accurate and complementary predictions.
The number of base models in each stacking ensemble were
tuned in order to combine best results and diminish model’s
complexity. The top 5 model results obtained out of all the
ensemble models trained are displayed in Table 7. Those
results were cross-validated using a 10-fold cross validation
method (here 6 sets of 30 entries and 4 sets of 31 entries).

The best results were obtained using the Bagging ensemble
method combined with Random Forest as base model (75.8%
accuracy, 70% sensitivity, 75% AUC) which was expected

TABLE 7. Results of ensemble models.

TABLE 8. Standard deviation and results of top ensemble model.

FIGURE 9. Confusion matrix of Bagging with Random Forest model.

based on the argument above as well as the previous research
of Lindberg et al. [11] and Liu et al. [12] who obtained their
best performances with the same combination as can be seen
in Table 3. The standard deviations provided by the averaged
metric results are also low which indicates consistency across
different folds and suggests a more reliable and stable estima-
tion of the model’s performance as can be seen in Table 8.

This was followed by a Stacking ensemble with Random
Forest as base model (76.8% accuracy, 74.5% AUC) and a
Stacking ensemble of 4 Logistic Regression models (74.5%
accuracy, 73.6% AUC)

V. DISCUSSION AND CONCLUSION
In this study we combined biological, behavioral, environ-
mental and socio economic data of 304 older adults (129
fallers and 175 non-fallers) which resulted in 96 features that
were used to train our machine learning models and ensem-
bles and enable them to predict older adults’ risk of suffering
a recurrent fall. The good performances of those models
could be used in future clinical applications to make hier-
archical decisions and implement fall prevention strategies
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to reduce subsequent falls and hospitalization in the older
population.

Our study distinguished itself by the high level of data pre-
cision that we were able to obtain on each senior adult, imple-
menting natural language processing on medical records
coming from the specialized Falls Unit of the Geriatric Ser-
vice of the Getafe University Hospital. That data extraction
provided us with a complex and diverse set of data that we
were able to use to train our models but also to study their
respective importance in the classifying process. Results from
our findings provided that BMI,Weight, Age, Walking Speed
and Height were the top 5 features that were determining
if a senior adult was going to suffer a fall in the next few
months or not. This went in the same direction as the general
consensus [1] that age and physical state are the most decisive
factors in fall risk assessment.

Applying varying degrees of feature selections on our
training data set, we observed that the best results were
obtained with the 25 most important features. Even though
adding more features was not decreasing the results, it was
not benefiting them either and was increasing model’s com-
plexity and computing time so a slightly different route was
taken from Noh et al.’s work [5]. In our dataset construction,
we tried to implement as many information as possible on
the older adults as we thought it could lead to better results,
however it appeared that there was a balance to have and
only a hand few of those information features were actually
decisive in the classying process.

This dataset was combined along with algorithmic
approaches that were more able to handle high dimen-
sional data, such as Random Forest. Applying data aug-
mentation techniques such as feature interpolation did not
improve the results either which is contrary to other similar
papers experience with data augmentation such as the work
of Yokota et al. [46] who achieved high accuracy detect-
ing falls and augmenting the training samples, and the
work of Santos et al. [47] who uses data augmentation to
improve its accuracy in the detection of falls. This could
be due to the size of our dataset entries, which implied less
variations.

In order to optimize the classification learning of the mod-
els, we chose to use ensemble methodologies, using Stacking,
Bagging and Boosting approaches. Our best results were
obtained with Bagging and RF as base model. The cross
validated results were quite good compared to the literature
with 75.3% AUC (compared to 75.6% on average in similar
research) which helps strengthening the approach of using
random forest models in the context of medical records based
classification problems. Other studies [11], [12] had proven
its ability to handle the complexity and high dimensionality
of this type of dataset and this study helped confirming this.
On the subject of predicting fall time (when the next fall
would occur after a fall had been reported for a given older
adult), we looked at the individuals that had been classified as
future fallers by the models and who actually suffered a fall
after the study time.

FIGURE 10. Fallers recorded in the months after first medical visit.

As can be observed in Figure 10, on average, older adults
would be experiencing a fall 7 months after the first clinical
visit which gave our model an average prediction time of
7 months. However we still need to take into account that this
study is based solely on the data coming from one hospital,
the feature extraction applied on the medical records using
text mining led to define certain sets of patterns, which led
to missing data in certain cases. Data that had to be filled
using interpolations and assumptions on the older adults’
state. All the models also produced a rather low sensitivity
(70% sensitivity, maximum reached for Bagging ensemble
with Decision tree base model, which is relatively low com-
pared to an average of 0.847% among similar papers) this is
not optimal as it classified a non negligible amount of high
risk fallers as non fallers, which in the context of medical
prevention, we would rather like to have the contrary (low
specificity instead of low sensitivity). Future works should
mainly address improvements to make the model dynamic,
inputting updated data along the way, in order to better mon-
itor the fall risk index of a given older adult. Having a higher
amount of entries in order to analyze their relevance in the
context of fall classification in order to pinpoint a coherent
list of decisive factors and subsequently for the models to
better understand the patterns in high fall risk of older adults.
We would like to highlight that collecting data specifically
for our experiments could have boosted models’ performance
since we could have skipped exploiting free comments with
potential useful information. However, workingwith real data
supports the validity of our results and their applicability in a
real-world scenario. Finally, conducting longitudinal studies
to evaluate the long-term effectiveness of the fall risk classifi-
cation model could provide valuable insights into its clinical
utility and impact on patient outcomes.
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