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ABSTRACT [Context:] The Systematic Review is promoted as a more reliable way of producing a
high-quality review of prior research. But there are a range of threats that can undermine the reliability and
quality of such reviews. One threat is the reproducibility of automated searches. [Objectives:] To evaluate
the state-of-practice of reproducible searches in secondary studies, and to consider ways to improve the
reproducibility of searches. [Method:] We re-run the searches of 621 secondary studies and analyse the
outcomes of those (attempted) re-runs. We use the outcomes, and our experience of re-running the searches,
to propose ways to improve the reproducibility of automated searches. [Results:] With the 621 studies,
more than 50% of the literal search strings (ignoring other settings) are not reusable; about 87% of the
searches (e.g., with settings) cannot be repeated; and around 94% of the searches (including all elements
of the search) are irreproducible. We propose guidelines for automated search, directing particular attention
at the formulation of search strings. [Conclusion:]While some aspects of automated search are beyond the
direct control of researchers (e.g., variations in features, constraints and performance of search engines),
many aspects can be effectively managed through more careful formulation and execution of the search
strings themselves, and of the search settings. While the results of our evaluation are disappointing there are
many simple, concrete steps that researchers can make to improve the reproducibility of their searches.

INDEX TERMS Automated search, evidence based software engineering, reproducibility, search engine,
secondary study, systematic review.

I. INTRODUCTION
Systematic reviews – notably, the systematic literature review
(SLR [1]) and the systematic mapping study (SMS [2]) –
are promoted as more reliable ways to achieve higher-quality
reviews (e.g., [3]) of prior research. Unfortunately, there are
a wide range of threats that can undermine the reliability and
subsequent quality of such reviews [4], [5], [T12] (citations
prefixed with T are tertiary reviews; see Section IV). Thus,
the community needs to explore strategies to mitigate these
threats.

A particular aspect of systematic reviews, searching
for candidate primary studies, has been identified as one
of the most problematic parts of the whole review pro-
cess [6]. Searching is the most crucial stage in the evidence
dataflow [7] because the results of the search provide the
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foundation for the subsequent review. On that basis, we think
it essential to better understand threats to the reliability of
searching, and to attempt to address those threats.

When searching for literature, there are two broad search
approaches: automated search andmanual search. With auto-
mated search, the search is still typically initiated by amanual
operation (e.g., the researcher interacts with the interface
of an online search engine) but the search itself is under-
taken automatically by the respective search source. (We use
the term ‘‘search source’’ to collectively refer to search-
able content providers, such as the ACM Digital Library,
and searchable content indexers, such as Google Scholar).
By contrast, a manual search comprises (almost) entirely
manual operations, e.g., browsing the reference section of an
article. In principle, automated search brings huge economies
of scale for the researcher, as well as coverage; they can
quickly identify a smaller, more relevant subset of articles
from a larger, more comprehensive set of candidate articles.
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With the continual growth in software engineering (SE) pub-
lications, and the need to remain informed of advances in
research, the researcher is increasingly dependent on auto-
mated searches.

It is within this context that we turn to the problem of
searching for candidate primary studies as part of a systematic
review. Automated searches are a vital part of systematic
reviews. But there remain problems with the reliability of
automated searches. For this article, we focus on a particular
aspect of reliability, i.e., reproducibility of searches. We set
two objectives:

For objective #1, we seek to understand the degree to
which a researcher could, at some future point in time,
sufficiently reproduce the results of a previously conducted
search. To scope our objective, we focus on secondary studies
that are clearly based on the SLR protocol [1]. We investi-
gate the following research question: to what extent can we
reproduce automated searches from existing SE secondary
studies? Our investigation constitutes an evaluation of the
state of practice of secondary studies in SE.

For objective #2, we seek ways to improve the repro-
ducibility of searches. Again, we ask a question, though
formally it is not a research question: how can we improve
the reproducibility of automated search in SE secondary
studies? (We do not treat this second objective as a research
question because we are not investigating the world as-is,
but instead exploring ways to change the world.) To achieve
this objective, we formulate a set of guidelines derived from
our evaluation and from our experience of conducting that
evaluation.

Our article extends a preliminary evaluation [8] in several
directions: we double the sample size of secondary studies,
increase the number of search sources, perform a deeper
analysis of the results, and propose a set of evidence-based
guidelines.

Overall, our article makes the following contributions:
1) We perform a large-scale empirical evaluation of the

state-of-practice for a fundamental aspect of secondary
studies in SE, i.e., the formulation and execution of
search strings.Whilst there have been prior evaluations,
our empirical evaluation is the first study (to the best of
our knowledge) to replicate the prior searches of a large
sample of previous studies.

2) We concentrate on operational and technical aspects
of searches, e.g., the impact of specific search-string
formulations on search source results.

3) We identify researcher practices in search-string for-
mulation that then ‘‘cause’’ (ir)reproducibility of
search strings. Again, no prior research (to the best
of our knowledge) has investigated these practices and
their influence on the reproducibility of automated
search.

4) We formulate a set of guidelines for addressing these
‘‘mis-practices’’. Previously-created guidelines and
checklists are typically intended for the evaluation of
already-published studies. Our checklist is intended to

be used in the formulation, execution, and documenta-
tion of (future) searches.

The remainder of our article is organised as follows:
Section II briefly reviews prior work; Section III presents the
conceptual framework we use for our evaluation; Section IV
describes the design of our evaluation; Section V reports the
results of our evaluation; Section VI presents our guidelines;
Section VII considers threats to the validity of our study;
finally, Section VIII briefly reviews our objectives and con-
tributions, and proposes directions for future research.

II. BACKGROUND AND RELATED WORK
In this section, we first review background research on the
challenges of searching search sources. We then focus our
review on related work, distinguishing our study from that
work.

Prior literature generally frames the problems of automated
search in terms of incomplete reporting (e.g., missing details)
and technical limitations. For example, Kruger et al. [9] focus
on the reporting of search strings, while Budgen et al. [T2]
emphasise the time range, and the date, of the search. Neither
of these examples highlight the other reproducibility-critical
information, e.g., zonal settings [10] like title, abstract, and
keywords. Although these researchers have suggested reme-
dies – e.g., ‘‘fully document the search process’’ [T2] and
‘‘report more detailed information’’ [9] – the suggestions
remain coarse-grained and can still allow for ambiguity,
and thus uncertainty, about the information that should be
reported and the level of detail of such reports.

Furthermore, reported search stringsmay not be practically
reusable by others. Some ‘‘reporting issues’’ are actually
flaws in the formulation of the search strings (e.g., syn-
tax errors or format mistakes) rather than problems in the
reporting of those strings. For example, with one secondary
study (and similar behaviours occurred for other studies),
we found it was obvious that IEEE Xplore had returned an
unexpectedly high number of hits, i.e., almost three million
hits from IEEE Xplore, compared to several hundred hits
from the other search sources. But the authors of the original
study still reported the result, and even then designed a special
selection strategy, without examining their original search
string (that had syntax errors) or comparing it against IEEE
Xplore’s search features. With such cases, although all the
search details are reported, and even if we can reproduce the
(flawed) searches to obtain the same results, there is no clear
benefit in doing so.

In terms of technical limitations, an early tertiary study [11]
found that existing search sources are not suited to sup-
porting systematic reviews in the SE domain. Although
there have been promising improvements since then, dif-
ferent search sources still vary significantly in size, scope,
underlying model, user interface, syntax and filtering mecha-
nisms [5], [12]. Such differences and inconsistencies threaten
effective automated search processes from study to study.

In fact, some constraints (e.g., different maximum lim-
its of search terms, operators, or characters) can require
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well-designed search strings to be modified; also, it is not a
trivial task to mix major terms and synonyms properly [6].
This in turn results in another frequent reporting issue, i.e., the
adapted search strings are missing. Since technical problems
with search engines are beyond the control of researchers,
a natural suggestion is to report problems to the library
owners to (hopefully) fix them [9]. However, fixing all the
engine constraints is an ideal and researchers will still need
to confront constraints. By performing feature analyses of
major digital libraries, one study [10] developed advice for
researchers on how to manage existing constraints and incon-
sistencies in search sources. Similarly, we also show, with our
guidelines later in this paper, that researchers can bypass at
least some technical limitations by careful formulation and
execution of their searches.

Turning to related work, the closest research to ours is a
checklist, by Ali and Usman [13], to evaluate the reliability
of the reported searches. Although there are overlapping
concerns between Ali and Usman’s [13] study and our study –
e.g., the search string’s engine-specific adaptations should be
documented – we claim two main differences for our study:

• The research method is different: Ali and Usman [13]
aggregate existing guidelines on searches to formulate
their checklist, whilst we replicate 621 prior searches to
develop our guidelines.

• The research purpose is different: Ali and Usman [13]
intend for their checklist to be used to evaluate pub-
lished studies, whilst we intend for our guidelines to be
used in the formulation, execution and documentation of
(future) searches.

Moreover, a unique feature of our study is its concentration
on operational and technical aspects of searches. Unlike exist-
ing guidelines and checklists, we are not concerned with the
research context of the searches. For example, we do not con-
sider the ‘‘fitness-for-purpose’’ of the search string in relation
to the corresponding research question. This is out of the
scope of our study and, in any case, has already been empha-
sised extensively by existing guidelines [1], [2], [14], [15].
In contrast, the operational and technical details ‘‘are rarely
communicated or documented’’ [9]. Thus, researchers could
continuously encounter those problems even without being
aware of them. Overall, to the best of our knowledge, our
study is the first study that directly addresses these opera-
tional and technical aspects.

III. MODELLING THE SEARCH PROCESS
In this section, we first introduce a general model of the
search process and then discuss three indicators of search,
and their components, as well as our proxy measure for
reproducibility. The model, indicators, components, and
proxy measure provide the conceptual foundation for our
evaluation.

A. A GENERAL MODEL FOR CONDUCTING SEARCHES
Figure 1 presents a model of the search process. This
model is intended to be independent of platform-specific

FIGURE 1. The generic automated search workflow for systematic
reviews. (A reusable search string = An available & executable search
string + The same search sources), (Repeatable search activities = A
reusable search string + The same zonal settings & time range), and
(A reproducible automatic search = Repeatable search activities + The
same search results).

implementations, e.g., agnostic to different interfaces. Also,
although we ideally want the entire search process to be auto-
mated, there are still manual operations required for searching
sources. In brief, the figure indicates that a search string is
formulated and adapted to a specific interface. Then, the time
and the zonal settings, if any, are required, in order to restrict
the search, e.g., to particular parts of articles, such as title,
abstract, keywords, full text [10]. Depending on the engine’s
features, pre-filtering and/or post-filtering offer other ways
to constrain the search (e.g., publication type, or research
domain) to narrow down the search results. Finally, after
executing the search, search results will be obtained. These
results might then be further analysed, e.g., through the man-
ual application of exclusion criteria, such as duplicate results.

B. INDICATORS AND THEIR COMPONENTS
Reproducible research allows another researcher (or the same
researcher at a different time) to use the available data and
code to obtain the same results [16]. Applying this princi-
ple to searches, we identify several components of searches
which can be treated as data and code, and which are nec-
essary for reproducible research. These components are:
available search string (e.g., is the search string stated?), exe-
cutable search string (e.g., can a search be executed with the
string?), search source (e.g., are the same sources being used
for the searches?), zonal settings, time settings, and results
from the search (e.g., are the same search results produced?).
There is an additional component, filters, which we discuss
in the context of the indicators.

We map the six components to three indicators: reusable
search strings, repeatable searches and reproducible searches.
Our mapping is summarised in Table 1. For clarity, we also
include the filter component. We discuss the three indicators,
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TABLE 1. Summary of search indicators.

their mappings, and a proxy measure for reproducibility in
the following subsections.

C. A PROXY MEASURE OF REPRODUCIBILITY
For the final component, i.e., same search results, it is impos-
sible to verify whether retrieved papers in a subsequent
secondary study are identical to those in the original sec-
ondary study. Consider, for example, that no researcher (to the
best of our knowledge) has reported the content, as opposed
to the counts, of their search results; and it is generally
unnecessary to do so, for secondary studies. Also, as time
passes, the number of articles stored in the search source will
likely increase between the original search and the subsequent
search. Expecting a (near) identical number of results would
be unrealistic.

We therefore take a pragmatic approach and compare the
original search with our search in terms of a ‘‘tolerated’’ num-
ber of results, i.e., differences within an order of magnitude
are tolerated as sufficient for a reproducible search. We toler-
ate an order of magnitude difference for three reasons. First,
several search sources can have day-to-day differences in
search results from the same automated search [9]. The vari-
ation in day-to-day results from search sources is generally
trivial [9]. Second, publishing or indexing delays can make
search results vary, when searching at different times [T2]
though such delays have a limited time lag (about three
months according to [T2]). Third, as already stated, the num-
ber of articles stored in the search source will likely increase
over time.

D. REUSABLE SEARCH STRINGS
We treat search strings as the most critical data in the
automated search workflow (see Figure 1). We define a
reusable string as a search string that has been reported in a
paper, and is therefore available to be reused, and capable of
being processed with default settings in any flexible console
(e.g., the command search window) of the originally reported
search sources. For the purpose of fairness in the comparison
between a secondary study and our searches, we only con-
sider the search sources employed in the original study.

Compared with related work [9], our definition of a
reusable string emphasises the practical re-use of a search
string, rather than only checking that the string was reported
in a publication. Essentially, a reusable string is a previously
used search string that can still be reused.

E. REPEATABLE SEARCHES
Search strings may be reusable but no longer operate in the
way intended. For example, there may have been changes in
other aspects of the search engine. The next step in verifying
the reproducibility of a search is therefore to consider the
zonal and time settings of the search. We define a repeatable
search as a reusable search string that can be processed by the
reported search source with exactly the same zonal settings
and time range as with the original search.

If further filtering details (e.g., filtering Subject Area) are
reportedwith the original search, we try to repeat that filtering
with our search, to be fair in our comparison. Considering
the large diversity of filters for the different search sources,
we do not treat filter settings as a required criterion for this
indicator. On the other hand, since unrepeatable or unknown
filter settings may significantly influence the search results,
such negative influences should still be capture-able by our
final indicator, reproducible search.

F. REPRODUCIBLE SEARCHES
We define a reproducible search as a repeatable search that
also produces sufficiently similar search results. Provided the
new results are within one order of magnitude difference to
the original results, we consider the search to be reproducible.
As an example, we consider Novais et al.’s study [17] to have
reproducible searches, even though our test on IEEE Xplore
obtains almost twice as many hits as the reported amount
(i.e., 1651 vs. 865) as the results are within one order of
magnitude difference. By implication, a reproducible search
has either repeated the filtering settings of the original, or the
filtering settings did not have a sufficiently different effect on
the searches.

IV. METHOD OF EVALUATION
In this section we explain the method we used to sample
secondary studies. Essentially, we snowballed [19] from ter-
tiary studies. We then discuss our methods of analysing the
secondary studies.

A. SEARCHING FOR TERTIARY STUDIES
Since its introduction, by Kitchenham and Charters in
2004 [1], the SLRmethodology has been widely employed in
SE. Given the ongoing growth in the number of SLRs over the
last twenty years, it is difficult to gather the population of SE
secondary studies. We therefore apply the snowballing [19]
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approach to a selection of tertiary studies of SE secondary
studies, to identify a relatively large number of secondary
studies of SE. By using tertiary studies of SE secondary stud-
ies, we can be more confident in the relevance, and therefore
the representativeness, of our sample.

To identify a candidate set of tertiary studies, we follow
the short-string strategy [20] to maximise the search scope.
We use the following search string:

"tertiary study" AND "software" AND "review"
In our previous study [8], we relied on Google Scholar

as the single source to search for candidate tertiary studies
published in the past five years.We chose ‘‘sort by relevance’’
to limit our screening to the first 20 pages of the search results
(10 results per page). Our decision to screen the first 20 pages
is similar to previous research, e.g., [21]. We then reviewed
the titles and snippets of text returned by Google Scholar.

For the current study, we considerably extend our sources,
searching the four major digital libraries for SE, as advocated
by Zhang and Babar [22]:

• ACM Digital Library: https://dl.acm.org/
• IEEE Xplore: https://ieeexplore.ieee.org/
• ScienceDirect: https://www.sciencedirect.com/
• SpringerLink: https://link.springer.com/

We used the same search string to conduct all-field
searches across the four digital libraries (in SpringerLink,
we used the default search within discipline Computer Sci-
ence) for the period 2015–2020 inclusive. Since tertiary
studies need secondary studies, and given that the SLR guide-
lines were first published in 2004, restricting our search to
2015 ensures we find tertiary studies that have, in princi-
ple, reviewed up to ten years of published secondary stud-
ies. Our searches of the four digital libraries respectively
returned 37, 52, 123 and 42 results (before applying exclusion
criteria).

B. SELECTING RELEVANT TERTIARY STUDIES
When selecting relevant tertiary studies, we predefined a set
of inclusion and exclusion criteria, as specified in the upper
half of Table 2. Using two studies as examples, we briefly
note here one unfortunate constraint: Batouta et al. [T13]
selected 2347 secondary studies, but only report 11 in
their paper. We can therefore only use the 11 (<1%) of
their secondary studies. And Bayram et al. [23] refer to a
dataset of 94 SLRs, but none of these are specified in their
(short) paper. Thus, we cannot use any of their secondary
studies.

As we do not need to comprehensively verify the research
details at this stage (such verification comes later), we briefly
reviewed the candidate publications and identified a total of
24 relevant tertiary studies (see Table 3) in the SE domain.
The 11 studies identified in our previous study [8] are all
present in the 24 studies for the current study. (This fur-
ther confirms the benefits of a multi-source search strat-
egy [1], [11]. Google Scholar’s broad coverage may be at the
expense of weak precision.)

C. COLLECTING SAMPLES OF SECONDARY STUDIES
From the 24 tertiary studies, we identified 1326 candidate
secondary studies. After removing duplicates and applying
exclusion criteria, summarised in the lower half of Table 2,
we finally selected 621 secondary studies. (For consis-
tency, we excluded four papers that had been considered
in our previous study [8]. These four papers had not been
peer-reviewed.) A summary of the tertiary papers and the
finally-selected primary studies is presented in Table 3. The
complete list of included and excluded studies is available
at http://doi.org/10.5281/zenodo.4447488.
Given our method for selecting secondary studies via tertiary
studies, and of then filtering the candidate set of secondary
studies, our sample of 621 studies should be of higher quality.

D. ANALYSING THE PREVALENCE OF OUR INDICATORS
AND SEARCH SOURCES
Having selected 621 secondary studies, we extracted the
search string for each study. To support like-to-like com-
parison, we only analyse one string for each study. If there
exist multiple search strings in a study, we select the longest
one for our comparison. Many studies report only one string.
Some studies report a ‘‘standard string’’ which has then been
adapted, but (all of) the adaptions were not reported. Thus,
we needed to ‘‘normalise’’ the studies for comparison.

Then, for each of the 621 strings, we retried the search
string, collecting information on the success of the resulting
search relative to our three indicators (see Section III and
Table 1) and on the search sources used. We report the results
in Section V-A and Section V-B.

E. STUDYING THE CAUSES OF PREVALENCE
During our tests of the search strings and searches, we fre-
quently observed contrasting practices in terms of the search
string length and the search source amount. For exam-
ple, some researchers tend to use exhaustive search terms
(e.g., [24]) and to use as many search sources as possible
(e.g., [25]), while some others prefer to use less keywords
to enlarge the search scope (e.g., [20]) and to use limited
indexers (or even a single one) so as to have a broad cov-
erage of literature (e.g., [26]). To the best of our knowledge,
no research has compared these different practices and inves-
tigated their influences on automated search.

By treating each search as an independent experimental
trial, we can design factorial ANOVAs [27] to study poten-
tial explanations for the (lack of) success in our searches.
We identified three factors and constructed ANOVAs for our
three indicators. The three factors and their levels, giving a
23 factorial ANOVA, are: noitemsep

• Venue type: Journal vs. Conference
• String term-count: Long (>11 search terms) vs. Short
(otherwise)

• Number of search sources: Many (>5 search sources)
vs. A few (otherwise)
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TABLE 2. Inclusion and exclusion criteria for tertiary and secondary studies.

For venue type, we distinguish between conference and
journal as two types of publication venues. Workshops,
short papers and chapters are directly labelled as conference
papers. Although chapters can be comparable in length to
journal articles, many conference proceedings may have been
published as chapter-based books, e.g., those by Springer.

We study string term-count because of the Boolean opera-
tor limits in some search sources. We measure the length of
search strings in terms of the number of terms. By counting
the search terms of each string, we observe that the string
term-counts of different studies vary significantly, ranging
from one term to 99 terms. Since the median length is 11,
we define a long string to have more than 11 search terms,
otherwise the string is treated as a short string.

For the number of search sources, the usage statistics for
the number of sources used (see Section V-B) suggests a
median number of sources is five. Therefore, we distinguish

between a secondary study employing many (i.e., more than
five) search sources or a few (i.e., less than or equal to five)
sources.

We calculate the rate, of the respective search indicator,
as the quantitative response under each of the 23 factorial
conditions, as specified in part (a) of Table 4. Then, we sta-
tistically investigate the effects of individual factors and of
different factor interactions. Since the 23 factorial conditions
indicate a full factorial experimental design, the effect calcu-
lation here can be formulated into Eq. (1).

E =

∣∣∣∣ n∑
i=1

(Rhi − Rli)

∣∣∣∣
n

(1)

where a factor’s effect (or multiple factors’ interac-
tion effect) E is represented by the average difference
between responses from the factor’s two alternative levels
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FIGURE 2. Pareto charts of the effects of factors, for successful searches according to our three indicators (α = 0.05).
A=Venue; B=String term-length; C=Number of sources; AB, AC, BC, ABC = interactions of factors.

TABLE 3. Tertiary studies and counts of selected secondary studies (SS)*.

(i.e., high-level response Rh and low-level response Rl). For
example, by referring to Table 4 and focusing on String term-
length only, its effect on reusable searches is |(0 + 51.5 +

3.4 + 42) − (88.6 + 88.8 + 76.7 + 86.3)|/4 = 60.875(%).
To facilitate our analyses, we employed the DOE module

of Minitab Statistical Software1 and utilised its Pareto Chart
of the Effects to illustrate the analysis result, as shown in
Figure 2. Each sub-chart includes a dashed red line indicating
the threshold for a statistically significant effect.

Factorial ANOVA does not directly prove any factor’s
effect; instead, it facilitates gaining objectivity from obser-
vations and adding objectivity to conclusions. For example,
by applying such analytical results back to the original obser-
vations on string reusability rates (see Table 4), we can
confidently draw a conclusion that shorter search strings have
better reusability in SE secondary studies.

V. RESULTS
A. PREVALENCE OF THE INDICATORS
After retrying each search string for every secondary study,
we obtained frequency counts for our three indicators. These
counts are illustrated in Figure 3. The figure shows that less

1https://www.minitab.com/en-us/products/minitab/

FIGURE 3. Successful searches according to our three indicators.

than 50% of our sample (294 out of the 621 studies) have
reusable search strings. An immediate implication is that over
half of the secondary studies ‘‘fail’’ on the most fundamen-
tal indicator for reproducible search. Given our method for
selecting secondary studies via tertiary studies, our sample of
621 studies should be of higher quality. Thus, the results we
report may be on the more ‘‘optimistic’’ side.

When applying zonal settings and time range, we can suc-
cessfully conduct repeatable searches for about 13% of the
total sample (81 studies). Finally, when comparing the search
results, we can successfully achieve reproducible results for
about 6% of the total sample (38 studies), even after includ-
ing the studies with fixable syntax errors. Thus, approxi-
mately 95% of the secondary studies we examined are not
reproducible.

B. PREVALENCE OF THE SEARCH SOURCE
There is consensus in the SE community to use multiple
sources for searching, as an individual source does not con-
tain all (or a majority) of the relevant publications. By count-
ing how many times individual search sources are employed,
we obtain their usage frequencies in the secondary study sam-
ples, as illustrated in Figure 4. Overall, 42 different sources
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FIGURE 4. Usage frequencies of search sources in the 621 secondary
studies.

were used by the secondary studies;2 for conciseness, we only
label the figure with the search sources that are employed by
31 (5%) or more secondary studies. Engineering Village is
the standard entrance for visiting Compendex or INSPEC,
and some studies only mentioned ‘‘Engineering Village’’
when reporting search sources (e.g., [28]). We therefore unify
the search source to be Engineering Village in both cases
of Compendex and INSPEC. Similarly, we combined IEEE
Computer Society Digital Library with IEEE Xplore.

By counting howmany search sources are employed in one
systematic review, we find that researchers tend to choose
four to six search sources to explore empirical evidence,
as illustrated in Figure 5. Also, by referring to Figure 4,
the most popular sources are ACM Digital Librar (ACM
DL), CiteSeerX, Engineering Village, Google Scholar, IEEE
Xplore, ScienceDirect, Scopus, SpringerLink, Wiley Online
Library (Wiley OL), and Web of Science (WoS). With the
exception of CiteSeerX, which we discuss shortly, we argue
that SE’s major digital libraries, suggested by [22], should
be updated to include this list of popular search sources.
AlthoughCiteSeerX is on the list, we do not recommendCite-
SeerX, due to its strange behaviours in our tests [29]. In fact,
its early version, CiteSeer, has already been identified to have
inconsistent and unexplainable search behaviours [11], while
the current CiteSeerX seems to have even more unpredictable
behaviour.

There is ongoing debate on the use of Google Scholar in
SE secondary studies. Google Scholar has a broader coverage

2The 42 search sources are: 1) ACM DL; 2) AIS eLibrary;
3) Australian Education Index; 4) BASE (Bielefeld Academic Search
Engine); 5) Blackwell-Synergy; 6) Cambridge University Press;
7) CiteSeerX; 8) CSB (The Collection of Computer Science Bibliographies);
9) DBLP; 10) EBSCO; 11) Embase; 12) Emerald Insight; 13) Emeroteca
Virtuale; 14) Engineering Village; 15) ERIC (Education Resources
Information Centre); 16) Expanded Academic; 17) Google Scholar;
18) IEEE Xplore; 19) IET Digital Library; 20) IGI Global; 21) InderScience
Online; 22) INFORMS PubsOnLine; 23) IOPscience; 24) JSTOR;
25) Kluwer Online; 26) Metapress; 27) Microsoft Academic Search;
28) MIS Quarterly; 29) MIT Press; 30) Oxford Journals; 31) ProQuest;
32) SAGE Journals; 33) Science (AAAS); 34) ScienceDirect;
35) Scopus; 36) SIAM (Society for Industrial and Applied Mathematics);
37) SpringerLink; 38) Taylor & Francis Online; 39) University of
Hertfordshire’s Library Search; 40) Wiley OL; 41) WoS; 42) World
Scientific.

FIGURE 5. Number of search sources in secondary studies.

of scientific publications than those independent publishers
and indexers [30], [31]. Such a broad coverage may be par-
ticularly helpful for SE topics that involve multidisciplinary
concepts across a diverse domains [32]. But the precision of
Google Scholar’s search results is generally low [33], [34].
This appears to be especially influenced by the ‘‘noise’’
from grey literature [35], which inevitably results in difficul-
ties for researchers to manage large queries with extensive
results [36]. In fact, by contrasting our use of Google Scholar
in the earlier study [8] with our use of four sources in the
current study, we corroborate the advice to not replace the
individual search sources with Google Scholar, even though
Google Scholar has ‘‘considerable overlap with ACM and
IEEE on software engineering literature’’ [34], [37]. We do
recognise the value of Google Scholar to facilitate snow-
balling [19] however snowballing is fundamentally a manual
search, and is outside the scope of our current study. Also,
as noted already, Google Scholar is beneficial for grey litera-
ture searches.

C. FACTORIAL ANOVA OF REUSABLE SEARCH STRINGS
Turning now to the factorial ANOVA, Figure 2(a) indicates
that the term-count of a search string significantly effects its
reusability. The figure also suggests that the number of search
sources may also have an influence (also interacting with
term-count), while the venue type has little effect. By apply-
ing such analytical results back to the original observations
on string reusability rates (see Table 4(a)), we argue that
fewer search terms increased the likelihood of reusability
of search strings in SE secondary studies. There are rec-
ommendations to use as many as possible synonyms and
alternatives of keywords (e.g., [6]). As a compromise between
our recommendation and prior recommendations, researchers
might perform a careful trade-off, selecting fewer, but more
sensitive, search terms.

D. FACTORIAL ANOVA OF REPEATABLE SEARCHES
To assess repeatable searches we need information on both
zonal settings and time range. Thus, we exclude those stud-
ies, and their respective search string, where information is
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TABLE 4. Assessment of rates of searches under different conditions.

incomplete; and use the remainder of the studies and strings
to calculate the rate of repeatable searches. The results are
shown in Table 4(b).

Given the reference line that indicates the statistically sig-
nificant effect 47.85(%), we claim that none of the factors or
factor-interactions significantly impacts the repeatability of
search activities. But there are still clear differences among
those factorial effects.

E. FACTORIAL ANOVA OF REPRODUCIBLE SEARCHES
For reproducible searches, it is meaningless to investigate any
factorial effect where the original results are unavailable for
comparison. Therefore, we further exclude the studies that
did not report respective search results from the individual
search sources, and then use the remaining publication set
to calculate the rate of reproducible searches. The results are
shown in Table 4(c).

Figure 2(c) shows the number of search sources is a critical
factor that significantly affects the reproducibility of auto-
mated search. By contrast, venue type, once again, appears

to have little effect. We observed that depending on how
the researchers implemented and documented their secondary
studies, even journal papers may lack clear search strategy
descriptions, while the automated search reported in a short
conference paper (e.g., [38]) can still be almost reproducible.

F. OVERALL CONCLUSIONS
Overall, we conclude that using fewer numbers of search
sources increases the reproducibility of automated search in
SE secondary studies. This conclusion does not deny the
previous lessons about using multiple sources to enlarge the
overage of primary studies [11]. Instead, we argue that it
may not be wise to use many search sources in one study.
According to the usage statistics (see Figure 5), the most
practical trade-off seems to be employing four to six search
sources (i.e., digital libraries and/or indexing platforms).

VI. GUIDELINES FOR REPRODUCIBLE SEARCH
Given the results reported in Section V, as well as our expe-
riences of re-performing the searches, we formulate a set
of evidence-based guidelines to help researchers ensure they
formulate, execute and document reproducible searches. The
guidelines are presented in Table 5.

We choose not to complement the guidelines with dis-
cussion and elaboration. We do this for three reasons: first,
for the purpose of conciseness; second, and more signifi-
cantly, because the guidelines are intended to be atomic and
therefore self-contained; and third, by extension, we want
the guidelines to be accessible. Furthermore, we focus on
technical-level, specific guidelines rather than generic advice
(i.e., we avoid recommendations such as, ‘‘Ensure the deci-
sion is justified,’’ or ‘‘Ensure, you report X.’’) or advice
already provided by others, such as Ali and Usman [13].

We do however want to emphasise the formulation of
searches. If search strings are fundamentally flawed, e.g.,
they contain syntax errors, then no amount of transparency
when documenting the searches can fix the original results of
the search. More generally, Figure 1 and Figure 3 show that
many problems with searches can potentially be addressed
through better preparation, either of the string itself, of the
related settings, or of the choice of search sources.

VII. THREATS TO VALIDITY
In this section we first consider potential threats to our eval-
uation. We then consider the implications of these threats for
our guidelines.

A. POTENTIAL BIAS IN THE SAMPLING
We used a carefully selected set of 24 tertiary studies to
identify a large sample (>1300) of secondary studies, and
then selected 621 studies as our sample. Whilst our sample
is relatively large, size does not in itself determine represen-
tativeness. As noted earlier, the use of peer-reviewed tertiary
studies to identify a set of candidate secondary studies, and
then the selection of peer-reviewed secondary studies from
that candidate set, suggests we have a higher quality sample
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TABLE 5. Guidelines for formulating, executing and documenting searches.

(at least relatively). One implication is that our overall eval-
uation, e.g., Figure 3, may be ‘‘optimistic’’, applying to the
‘‘better’’ secondary studies in SE.

A second threat with the sample is that while the overall
sample is relatively large, not all of the sample could be
used for the factorial ANOVAs, e.g., due to missing data.
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Our detailed quantitative analyses may therefore suffer from
sample size (see sample sizes in Table 4). An obvious way
to address this threat is to increase the sample size, e.g.,
we might have used more of the approximate 1300 can-
didates. But increasing sample size may not improve data
quality, e.g., may not address the problem of missing data.

B. POTENTIAL BIAS FROM NOT ACCESSING SOURCES
At the time we conducted our searches, the authors under-
taking the searches had no access to Engineering Village
(EV). We therefore could not test automated searches over
it. But we still included EV in this research and assumed
the corresponding tests to be passed, as long as the relevant
data are available in the publications. For example, we have
considered the automated search in [39] to be reproducible
without physically testing it, because this study used EV
as the only search source, and it reported all the critical
data ranging from the search string to the search results.
Nevertheless, the lack of access to EV could bias both our
overall results (see Figure 1) and our factorial ANOVAs.
We decided not to exclude Engineering Village, because it
is a well-known indexing platform of engineering literature,
and excluding it will lead to bigger bias in the usage statistics
of search sources (see Section V-B). Retaining EV does not
have significant impact on the conclusions of this research:
the current results for the three indicators may be slightly
higher than they should be, while the reproducibility crisis
of automated search is still clearly revealed.

C. POTENTIAL BIAS IN THE FACTORIAL ANOVA
For the ANOVA, we had to split each factor’s values into
two groups to satisfy the requirement of two-level factorial
ANOVA. Such a dichotomisation inevitably results in loss
of information and usually involves subjective decisions.
We used median averages to distinguish between few and
many search term-counts and between a few and many search
sources. We choose median averages because it is gener-
ally the best representative of a dataset’s central location,
especially when the data set has a skewed distribution [40].
Statistical conclusions could, of course, change if we replace
median with the other measures of central tendency, such as
mean or mode.

Also, our suggestions (i.e., using fewer search terms and
less search sources to improve the reproducibility of auto-
mated search) are essentially driven by data correlation
instead of causation. More importantly, these suggestions
have nothing to dowith the completeness of the relevant study
selection. In other words, making automated search more
reproducible does not guarantee a better coverage of relevant
studies. However, it is also uncertain whether or not using
more search terms and/or more search sources would guar-
antee an improvement in coverage. Furthermore, we argue
that even if an irreproducible automated search brings 100%
relevant studies, it will still harm the quality of the systematic

review, as it will lead to doubts about whether and how the
completeness is addressed.

D. IMPLICATIONS FOR THE GUIDELINES
Our guidelines are prescriptive for good practice rather than
predictive of research quality. They are derived from our eval-
uation and from our experience of conducting the evaluation.
As such, biases in our evaluation should have limited direct
impact on the value of the guidelines. We recognise these
guidelines need to be used and, through use, to be evaluated
independently, and we encourage researchers to undertake
such evaluation.

VIII. CONCLUSION AND FUTURE WORK
Automated search of search sources is increasingly common
in SE research, the most obvious example being the sys-
tematic review. (Such searches may also be employed, albeit
less formally, in other activities, such as the more traditional
literature reviews.) Given the growth of systematic reviews in
SE, and the potential impact of these reviews as a systematic
summary of the state of evidence on a subject, we evaluated
the reproducibility of automated searches. We focused our
evaluation on secondary studies that are based on the system-
atic literature review protocol first proposed by Kitchenham
and Charters [1]. We had two research objectives: first, to bet-
ter understand whether searches were reproducible; second,
to propose improvements to automated search.

For our first objective, we asked a research question, viz.
to what extent can we reproduce automated searches from
existing SE secondary studies? We distinguished reusable
search strings from repeatable searches and from repro-
ducible searches. We conclude that only about 6% of the
621 sample studies report reproducible searches; that about
13% report repeatable searches, and that about 47% report
reusable search strings. Search is a fundamental stage for a
secondary study, and search strings are a core element of such
a stage. Our findings are concerning because they suggest
very few secondary studies can be reproduced.

The outcome of our first research objective motivated our
second objective, i.e., how canwe improve the reproducibility
of automated search in SE secondary studies? Our response
to this question has been to propose a set of low-level, specific
guidelines that are derived from our evaluation and from
our experience of re-performing the searches. The guidelines
concentrate on the formulation and execution of searches.

Overall, our article contributes an evaluation of the state-
of-practice of automated searches in secondary studies in SE,
and a set of guidelines for improving the reproducibility of
future secondary studies.

Given the contributions of this article, we propose two
directions for further research. First, to develop, apply and
evaluate a tool, or similar, to facilitate search-string prepa-
ration and adaptation. This tool might be further extended
to obtain candidate publications (or their metadata) by pro-
grammatically executing automated search in suitable cases,
e.g., when APIs are available, or Web crawling is enabled.
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Second, to investigate the ‘‘fitness for purpose’’ of a search
string against its corresponding review’s research question(s).
We have evaluated whether a search is reproducible. We also
want to investigate the efficacy of a search.
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