
Received 3 July 2023, accepted 17 July 2023, date of publication 26 July 2023, date of current version 30 August 2023.

Digital Object Identifier 10.1109/ACCESS.2023.3299213

Efficient Storage Approach for Big Data Analytics:
An Iterative-Probabilistic Method for Dynamic
Resource Allocation of Big Satellite Images
MAHDI JEMMALI 1,2,3, WADII BOULILA 4,5, ASMA CHERIF6,7, AND MAHA DRISS 5,8
1MARS Laboratory, University of Sousse, Sousse 4002, Tunisia
2Department of Computer Science, Higher Institute of Computer Science and Mathematics of Monastir, University of Monastir, Monastir 5000, Tunisia
3College of Computing and Informatics, University of Sharjah, Sharjah, United Arab Emirates
4Robotics and Internet-of-Things Laboratory, Prince Sultan University, Riyadh 12435, Saudi Arabia
5RIADI Laboratory, National School of Computer Sciences, University of Manouba, Manouba 2010, Tunisia
6Information Technology Department, Faculty of Computing and Information Technology, King Abdulaziz University, Jeddah 21589, Saudi Arabia
7Center of Excellence in Smart Environment Research, King Abdulaziz University, Jeddah 21589, Saudi Arabia
8Computer Science Department, College of Computer and Information Sciences, Prince Sultan University, Riyadh 12435, Saudi Arabia

Corresponding author: Mahdi Jemmali (mah_jem_2004@yahoo.fr)

This research work was funded by Institutional Fund Projects under grant no. (FPIP:1412-612-1443). The authors gratefully acknowledge
technical and financial support provided by the Ministry of Education and King Abdulaziz University, DSR, Jeddah, Saudi Arabia.

ABSTRACT Satellite images play a crucial role in ecology as they provide rich information about the Earth’s
surface. The deep analysis of satellite images presents a vast challenge due to the sheer size of the data that
needs to be managed. Sophisticated storage solutions are required to handle the ever-increasing velocity of
incoming data and to deal with potential latency or data loss. Storage balancing ensures efficient allocation
and distribution of storage capacity across a system, which involves monitoring, analyzing, and adjusting
how data is stored to optimize performance, minimize downtime, and maximize cost savings. Additionally,
storage balancing helps avoid data bottlenecks by automatically redistributing data across multiple resources.
While many solutions have been proposed to balance storage, no polynomial solution is available. This paper
addresses the issue of transmitting a considerable amount of satellite images across the network to various
storage supports. The challenge is to find an effective way to schedule these satellite images to the storage
supports that lead to equitable results in distribution.Many heuristics and enhancementmethods are proposed
to solve this problem. The effectiveness of the algorithms presented in this paper was tested and analyzed
through extensive testing. The experimental study shows that the proposed heuristics outperform those
developed in the literature. Indeed, in 73.8% of cases, the best-proposed algorithm, the best iterative-selection
satellite images algorithm (BIS), reached the best solution compared to the best algorithm in the literature and
the other proposed algorithms. The BIS algorithm obtained an average gap of 0.147 in an average running
time of 1.0654 s.

INDEX TERMS Satellite images, big data, storage load balancing, heuristics, algorithms, approximate
solutions.

I. INTRODUCTION
Satellite images have become a valuable tool in ecological
research, providing researchers with a way to gather data
on large-scale patterns and processes in the natural world.
By analyzing satellite images, researchers can study the
distribution and abundance of species [1], track changes
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in land use and land cover [2], [3], [4], biodiversity and
forest disease monitoring [1], and disaster management [5].
This has led to new insights into how natural systems
work and how they respond to human impacts, which can
inform conservation efforts and help us better understand the
complex relationships between different components of the
environment [6]. Thus, satellite images provide a wide range
of data that can be used to understand better and protect the
Earth’s ecosystems.
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Nonetheless, storing satellite images can be difficult for
many reasons. Firstly, satellite images are typically high
resolution and therefore require a large amount of storage
space. This can quickly become an issue for organizations
that need to store a large number of images or who need
to store images for long periods. Additionally, organizing
and managing large amounts of satellite image data can be
complex, especially when dealing with multiple satellites,
sources, and formats. These factors can make satellite image
storage a challenging and resource-intensive task.

Load balancing is necessary to ensure that satellite image
data is stored efficiently and optimally acrossmultiple storage
systems so that it can be accessed quickly and easily.
By load-balancing storage, the system can better manage
large volumes of data, allowing for faster access times and
improved scalability. This is especially important in big
data environments where large amounts of data need to be
processed quickly.

The astonishing expansion of networks for data transmis-
sion, coupled with the tremendous demand for storage space
by users in the Big Data context, is compelling computer
experts to seek a solution to manage storage more effectively.
Proper management leads to efficient resource allocation.
Several algorithms can be devised to bridge the disparity in
free space across different storage media.

Randomization methods employ an initial load-balancing
technique that randomly assigns satellite images to the stor-
age systems. However, randomly dispatching these images
across storagemedia can result in uneven storage space usage.
This imbalance may lead to inefficient resource distribution,
where some storage media may end up completely filled
while others remain half-empty or even empty. Iterative
solutions have been proposed to consider system parameters
such as satellite image size, type, and resource availability to
ensure that the load on each storage system is balanced while
considering the system constraints and parameters.

This paper proposes five heuristic-based algorithms to
find the best way to store satellite images in the storage
support, ensuring equitable storage. Firstly, we propose three
enhancement phases be included in the proposed algorithms.
These phases are based essentially on the probabilistic
method. Indeed, we propose amethod to apply the probability
of the algorithm.

Our choice to use heuristics rather than artificial intelli-
gence (AI)models is based on the following benefits provided
by heuristic-based algorithms:

1) Interpretability: Heuristics are typically more straight-
forward and easier to understand than AI models,
which can be complex and opaque. Heuristic algo-
rithms often involve a series of logical rules that
humans can understand, whereas AI models may
involve complex mathematical functions that are dif-
ficult to interpret.

2) Efficiency: Heuristic algorithms can be faster and
require less computational power thanAImodels, espe-
cially when dealing with small datasets or problems

with simple structures. In some cases, a heuristic
algorithm may be able to solve a problem in real-time,
while an AI model may require significant processing
time.

3) Robustness: Heuristics are often more robust than
AI models in situations where the data is noisy or
incomplete. Heuristic algorithms can often handle
missing or inconsistent data and can make reasonable
decisions based on partial information. In contrast,
AI models can be sensitive to small changes in the input
data and may produce inaccurate results if the data is
noisy or incomplete.

4) Domain-specific knowledge: Heuristics can incorpo-
rate domain-specific knowledge and expertise, which
can be difficult to capture in an AI model. For example,
in a scheduling optimization problem, a heuristic
algorithm may use a set of rules based on scheduling
knowledge and experience to identify potential solu-
tions, while anAImodel would need to learn these rules
from a large dataset.

A comparative experimental study was conducted to
evaluate the effectiveness of the proposed algorithms against
the best solutions identified in the literature review.

The main contributions of this paper are summarized in the
following points:

• The development and implementation of five novel
algorithms for solving the problem of satellite image
allocation for storing large satellite images.

• The proposal of an innovative approach utilizing
iterative-probabilistic techniques, probability distribu-
tion, iterative testing, and diverse satellite image choices,
leading to an improved storage solution.

• The experimental testing has demonstrated the superior-
ity of the proposed algorithms over existing heuristics.
The best algorithm achieved a success rate of 73.87%,
significantly surpassing the previous method’s 63.1%
success rate.

• An efficient running time of the algorithms without
compromising accuracy, enabling more iterations and
improved results’ performance.

• The utilization of the proposed algorithms as effective
initial solutions for various metaheuristics has facilitated
faster convergence and better optimization results.

• There is no dominance among the proposed algorithms,
offering researchers and practitioners multiple optimiza-
tion options. Combining two or more algorithms can
potentially enhance performance and provide different
trade-offs between running time and accuracy.

This paper is organized as follows. Section II presents a
state-of-the-art review of the problem under study. Section III
provides a detailed problem description, while Section IV
outlines the developed heuristics with three enhancement
phases. In Section V, an experimental study was conducted to
compare the performance of the developed heuristics against
the best one identified in the literature. Finally, Section VI
presents the conclusions of this study.
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II. RELATED WORKS
Load-balancing algorithms have been the subject of numer-
ous research works across various fields, including cloud
computing and networking.

Several studies have investigated distributed load-balancing
techniques in the context of cloud computing. Notably,
[7], [8], [9], [10], [11] have all conducted comparative
analyses of such techniques.

In [12], authors examined the problem of load balancing
in distributed file systems. They also analyzed the impact
of different factors on load balancing. They developed
a load-balancing algorithm in the presence of multiple
servers, aiming to sort the most and least loaded servers.
An additional study proposed in [13] has proposed a heuristic
algorithm to optimize the assignment of tasks to virtual
machines (VMs) in cloud computing environments. The
approach optimizes the usage of virtual machines (VMs)
more effectively. It is based on a fair tasks distribution
method utilized in the infrastructure as a service (IaaS)
model based on the number of incoming tasks and their sizes
while maximizing the utilization of computing resources.
Furthermore, [14] developed a load-balancing algorithm to
enhance cloud performance and conducted a comparative
analysis of several load-balancing algorithms in cloud
computing. The study proposed an improved load-balancing
architecture that divides the functions of the main controller
into two parts. The first part involves partitioning user
tasks through regional load balancers, while the second part
ensures system updating through various agents. The Cloud
architecture is organized into three levels, each with specific
roles and algorithms. The aim is to optimize the response
times of Cloud services by selecting the closest load balancer
based on the geographical location of the user and data center
and allocating appropriate nodes to user tasks using an ant
colony optimization algorithm. The author in [15] presented
a mathematical model of a dispatching problem and proposed
several heuristics to distribute processors among manufactur-
ing machines efficiently. They proved that the problem has
an NP-hard complexity. The heuristics used in their approach
included dispatching rules, a swappingmethod, and amixture
approach. The experimental results showed that the most
effective heuristic was SIDAr . In [16], the authors proposed a
rapid algorithm that utilizes the zero imbalance strategy. This
strategy aims to minimize the completion time gap among
heterogeneous VMs without needing priority approaches or
complex assignment decisions for the cloud configuration.
The authors defined two constraints: the earliest and optimal
completion time. Their proposed algorithm is able to solve
the NP-hard optimization problem while satisfying both the
users’ and providers’ constraints. Gupta proposed in [17] two
distributed load-balancing algorithms, CDLB and DDLB,
that leverage multiple cloud storage server parameters to
optimize performance. The first algorithm mainly considers
the service rate and queue length, while the second takes
into account additional parameters such as service time

and deadline time for client requests. Their work monitors
various factors that improve the overall performance of
cloud storage. Both algorithms attempt to evenly distribute
the load across storage servers while fully utilizing server
capabilities. Simulation results demonstrate that these pro-
posed algorithms effectively balance the load, maximize
server utilization, shorten response times, and improve
system performance. n the context of high-performance
computing (HPC), [18] proposed an enhancement to the
max-min scheduling method. This method prioritizes tasks
with the maximum execution time before assigning those
with the minimum execution time, which reduces the delay
in executing tasks with a lower execution time. The authors
utilized supervised machine learning to delegate the most
significant cluster requests to the virtual machine with the
least usage when clusters use the size of clusters and a portion
of virtual machines.

Alqarni et al. [19] introduced a load-balancing framework
based on the Binary Cuckoo Search Algorithm to decide
whether tasks should be executed locally or at edge nodes.
The framework is designed to minimize time, energy,
and payment costs associated with offloading tasks by
formulating the problem as a mixed-integer optimization
problem.

Load-balancing algorithms have also found applications
in networking. Karger et al. [20] proposed two simple and
efficient load-balancing algorithms for peer-to-peer systems.
The first algorithm ensures that the key address space is
distributed in a balanced way among nodes, such that the
random mapping of items achieves load balancing. The
second algorithm directly balances the distribution of items
among nodes. The study demonstrates the effectiveness of
both algorithms in improving load balancing in peer-to-peer
systems. However, these algorithms have some limitations;
for instance, the model is not easily generalizable to more
than one order.

Jemmali et al. [21] tackled the problem of distributing
large data packets across different routers while ensuring
equal sending times. The researchers proposed a novel
network architecture with a scheduler component that utilizes
multiple algorithms to minimize the time gap between
sending data packets. They developed four heuristics and
conducted experiments to compare their performance. The
results demonstrated that the proposed heuristics performed
effectively.

An adaptive mobility load-balancing algorithm was devel-
oped in [22] to balance the load across LTE small-cell
networks by utilizing network load status. The algorithm uses
a threshold-based approach to determine when and where
to hand over users between base stations. The threshold
values are determined based on the network load and
user mobility. The proposed algorithm was tested through
simulations, and the results showed that it effectively reduced
the number of handovers and improved network performance.
A patent was registered regarding the methods and systems
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for load balancing in a cluster storage system [23]. The
patent addresses the problem of balancing a load of data
objects in different cluster nodes to optimize performance
by transferring the data objects to other clusters based on
threshold and proximity. Another patent was also registered
for routing requests for information. The latter dealt with
systems and methods for load balancing using predictive
routing.

Several recent works treating load balancing applied
to gas turbines were introduced in [24] and [25]. Load
balancing can also be applied to other real-world scenarios,
such as the distribution of projects across multiple regions
in [26], [27], [28], and [29]. In addition, the maximum
of the minimum completion time is treated as a solution
to the parallel machines problem [30]. Indeed, in the
aforementioned work, authors developed many heuristics
to solve the load-balancing problem on machines. These
heuristics were compared with state-of-the-art solutions. The
experimental study showed the efficiency of the developed
heuristics. Further, several other works that address load
balancing are discussed in [31], [32], [33], and [34]. The
real-time intervention system developed in [35] and [36] can
be utilized to improve the proposed system.

Reference [37] proposed a system enabling dynamic data
allocation across multiple nodes that were presented to
balance the workload in a database. This system evaluates the
utilization of various buffers as well as the servers’ capacity
to allocate data to their corresponding active server buffers.
The system makes use of two types of buffers: one for
accepting external data and another for storing data from
active servers. Data is allocated to the active servers’ buffers
depending on their capacity factors and the buffer’s current
usage state. The quantity of data allotted is controlled by the
buffer utilization ratio and the server’s capability factor, with
higher ratios corresponding to smaller data allocations and
lower capability factors resulting in larger data allocations.

Table 1 provides a summary of the related works detailed
previously.

These related works present several limitations that can be
summarized as follows:

• Scalability: some load-balancing algorithms may not be
easily scalable to accommodate the increasing number
of files, servers, or nodes in a cloud computing or
networking environment;

• Overhead: Some load-balancing algorithms may intro-
duce additional overhead and computational costs,
negatively impacting overall system performance;

• Lack of accuracy: some Load-balancing algorithms
may not always accurately predict the load on servers
or nodes, leading to inefficient load distribution and
potentially reducing system performance;

• Single point of failure: Some load-balancing algorithms
rely on a single centralized controller or node, which
can become a single point of failure and compromise the
reliability of the system;

• Limited applicability: Some load-balancing algorithms
may only be applicable to certain types of files, systems,
or architectures, limiting their overall usefulness.

To overcome these limitations, this paper presents five
novel algorithms for efficiently storing large satellite images
by distributing the workload across multiple servers. The
algorithms are based on an iterative-probabilistic approach
and have been tested extensively to demonstrate their superior
performance compared to existing heuristics/algorithms. The
proposed algorithms achieve high success rates and fast
running times without sacrificing accuracy, making them
an excellent initial solution for optimization processes.
Furthermore, no dominant algorithm gives researchers and
practitioners more options for optimizing their storage and
load-balancing problems.

III. PROBLEM STATEMENT
In this section, we present the problem description and
definition.

A. PROBLEM DESCRIPTION
In the context of managing satellite images, load balancing
can play a critical role in ensuring that image processing tasks
are distributed efficiently across the available resources, such
as servers or computing clusters. Efficient load balancing
is particularly important when managing large volumes
of satellite images, which require significant processing
power and storage resources. Many challenges can face load
balancing for big satellite images, including:

• High computational requirements: Processing large
satellite images can require significant computational
resources, which can create a bottleneck in the load-
balancing system. If the system is not designed to handle
these high computational requirements, it can lead to
slow processing times and delays in the delivery of
results.

• Imbalanced workloads: Load balancing systems must
be able to distribute workloads evenly across available
resources. However, with big satellite images, there may
be significant variations in image size, resolution, and
processing requirements, which can result in imbalanced
workloads. This can lead to some resources being
overutilized while others are underutilized, reducing
overall system efficiency.

• Data transfer limitations: Moving large satellite images
between storage locations and processing resources
can be time-consuming, especially if the system is
not designed to handle high-speed data transfer. This
can further slow down processing times and limit the
effectiveness of the load-balancing system.

• Network latency: In distributed load balancing systems,
network latency can create delays and impact system
performance, especially when processing large satellite
images. This can be exacerbated by factors such as
network congestion or bandwidth limitations, further
hindering load-balancing performance.
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TABLE 1. Summary of related work.

FIGURE 1. Model for the studied problem.

We propose a novel load-balancing method for big
satellite images to address these challenges. The proposed
approach will ensure better scalability, flexibility, and
efficient resource utilization. This involves designing an
efficient optimization-based technique to distribute a large
amount of satellite data to enable effective load balancing
and processing of large satellite image datasets. The proposed
approach will ensure that the available resources are being
utilized to their fullest potential, minimizing any downtime
or delays that might otherwise occur.

The studied problem can be illustrated as detailed in
Figure 1.

B. PROBLEM DEFINITION
In this paper, the studied problem can be presented as follows.
Giving a set S of nsI satellite images to be sent to a set

of storage supports ST = {st1, · · · , stns}. The number of
storage supports is ns. The size of each satellite image SIj is
sj. Once the satellite image SIj is stored, the cumulative size
satellite image is denoted by csj. The total used space for the
storage support st i after the assignment of all satellite images
is denoted by Usi with i = {1, · · · , ns}.
The maximum (minimum) used space of the storage

supports after the completion of the backup period is
Usmax (Usmin). The objective is to reduce this gap. Thus,
an appropriate schedule must be found for the related
problem. The objective is to minimize the gap between the
used space. This gap can be formulated and calculated by
several methods. We choose in this paper the indicator that
can calculate the gap as proposed in [15]. The total gap
denoted by TCg is written by Equation 1 below:

TCg =

ns∑
i=1

[Usi − Umin] (1)

The objective is to minimize TCg. The studied problem
will be denoted by P ||TCg. The problem is proved to be
NP-hard in [15].
Proposition 1: The gap TCg can be written as∑ns
i=1Usi − nsUmin.
Proof: TCg =

∑ns
i=1[Usi − Umin] =

∑ns
i=1Usi −∑ns

i=1Umin. We have,
∑ns

i=1Umin = nsUmin, so
∑ns

i=1Usi −
nsUmin.
Example 1 explains the studied problem with a given

instance.
Example 1: Suppose that nSI = 6 and ns = 2. The

distribution of the size of each satellite image SIj is given in
Table 2.
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TABLE 2. Satellite images size values for Example 1.

FIGURE 2. Schedule applying the algorithm of smallest satellite images
first.

FIGURE 3. Schedule applying the algorithm of biggest satellite images
first.

The objective is to find a schedule that stores all satellite
images on the available storage supports. This can be
accomplished by implementing the smallest satellite images
first algorithm; the resulting schedule is shown in Figure 2.
The schedule depicted in Figure 2 indicates that the

satellite images {SI1, SI3, SI4} are stored in the first storage
support, while satellite images {SI2, SI5, SI6} are saved in
storage support 2. Consequently, the used space in storage
supports 1 and 2 is 20 and 24, respectively. This creates
a gap between storage supports 1 and 2, equal to TCg =

Us2 − Us1 = 4.
Now, calling the biggest satellite images the first algorithm,

the obtained schedule is illustrated in Figure 3.
The above schedule, depicted in Figure 2, shows that

satellite images {SI1, SI3, SI6} are stored in the first storage
supports, while satellite images {SI2, SI4, SI5} are saved in
storage support 2, obtained by using the biggest satellite
images first scheduling algorithm. This leads to used storage
of 24 and 23 for storage supports 1 and 2, respectively. This
results in a gap between the storage support 1 and 2, which
is TCg = Us2 − Us1 = 0. It is clear that Schedule 2 is better
than Schedule 1 because TCg is improved.

IV. BEST ALGORITHM IN THE LITERATURE
Our study aims to propose several heuristics to solve the
problem under consideration. The proposed heuristics will be
compared with those found in the literature review. The best
heuristic proposed in the literature review will be presented,
and an experimental study will be conducted to compare it
with the proposed new ones.

In [15], the authors proposed several heuristics to solve the
problem. A comparison was made to show the performance
of different algorithms. Based on the assessment given
in [15], the algorithm SIDAr was found to be the best in
75.2% of cases, with an average execution time of 0.115 s.
This heuristic is described as the swapping non-increasing-
decreasing sizes with order heuristic. It is based on swapping
the satellite images, one by one, following the order specified
by the swapping non-increasing-decreasing sizes algorithm
SIDA(), but picking the biggest and smallest satellite images
alternatively. To enhance the SIDA algorithm, the choice
of the biggest and smallest satellite images is repeated the
number of times denoted by r , and the best solution is
selected. SIDAr returns the best solution.

The algorithm for SIDAr as proposed in [15] is presented
in Algorithm 1.

Algorithm 1 Swapping Non-Decreasing-Increasing
Algorithm: SIDAr

1: for (t = 2 to t = r) do
2: Calculate gapt = SIDAt (F)
3: end for
4: Calculate gap = min

2≤t≤r
(gapt )

5: Return gap

V. NOVEL ENHANCEMENT PHASES
In this section, we propose three enhancement phases to
improve the heuristics. We present and utilize these enhanced
phases. The first phase is based on the randomizationmethod,
and the second phase is based on selecting the probability
value through a chosen ratio. Finally, the third phase utilizes
the iteration number of the initially proposed algorithm. This
iterative method is an enhancement of any algorithm.

A. FIST ENHANCEMENT PHASE
The randomized heuristic is based on the following idea:
selecting the first and second biggest satellite images. This
means choosing the satellite image with the biggest size and
the next biggest one. The probability β is then applied to
decide between the two ordered satellite images. The first
satellite image is selected with probability β and the next one
with probability 1 − β.
In practice, the probability is applied through a ratio

denoted by r . This ratio takes on values of r = 20, 30, 40.
We randomly generate a number nr between 1 and 100.
If nr < r , we select the first biggest satellite image;
otherwise, we select the second biggest. The value r can also
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be looped between 5 and 50 with a step equal to 5. In this
case, the value r can be presented as 5, 10, 15, . . . , 50.

B. SECOND ENHANCEMENT PHASE
In this phase, we adopt an iterative approach to enhance
the value of the obtained heuristic. Instead of running the
algorithm only once, we loop it multiple times, and at each
iteration, a new probability value is returned, which leads
to a new scheduled result. We denote by it the number of
iterations that the algorithm can be looped. In this paper,
we fix it = 1 for the execution of the algorithm once and
it = 100 for the loop of running the algorithm 100 times.
The best value among all iterations will be retained.

C. THIRD ENHANCEMENT PHASE
In this phase, we extend the choice between the first and
second-biggest satellite images to include the third-biggest
satellite images as well. Instead of selecting between the two
biggest satellite images, we randomly choose between the
three biggest satellite images using a uniform distribution.

We generate a random number nr between 1 and 3 to
implement this. If nr = 1, we select the biggest satellite
image; if nr = 2, we select the second-biggest satellite image;
if nr = 3, we select the third-biggest satellite image.
By applying all three phases above, the resulting heuristic

is denoted by RH2rit when we choose between the two biggest
satellite images and RH3rit when we choose between all three
biggest satellite images.

We use the function Rand(X ) to generate a random integer
in the range [1,X ] and the procedure StoringB(a) to schedule
the a biggest satellite images on the storage supports with the
freest space.

VI. PROPOSED ALGORITHMS
In this section, we present twelve algorithms. The proposed
algorithms are based on randomization and iterative method.

A. ITERATIVE SELECTED-RATIO VARIATION ALGORITHM
(ISV )
Firstly, the selection of satellite images will be between the
first biggest satellite image and the second one. The ratio
r is fixed to 20 with no iteration for this algorithm. The
randomization procedure is implemented in Algorithm 2,
denoted by RH2201 .

Now, a modification of the ratio is applied to implement
another procedure. The only modification is the choice of the
ratio. Instead, to fix r = 20, we fix r = 30. If the procedure
above runs with the first instruction change, r = 20 will be
r = 30. A new result is obtained and denoted by RH2301 .
The same idea is we change r = 30 to be r = 40, and a
new result will be obtained and denoted byRH2401 . Therefore,
the ratio variation algorithm denoted by RVA is defined as
SRV = min(RH2201 ,RH2301 ,RH2401 ).

Now the SRV will be run iteratively to obtain a
new enhanced algorithm. We iterate the RH2201 procedure
100 times as a first procedure. In each iteration, the returned

Algorithm 2 RH2201 Procedure

1: Set r = 20, j = 1
2: while (j < nf ) do
3: Determine nr = Rand(100)
4: if (nr ≤ r) then
5: Call StorageB(1)
6: else
7: Call StorageB(2)
8: end if
9: Set j+ +

10: end while
11: Save the last satellite image in the storage supports

having the minimum used space
12: Calculate TCg
13: Return TCg

solution is stored in an array. After finishing all iterations, the
best solution is selected and returned among all ones stored
in the latter arrays. We denote this best solution by RH220100.
We iterate the RH2301 procedure 100 times as a second
procedure. In each iteration, the returned solution is stored
in an array. After finishing all iterations, the best solution
is selected and returned among all ones stored in the latter
arrays. Wed denotes this best solution by RH230100. We iterate
the RH2401 procedure 100 times as a third procedure.
In each iteration, the returned solution is stored in an array.
After finishing all iterations, the best solution is selected
and returned among all ones stored in the latter arrays.
We denote this best solution by RH240100. Therefore, the
iterative-selected ratio variation algorithm (ISV ) is defined as
ISV = min(RH220100,RH230100,RH240100).

B. ITERATIVE LOOPING-RATIO VARIATION ALGORITHM
(ILV )
This algorithm is based on a basic procedure called the
looping ratio variation procedure and is denoted by LRV .
A new perturbation of RH2201 is applied to implement the
new basic procedure of this algorithm. This perturbation is
the choice of ratio. For this algorithm, we execute different
values of the ratio. These values are based on the looping
between [5 − 50] of the ratio value with a fixed step of 5.
Algorithm 3 presents the instructions for the looping ratio
variation algorithm (LRV ).
Now, we iterate the RH25−50

1 algorithm 100 times.
In each iteration, the returned solution is stored in an array.
After finishing all iterations, the best solution is selected
and returned among all ones stored in the latter arrays.
This algorithm is called the iterative looping-ratio variation
algorithm and is denoted by ILV .

C. ITERATIVE THREE-BIGGEST-SELECTION SATELLITE
IMAGES ALGORITHM (ITS)
This algorithm is based on the basic procedure called the three
biggest satellite image selection procedures and is denoted
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Algorithm 3 Looping Ratio Variation Procedure (LRV )
1: Set r = 5
2: while (r ≤ 50) do
3: Set j = 1
4: while (j < nf ) do
5: Set nr = Rand(100)
6: if (nr ≤ r) then
7: Call ScheduleB(1)
8: else
9: Call ScheduleB(2)

10: end if
11: end while
12: Save the last satellite image in the storage supports

having the minimum used space
13: Calculate TCr

g
14: Set r = r + 5
15: end while
16: Calculate TCg = minTCr

g
17: Return TCg

by TLS. The procedure is described as follows. Firstly, the
three biggest satellite images will be selected. A probability
ω is then used to choose the first biggest satellite image. The
second biggest satellite image is selected using a probability
φ where 1 − ω > φ. The third biggest satellite image is
selected using the probability 1−φ−ω. Algorithm 4 presents
the instructions for the TLS algorithm.

Algorithm 4 Three Largest-Selection Satellite Images Pro-
cedure (TLS)
1: Set j = 1
2: while (j < nSI ) do
3: Set θ ∈ {0.1, · · · , 1}
4: if (θ ≤ ω) then
5: Call StoringB(1)
6: else
7: if (ω < θ ≤ ω + φ) then
8: Call StoringB(2)
9: else

10: Call StoringB(3)
11: end if
12: end if
13: Set j+ +

14: end while
15: Save the last satellite image in the storage supports

having the minimum used space
16: Calculate TCg
17: Return TCg

Now, we iterate the TLS algorithm 100 times. In each itera-
tion, the returned solution is stored in an array. After finishing
all iterations, the best solution is selected and returned among
all ones stored in the latter arrays. This algorithm is called

the iterative three-largest-selection satellite images algorithm
and is denoted by ITS.

D. ITERATIVE MINIMUM-THREE-VARIANTS-SELECTION
SATELLITE IMAGES ALGORITHM (IMS)
Wemodify TLS to obtain the basic procedure of the presented
algorithm. This modification is to change the number of
the biggest satellite images three times. The first time we
select the first biggest satellite images, we store them on the
storage supports with the freest space, and so on, until we
store all satellite images. We calculate the gap denoted by
TC1

g . The second time, we chose between the first biggest
satellite images and the second one. We calculate the gap
denoted by TC2

g . The last time, we chose between the
three biggest satellite images and calculated TC3

g . After that,
we calculate TCg = min(TC1

g ,TC
2
g ,TC

3
g ). MTS denotes this

basic procedure.
The next step of this algorithm is to iterate the MTS

procedure 100 times. In each iteration, the returned solution
is stored in an array. After finishing all iterations, the best
solution is selected and returned among all ones stored in the
arrays. This algorithm is called the iterative minimum-three-
variants-selection satellite images algorithm and is denoted
by IMS.

E. BEST ITERATIVE-SELECTION SATELLITE IMAGES
ALGORITHM (BIS)
After extensive experimentation, it has been found that none
of the proposed algorithms are dominant, meaning that there
is no algorithm among them that can outperform all the
remaining ones. Therefore, combining these algorithms to
generate a new one based on the minimum value may lead
to better results.

The first step in creating this new algorithm is to call the
IMS algorithm and assign the obtained results to the variable
TC1

g . Then, the ITS algorithm is called, and the results are
assigned to the variable TC2

g . Finally, the ILV algorithm is
called, and the results are assigned to the variable TC3

g . The
proposed new algorithm is called the best iterative-selection
satellite images algorithm and is denoted by BIS. This
algorithm calculates the minimum value between TCk

g , where
k ∈ 1, 2, 3. The returned value of BIS is denoted by TCg, and
thus TCg = min(TC1

g ,TC
2
g ,TC

3
g ).

In this paper, five algorithms were proposed to solve
the considered problem. The impact of parameter choice
on the result was shown by using different parameters on
each algorithm. It was found that the value returned by the
algorithm can be impacted by choice of each parameter. This
motivates the use of different values for the same parameter
type. The results of each parameter value choice are detailed
in the following section.

VII. EXPERIMENTATION
In this section, testing will be conducted on five classes of
instances generated as detailed in [15].
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TABLE 3. Satellite images-sizes and number of storage-supports
distribution.

The C++ language was used to code the proposed
algorithms. The heuristics were run on a computer with
an Intel(R) Core (TM) i5-3337U CPU and Windows 10.
The method for generating satellite image sizes sj was
implemented using two types of distributions. The satellite
image size is given in gigabytes (GB). The tested classes are
generated as follows:

• Class A: sj is in U [1, 100].
• Class B: sj is in U [10, 300].
• Class C : sj is in U [500, 1500].
• Class D: sj is in U [50, 250].
• Class E : sj is in U [25, 1000].

The uniforms and the normal distribution are denoted byU
andN , respectively. The number of total instances depends on
the selection of nSI , ns, and Class. The pair can obtain many
permutations (nSI , ns). The values of (nSI , ns) are detailed in
Table 3.

The performance of the proposed heuristics compared to
the algorithm SIDAr developed in [15] will be assessed.
A total of 5300 instances were used in the experimental
results. The indicators that can assess the proposed algorithms
are:

• H is the best algorithm value after the execution of all
algorithms.

• Hd is the proposed algorithm.
• GH =

Hd−H
Hd

, if Hd = 0 then GH = 0.
• Gp is the average value of GH over a fixed number of

instances
• Time is the average execution time (seconds).
• Per is the percentage among 5300 instances when
Hd = H .

Different analyses can be presented in this paper through
several tables. Table 4 presents an overall review of all
proposed heuristics, compared with the best one of the
literature review, SIDAr . This table presents the percentage
among 5300 instances when Hd = H , the average gap
for each algorithm for all instances, and the corresponding
average time. It can be observed from Table 4 that the results
obtained by the best-developed algorithm outperform those
of the best algorithm from the literature. Indeed, for BIS,
the percentage is 73.8% compared to 63.1% for SIDAr . The
average gap for BIS is 0.147, while the average gap for SIDAr

is 0.197. The algorithm ILV is the second-best one among the
developed algorithms, with a percentage of 69.1%, an average
gap of 0.268, and an average running time of 0.8474 s. The
algorithm ISV obtains theminimumPer value, which is equal

TABLE 4. Overall review of algorithms results.

FIGURE 4. The Gp comparison between BIS and SIDAr when the pair
(nSI , ns) changes.

FIGURE 5. The Time behavior for BIS when the pair (nSI , ns) changes.

to 47%, with an average gap of 0.268 and an average running
time of 0.0761 s.

Table 5 presents the variations of Gp and Time for
all algorithms when nSI changes. Table 5 shows that the
minimum average gap of 0.001 is achieved by BIS when
nSI = 10. For the algorithm SIDAr , the minimum average
gap of 0.072 is achieved when n = 3500. On the other
hand, for the algorithm BIS, the maximum average gap of
0.215 is achieved when nSI = 2000. For the algorithm
SIDAr , the maximum average gap of 0.646 is achieved when
nSI = 20. In comparison with ILV , the maximum gap of
0.217 is achieved when nSI = 3500.
Table 6 presents the variation of Gp and Time for

all algorithms when ns changes. This table shows that
the algorithm BIS reaches the minimum average gap of
0.007 when ns = 5. However, the algorithm SIDAr obtains
the minimum average gap of 0.050 when ns = 30 and
m = 50.
Figure 4 illustrates the comparison between BIS and SIDAr

when the pair (nSI , ns) changes.
Table 7 presents the variation of Gp and Time for all

algorithms when Class changes. We can observe from
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TABLE 5. Variation of Gp and Time for all algorithms when nSI changes.

TABLE 6. Variation of GAP and Time for all algorithms when ns changes.

TABLE 7. Variation of Gp and Time for all algorithms when Class changes.

Table 7 that for the algorithm BIS, the highest gap values
are obtained for classes C, D, and E. Contrarily, for the
algorithm SIDAr the highest gap values are obtained for
classes B, C, and D.

Figure 5 illustrates the Time behavior for BIS when the pair
(nSI , ns) changes.

VIII. DISCUSSION
Satellite imagery is increasingly used in various applica-
tions such as environmental monitoring, urban planning,
agriculture, and disaster response. With the growing volume
of satellite imagery data, managing and storing the data
efficiently is becoming a significant challenge. Developing
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effective storage support and used space management
systems is crucial to address this challenge. In this paper,
we proposed iterative-probabilistic-based algorithms that
offer a promising solution for managing the used space for
enhanced big satellite image management storage. Storage
balancing is an effective solution for optimizing big data
storage capacity and distribution, which involves monitoring,
analyzing, and adjusting how data is stored to maximize cost
savings and minimize downtime. Avoiding data bottlenecks
by automatically redistributing data across multiple resources
is crucial. One specific issue with big data storage is the
effective transmission of large satellite images, such as
satellite images, across a network to various storage supports.
Finding an efficient way to schedule the satellite images to the
storage supports that leads to equitable results in distribution
is a challenge. This paper addresses this issue by proposing
several heuristics and enhancement methods to solve the
studied problem. The experimental study conducted in this
paper shows that the proposed heuristics outperform those
developed in the literature, with the BIS algorithm being the
best in 73.87% of cases. While the proposed algorithms show
promising results, there are potential limitations that should
be considered. An important direction for future research
could explore integrating machine learning and optimization
techniques to enhance the proposed algorithms further.
Integratingmachine learning and optimization techniques can
address some of the limitations of the proposed algorithms.
For instance, machine learning algorithms can be trained to
identify patterns in the data that can inform the optimization
process and help to identify the best storage allocation and
distribution strategies. Additionally, optimization techniques
such as genetic algorithms or simulated annealing can be
used to identify the best solutions through iterative testing.
Combining machine learning and optimization techniques
can improve the proposed algorithms’ scalability and per-
formance. For example, predictive models can be trained
to identify the likelihood of specific satellite images being
accessed or modified, which can be used to optimize
storage allocation and distribution. Furthermore, anomalies
or outliers in the data can be detected using machine
learning algorithms to inform the optimization process and
identify areas for improvement. In addition, in this paper,
the development of a new lower bound is not treated, and
as a result, it is not clear how close the proposed algorithms
are to the optimal solution. Indeed, lower bounds are an
essential tool in algorithm design and analysis; they provide
a benchmark for measuring an algorithm’s performance by
indicating how far away the algorithm’s optimal solution is.
Future work in this area could focus on the development of
a new lower bound that would allow for a more accurate
comparison of the proposed algorithms’ performance with
the optimal solution. This would involve exploring the
mathematical properties of the problem to derive a new
lower bound that is both tight and efficient to compute.
By having a new lower bound, it would be possible to quantify
the gap between the proposed algorithms and the optimal

solution. Additionally, it would allow for a comparison of
the proposed algorithms with other methods in the literature,
providing a more comprehensive evaluation and validation of
the proposed algorithms.

IX. CONCLUSION
The paper proposes five novel heuristics to address the
problem of assigning satellite images to storage supports.
These heuristics are primarily based on enhancement phases.
The first phase involves modifying the proposed probability
distribution based on experimental results related to the
randomization method. In the second phase, the initial
algorithms are iterated multiple times to determine the best
solution. The third phase allows for flexibility in selecting the
biggest satellite images by considering the top three instead
of just the two biggest ones.

Based on the experimental study, the proposed algorithm
outperforms those found in the existing literature. For
instance, in the case ofBIS, the percentage of instances (out of
5300) is 73.87%, compared to 63.1% for SIDAr . Additionally,
the average gap for BIS is 0.147, while that of SIDAr is 0.197.
Notably, the average running time of all proposed algorithms
is acceptable when compared to the obtained results.

Consequently, the proposed algorithms offer the ability to
develop an optimal solution for the problem under study.
The field of heuristic-based scheduling of satellite images
is constantly evolving, and future advancements are likely
to be driven by improvements in technology, data analysis
techniques, and optimization algorithms.

Future research includes exploring the use of swarm
intelligence and quantum computing to optimize the schedul-
ing of satellite images further. This involves investigating
how the swarm intelligence algorithms can be integrated to
explore the solution space and find improved scheduling
solutions efficiently. Another promising future work will
focus on exploring privacy-preserving techniques, such as
zero-knowledge proofs, secure multi-party computation,
or differential privacy, within the integrated ledger database
and blockchain [39], [40], [41]. These techniques safeguard
the confidentiality of sensitive scheduling data while leverag-
ing the tamper-evident and auditable ledger database and the
secure, decentralized nature of the blockchain. The main goal
of using privacy-preserving techniques is to ensure privacy,
data protection, transparency, and integrity in the scheduling
system.
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