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ABSTRACT Real Number Modelling (RNM) has become more common as a part of mixed-signal SoC
validation. The paper illustrates modelling Phase Locked Loops (PLL) using SystemVerilog-Real Number
Modelling (SV-RNM) as it’s one of the essential blocks in any Integrated Circuit (IC) and a feedback loop
system. It uses the Piece-Wise Linear (PWL) technique to model the loop filter with higher orders, higher
than a first-order Low Pass Filter (LPF). The PWL technique needs both the value and the slope information
so that the values between the samples can be interpolated, this is represented by the User-Defined Type
(UDT) and Net (UDN). A fractional divider is modelled using the Sigma-Delta modulator of the Multi-
stAge noiSe sHaping (MASH) 1-1-1 topology to generate the fractional part. Modelling non-linear effect
like the phase noise of each sub-block, which is converted to the Root Mean Square (RMS)-jitter, by using the
‘class’ datatype that takes complex variables of real and imaginary values then returns some functionalities
on these complex variables. Moreover, taking the loading effect due to capacitances and resistances at the
output by using the User-Defined Resolved Nets (UDRN). The simulation results ensure that there is an
accuracy improvement in the expected PLL outputs compared to the outputs from the transistor level with a
much faster simulation time as an event-driven simulator is used.

INDEX TERMS Real number modeling (RNM), SystemVerilog (SV), user-defined types (UDT), user-
defined resolved nets (UDRN), phase locked loops (PLL), fractional dividers, piece-wise linear (PWL),
phase noise (PN), RMS jitter, hardware description and verification language (HDVL).

I. INTRODUCTION

Nowadays, both the analog and the digital system blocks
are located on the same chip. Most digital design engineers
want to verify the digital modelled blocks along with the
analog models for ensuring the functionality of both systems
together. There are many challenges during the mixed-signal
design modelling as the simulation performance, the verifi-
cation efficiency, and the modelling accuracy [1], [2]. Real
Number Modelling (RNM) is the process of modelling the
behavior of an analog circuit as discrete real data so it’s
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a signal flow-based modelling approach [3], [4], [5]. This
means that every output of an analog component is sampled,
in a discrete manner, from the inputs and the internal states.
The model detects an event and decides the time to carry
out a computation. Therefore, no continuous time operation
is considered, only sampled, clocked, or event-driven oper-
ations. The most familiar Hardware Description Language
(HDL) to support RNM constructs in the digital environment
is the ‘real’ datatype in SystemVerilog (SV) [6], [7], and
the wire-real ‘wreal’ in Verilog-AMS [8], [9], and ‘real’ in
VHDL-AMS [10].

There are two main advantages of using the RNM. The
first one is that the Real Number Models are faster than
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SPICE and VERILOG-AMS electrical models. The transistor
netlist has the highest accuracy level, but it exhibits the low-
est simulation time compared to the other approaches since
it uses an analog solver to solve matrices. For the event-
driven simulators, there are no matrices solving. Therefore,
no matrix conversion as SPICE. Discrete event solver “not
analog solver” therefore no convergence problems come into
the picture. The simulation time of a system using the SPICE
simulators takes hours or more than a day to simulate one
system block at a typical corner [11], [12]. The classic analog
modelling techniques are: (VHDL-AMS, Verilog-A, Verilog-
AMS). These techniques reduce the actual simulation time,
in comparison with SPICE simulations. But compared to the
event-driven simulation, still slower as they are still using an
analog solver. The simulation time of a complete system takes
a couple of minutes [13], [14], [15], [16], [17].

The second advantage is that the Real Number Models are
more accurate than the purely digital model. The pure logic
model only represents four states (0,1, X, and Z) but RNM
can model any state which boosts the simulation efficiency.
There are ways to increase the accuracy of real number
models as taking more discrete events by decreasing the time
precision within the timescale. The more discrete events are
taken, the more analog levels can be modelled (sampling
the data with a much higher frequency). But this way could
speed down the simulation and could be a tradeoff to the
pros of the event-driven simulators. This paper will introduce
new techniques that can even increase the accuracy without
decreasing the timestep between events. These techniques
provide modelling of the analog devices with higher accuracy
and the output could be much equivalent to the output from
the transistor netlist. These techniques define User defined
Nets (UDN) that could hold the electrical values in just one
net such as a net that holds the electrical values of volt-
age, current, resistance, and capacitance. Moreover, the PWL
technique is where the UDN holds the electrical value of the
signal, slope, and time [18], [19], [20], [21], [22].

Before the real number models are the best for the high-
level abstraction of the analog devices but still their accuracy
is not much comparable to the output from the transistor
level that is simulated by a spice simulator as in Fig. 1(a).
The paper introduces new RNM constructs that increase the
modelling accuracy of the analog devices with maintaining
high simulation performance as an event-driven simulator is
used as in Fig. 1(b).

A SystemVerilog behavioral RNM for a PLL is presented
to describe the functionality of each sub-block of the PLL as
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FIGURE 2. 2"d-order fractional PLL structure with a load effect.

TABLE 1. PLL system specifications and requirements.

System Parameter System_1 | System_2
Reference Clock (Hz) 100M 200M
Charge Pump Current (A) 50u 10u
VCO Gain(rad/s/v) 2w+ 1E9 | 2m* 7E9
Fractional Divider Levels 47-54 22-29
Loop Bandwidth (rad/s) 21 * 1E6 2 * 4E6
PM (degree) 60 60
Tuning Range (GHz) 4.5-5.5 2-9
C1(pF) 10.6 6
C2(pF) 138 76.8
R2(KQ) 10.8 2

its circuit nature such that, it will be divided according to its
input/output port data type [18]. While the structural model
describes each sub-block as its gate function. Moreover, this
model takes into consideration the effect of transistors on
the output of each sub-block. Therefore, it models non-linear
effect like the phase noise of each sub-block and then con-
verted it to the RMS-jitter (seconds) which can be defined as
a delay in the output event and the loading effect of each sub-
block especially at the PLL output as it will be connected to
another loaded circuit. Here, it does not look at the datatype
of the input/output port and will model all the ports as of
‘real’” datatype since there are a lot of analog effects that will
be modelled. Fig. 2. represents the second-order Fractional
PLL structure by taking the effect of the loading. The system
specifications and requirements are represented in Table 1.
System_1 serves modelling the VCO block by using an LC-
oscillator while System_2 by using a Ring-oscillator.

il. PLL MODEL

A. PHASE FREQUENCY DETECTOR (PFD)

The datatype of the input and the output ports of the PFD
is a ‘logic’ datatype so the behavioral implementation of the
PFD is about tracking the information at the transition instant
of the input ports. The idea of the implementation is about
finding the time difference between the positive edge events
of the two input clocks. In this period the output should be
equal to ‘1’ else the output is equal to ‘0’. The output will
be named ‘phase’. Firstly, the positive edge transition of the
input clocks will be tracked using ‘event’ datatype so now
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FIGURE 3. Behavioral waveforms description of PFD.

there is information when the input data is changed from low
to high. The event where the reference clock changed from
low to high will be named ‘wake_ref” and the time where the
reference clock changed from ‘0’ to ‘1’ will be named ‘cur-
rent_time_ref’. Similarly, the feedback clock will be named
‘wake_fb’ and ‘current_time_fb’ where the feedback clock
changed from ‘0’ to ‘1’. Then counting any event for both
clocks whatever the data is changed from ‘0’ to ‘1’ or from
‘I’ to ‘0’. The counters will be named ‘count_ref’ which
counts any transition of the reference clock and ‘count_fb’
which counts any transition of the feedback clock. Knowing
the number of counts will help to know which input data is
leading the other. When the count of any counter exceeds
the other then the difference between the input clock events
can be calculated. The lagging clock should be subtracted
from the leading clock this is done when the lagging clock
event is subtracted from the leading clock event. If the time
difference is equal to a -ve value this means that the next
positive edge of the lagging signal clock is still not occurred at
the current time, there is only one transition event from ‘0’ to
‘1’ which is the leading signal clock. Therefore, the difference
is equal to a -ve value starting from the current time of the
positive edge of the leading clock until the positive edge of
the lagging clock is occurred. The phase difference between
the two clocks could simply be equal to ‘1’ when the time
difference between the lagging clock and the leading clock is
equal to a -ve value as illustrated in Fig. 3. In the case of the
feedback clock is the lagging the reference clock, this means
that the counts of the ‘count_ref” are greater than the counts of
the ‘count_fb’ then calculate the difference between the ‘cur-
rent_time_fb’ and the ‘current_time_ref’ starting from the
‘wake_ref’ until the positive edge of the ‘fb_clk’ is occurred.
If the difference ‘diff_fb_ref’ is equal to a -ve value, then
‘phase_up’ is equal to ‘1’ else the ‘phase_up’ is equal to ‘0’.
Similarly, if the counts of the ‘counter_fb’ are greater than the
counts of the ‘count_ref’ then the difference between the ‘cur-
rent_time_ref’ and the ‘current_time_fb’ starting from the
‘wake_fb’ until the positive edge of the ‘ref_clk’ is occurred.
If the difference ‘diff_ref_fb’ is equal to a -ve value, then the
‘phase_down’ is equal to ‘1’ else the ‘phase_down’ is equal
to ‘0.

The structural implementation of the PFD is about choos-
ing a topology for implementing the PFD circuit. The most
familiar topology is the tristate PFD [23], [24]. The tris-
tate PFD is essentially consisting of two resettable D-FF and
one NAND gate as illustrated in Fig. 4.
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TABLE 2. DAC.
DAC Logic Input Analog Output
-ve 1—b.1t DAC DOWN = 0 Liown =0
Input logic DOWN
Output Analog Iz, DOWN =1 lgown = —Iep
+ve 1-bit DAC UP=0 Ly =0
Input logic UP
Output Analog L, UP=1 Ly = Ip

B. CHARGE PUMP (CP)

The UP and DOWN pulses generated from the PFD, control
the charge pump current that will flow in the pull-up and the
pull-down networks. Such that if the UP signal is equal to
one logic value, UP = 1, the Syp is closed and the output
current /,,, will equal to the charge pump pull-up current /.
Similarly, if the DOWN signal is equal to one logic value,
DOWN = 1, the Spowy is closed and the output current /,,;
will equal the charge pump pull-down current —/p. If the
UP signal is zero logic value, UP = 0, then 1,,,, will be equal
to zero. If the DOWN signal is zero logic value, DOWN =
0, then I,,;; will be equal to zero. Briefly, the analog current
output value is equal to the desired positive current value,
Iy, at the rising edge of the UP signal. The analog current
output value is equal to the desired negative current value, -
Iy, at the rising edge of the DOWN signal as illustrated in
Fig. 5(a). Since the datatype of the input ports of the CP is
a ‘logic’ datatype and the output ports of the CP are a ‘real’
datatype. Therefore, the charge pump current can be treated
as a two 1-bit Digital to Analog Converter (DAC). The first
DAC converts a digital input to a negative analog output while
the second DAC converts a digital input to a positive analog
output as illustrated in Table 2.

Fig. 5(b). illustrates the transfer function graph that relates
the analog output with the digital input and a simple circuit
representation to the charge pump circuit that consists of two
DACs and an adder to add the output currents from both
DACs. Only one DAC is ON at the present time either at
the rising edge of the UP signal or at the rising edge of the
DOWN signal. One of the two currents, 1, &I o1, Will have
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Analog representation
FIGURE 6. Conventional single ended charge pump circuit.
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FIGURE 7. PWC/PWL.

areal flow current value while the other will be equal to zero.
At this moment, the output current will be equal to 1., if the
positive DAC is ON and —I, if the negative DAC is ON.

If the need is to implement a specific topology for the
charge pump circuit like the one illustrated in Fig. 6. for a
more structural model. The conventional single ended charge
pump circuit depends on the mirroring current from M, and
M,, then M, and M) act now as current sources [25]. The
current mirror circuit could be treated in the digital environ-
ment as a closed switch or an ON transistor. Where the p-mos
current mirror circuit is an ON pull-up transistor, the drain
has a low logic value (‘0) and the source has a high logic
value (‘1). The n-mos current mirror circuit is an ON pull-
down transistor, the drain has a high logic value (‘1) and the
source has a low logic value (‘0). The current sources are with
the same concept in the digital environment where M, is ON
when the DOWN signal is high and M), is ON when the NOT
UP signal is low.

Then the output voltage, V,,,, will be converted to the
output current according to the value of the output voltage.
If the output voltage is equal to ‘1’ which means that the
transistors of the pull-up network are on, then the output
current is equal to I,. If the output voltage is equal to ‘0’
which means that the transistors of the pull-down network
are on, then the output current is equal to —/ .

C. LOOP FILTER (LF)

Most digital designers use the Piece-Wise Constant (PWC)
technique to model the LF that depends on sampling the data
at a constant delta time [20], [21], [22], [23], [24], [25], [26].
Therefore, the events of the data are defined at specific times
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such that the time difference between the current data and
the previous data is constant delta time (AT) as illustrated
in Fig. 7(a). To prevent aliasing of the data, the Nyquist
condition is applied which means that the data is sampled
with a very high rate greater or twice the rate of the input
signal to prevent the loss of the information. Since the PWC
technique could be inefficient in modelling the RF analog
systems even if the data is sampled at a very high rate. That’s
because it forces the entire analog system block, like the LF
block, to be modelled at a single clock rate which is the rate
of the Nyquist condition and does not take into consideration
the effect of an event that occurs in a time less than the delta
time like timing jitter. Even if the digital designer thinks to
increase the rate of sampling the data with a clock rate of
femtosecond this will lead to slow down the simulation as the
whole computation of the system should be occurred each
femtosecond.

Therefore, the PWC technique could be just a behavioral
model for modelling the LF and it is a way to model the
functionality of the block but if the digital designer needs
the output signal to be updated only when the input sig-
nal is changed or wants to take into consideration more
effects like timing jitter then the PWL technique could be
used [18], [19], [20], [22], [23], [24], [25], [26], [27]. The
PWL technique is used to model the data by sampling the
data and interpolating linearly between the sampled points.
Instead of evaluating the data at a fixed rate, the analog
output event is completely event-driven and the output time-
step depends on the given error tolerance in the magnitude
of the analog output as illustrated in Fig. 7(b). The error
tolerance in the analog output is defined by the error that
is expected to be in the analog amplitude due to the non-
idealities in the block. The smaller the error tolerance, the
more the designer is towards the ideal case model for that
block. If the error tolerance has a large value, then the next
time step could be far from the previous one to be reached.
This means that the next time step according to the previous
one, will depend on the error tolerance in the magnitude of the
analog output. Therefore, the error tolerance could be defined
as the maximum tolerance in the analog amplitude. If the error
tolerance is reached, then the next time is defined compared
to the previous one. This allows the effect of sampling clock
jitter to be computed even if the input signal has a non-
constant time step. The datatype of the input and the output
ports of the LF is a ‘real’ datatype. The analog ‘real’ datatype
input is filtered with a transfer function to produce the ‘real’
datatype output. Since the passive filters are preferred to be
used more than the active filters except for the applications
that require the VCO tuning voltage to be higher than what
the charge pump can provide and with higher orders to reject
the noise. Part (III.) will illustrate the PWC and the PWL
techniques for a second-order loop filter. These techniques
could be applied to any loop passive filter type as far as the
designer could calculate the transfer function of the loop filter
and could find a relation between the input and the output.
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D. VOLTAGE CONTROLLED OSCILLATOR (VCO)
For the ideal VCO, the output frequency of the VCO is a
linear function of its control voltage inside the tuning voltage
range. The maximum controlled voltage gives the maximum
frequency and above this voltage, the frequency is saturated
at the maximum frequency. The minimum controlled voltage
gives the minimum frequency and below this voltage, the
frequency is saturated at the minimum frequency [28], [29].
The tuning range is dedicated to the needed frequency range
of the application and the variation of the required oscillation
frequency due to process and temperature. Therefore, the
edges of the tuning voltage range could be defined as maxi-
mum and minimum thresholds. Between these thresholds, the
oscillation output frequency is a linear function of the voltage
control (f, = fesri = KycoVerri + finin) as illustrated in Fig. 8.
The output frequency is then converted to square pulses as
the output frequency will be an input to the divider sub-block.
The periodic time of the square pulses is simply calculated as
adivision of one by the control frequency (1/fctrl). Half of the
period is equal to ‘1’ and the other half period is equal to ‘0’.

E. INTEGER DIVIDER

The integer divider (N) that is divisible by five could be
implemented as cascaded cells of divider-by-5 and divider-
by-2 with the following equation. Where ‘a’ is the number
of the cascaded divider-by-5 cells and ‘b’ is the number of
the cascaded divider-by-2 cells. For example, if the integer
number is 100 then two divider-by-5 followed by two divider-
by-2 cascaded cells as illustrated in Fig. 9.

N =(5%a)* (Q2xb) (1

Any divider circuit could be implemented as cascaded
flip-flops. The desired number of flip-flops is calculated
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according to 2". Where (n) is the number of flip-flops. There-
fore, divide-by-5 is reached by three cascaded flip-flops.
Fig. 10, the used topology depends on a divide-by-5 counter.
It counts from O to 4 and in the 6 count, the counter resets
then it starts again to count from 0 to 4. The reset control
signal resets all the flip-flop cells when the output of flip-
flops becomes equal to 5 (binary equal to 101), which is the
desired division ratio. Since the reset signal is required to be
equal to one logic value at the 6™ count then this can be done
by ANDing the flip-flop outputs that have one logic value.
In this case, the outputs that should be taken are Q1 &Q3 as
these outputs are equal to one logic value in the 6™ count.
This topology does not have a 50% duty cycle divide-by-
5, it is high for two clock phases and low for three clock
phases. A sequential logic is added to make the output clock
frequency of the divider-by-5 cell (Q») have a 50% duty cycle.

F. FRACTIONAL DIVIDER

The concept of the fractional divider (frac-N) is toggling
between two or more divisor integer level values (N +
<-ve_level>, N, N + < +ve_level>), such that the effec-
tive fractional division ratio is achieved by time averag-
ing the divider output. If the desirable division ratio is
(N. <fracpy. >) then the fractional divider is controlled
dynamically to divide by (N) for (1— <fracy,. >) % of the
time and by (N + 1) for (< fracpo. >) % of the time. The time
is the reference clock periodic time, and the total number of
cycles is the expected output clock cycles per periodic time.
Therefore, the division ratio of (N. <frac,o >) is achieved on
the average of the output clock cycles from VCO per refer-
ence clock cycle when toggling the division ratio between (N)
and (N + 1).

(N) x No. of cycles; + (N + 1) x cycles,
Total No. of cycles per time

N =

@

where,

1— <fracyo. >

100
x Total No. of cycles per time

No. of cycles; =

< fracyy, >

100
x Total No. of cycles per time

No. of cycles, =

To reach the above, the fractional-N divider consists of
a programmable divider that is programmed to step size
between its integer levels. The programmable divider is
implemented by the Multi-Modulus Divider (MMD) topol-
ogy. The MMD uses cascaded 2/3 divider cells. Each 2/3
divider cell is a programable divide-by-2 or divide-by-3 that
can be implemented as illustrated in Fig. 11(a).

When the modulus control signal (Mod;y) is low, the two
lower latches operate as if they do not exist and the output
value of the lower positive latch (Q) is always high. There-
fore, the 2/3 divider cell divides the input clock frequency by
two. Moreover, when the modulus control signal (Modiy,) is
high, the output of the 2/3 divider cell is high for two clock
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phases and low for four clock phases which results in dividing
the input clock frequency by three as illustrated in Fig. 11(b).
The MMD famous topology uses a cascaded 2/3 divider cell
with an n-bit modulus control signal as illustrated in Fig.12.
and the MMD division ratio is given by;

N=2"+P, %2+ Py %22
+o P22+ P2+ Py (3)

where (n) represents the number of the cascaded 2/3 divider
cells and the programmable divisor integer level is toggling
between 2" to (2’”rl — 1). Since the cells are cascaded there-
fore the 2/3 divider cell in Fig. 11(a) should be modified to
interface between the consecutive cells [30], [31], [32], [33].
An input (P) and an output (Mod,y) are added for the modi-
fication as illustrated in Fig.13.

The divider’s modulus control bits (PO, ..., Pn) should
be changed periodically every reference clock cycle to tog-
gle between the division integer levels (N + <-ve_level>,
N, N + < +ve_level>) so that to keep the time-averaged
division ratio at the desired fractional number. For every
reference clock cycle, the division ratio is changed ran-
domly from one of the desired division integer levels (N +
<-ve_level>, N, N + < +ve_level>). Therefore, the feed-
back clock period is different in its value from one cycle to
another which leads to a different phase difference for every
reference clock cycle. The difference in this phase difference
will inject current pulses in the loop filter which leads the
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VCO control voltage to oscillate with a small amplitude
even at the steady state of the loop. These small amplitude
oscillations in the control voltage will modulate the VCO
output frequency and then generate undesirable spurs around
the output oscillating frequency as illustrated in Fig. 14.

Random switching between the different division levels
can break the periodicity of the loop behaviour with time
and can result in undesirable phase jitter or spurs near the
desired output frequency. The Sigma-Delta (AX¥) Modula-
tor is used to generate these random levels (<-ve_level>,
0, < 4ve_level>). Moreover, the AX Modulator performs a
high pass filtering effect which moves the undesirable spurs
and the in-band noise near the desired output oscillating
frequency that results from the switching between different
division levels. Then these noises at the high frequency will
be filtered by the PLL loop filter which has a low pass filtering
effect.

The AY Modulator is modelled by MASH 1-1-1 topology
as illustrated in Fig. 15. The noise spectrum of the MASH
1-1-1 topology has a third-order high pass filtering effect.
The order of the AX Modulator can be selected upon the
system noise requirements, the AX Modulator with an order
greater than two leads to more spurs reduction and more
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FIGURE 16. Fractional divider structure.

noise shaping therefore better noise performance. The AX
Modulator of orders higher than three does not perform much
better noise performance as illustrated by the linear theoreti-
cal model and in the real world, the improvement is not linear
with the increasing of the AYX Modulator. Therefore, a third
order AX¥ Modulator is always preferred [34], [35], [36].

The third-order A¥X Modulator can be implemented by a
single-loop modulator technique or a multi-loop modulator
technique. The single-loop AX Modulator includes integra-
tors that their numbers equal to the AX Modulator order
and one quantizer. The multi-loop technique depends on
cascading the first-order AX Modulator, the number of the
cascaded 1%-order AX Modulator depends on the AX Mod-
ulator order. Where the input to the first stage is a DC input
voltage and the input to the other stages is the error introduced
from the previous stage. This technique is called Multi-stAge
noiSe sHaping (MASH). The MASH A Y Modulator does not
suffer from the stability issue compared to a single-loop AX
Modulator as each stage of the MASH AX Modulator has
one or two integrators that can cover its stability easily instead
of covering a one loop using n/2n-integrators. For 1-bit A%
Modulator, the integrator in the time domain is modelled as
a unit delay. The quantizer could act as a comparator switch
when the input is greater than zero then the quantizer output is
equal to the highest value and when the input is smaller than
zero then the output of the quantizer is equal to the lowest
value. The Mash 1-1-1 is modelled with three cascaded first-
order digital AX Modulator.

The desired division ratio (N) is then added to the integer
levels generated randomly from Mash 1-1-1 then now the
total division ratio is ranged from (N-3) to (N+4). The output
of the total division should be in bits to be an input for the
Multi-Modulus Divider (MMD) as illustrated in Fig. 16.

. PWC/PWL

A. PIECE-WISE CONSTANT (PWC)

The PWC technique only models and provides the value of
the signal. This value has an electric model discipline like
the voltage, current, resistance, or capacitance. For LF, the
interest is to model the control voltage. The input to the LF is
the charge pump current and the output is the control voltage
that will control the connected block to the LF output which
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FIGURE 17. (a). Second-order LFP, current flow (b). Numerical second
derivative in linear combination of three points.

is the VCO block. Therefore, the target is to find a relation
between the input current and the output voltage. In this
part, the relation depends on finding Kirchhoft’s Voltage Law
(KVL) in any closed network and Kirchhoff’s Current Law
(KCL) at each node. From Fig. 17(a). the charge pump current
flows in the two branches and is equal to

Ip=h+9L=C Ve + i(Vctrl = V) 4
P dt Ry
Differentiate (4),
dley  dVey 1 dVeg 1 dVy )
a ' d? Ry, dt R, dt

Since I could also be equal to Cz% then the charge pump
current also is equal to

Ve dVy
Ip=0I+L=C C 6
p=h+D R +C " (6)
From (6), % is equal to
dv, 1 C1dVen
= —lp— @)
dt (&) Cy dt
Substitute (7) in (5)
dlcp _ dzvctrl Lchtrl _ 1 + Ci dVen
d a2 TR, dt RGP RG ar
(3)

The numerical second derivative of data could be represented
in a linear combination of three points [46].

d?v 2V, 2V,

> " (th—t)(t—1) (3—1) (2 —t)
2V3

(13 —1n) (13 —1)

In the PWC, the difference between the current time and its
previous one is constant along the simulation time. Therefore,
the time difference between the current time and the previous
one is equal to dt as illustrated in Fig. 17(b). Therefore, apply
(9) for vctrl;

©))

d2 Vctrl 2VCtrtprev2 2VCtrlprevl

a2 (d) 2dt)  (ar) (dp)

1
= ﬁ (Vctrlpm,2 - Zvctrlpm,1 + Vctrl) (10)

2V
(dt) (2dt)
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Substitute by (10) in (8) and notice that any first derivative
electric discipline, I,& V., will be a linear combination of
two points;

1
E (ICP - ICPprevl)

Ci
= ﬁ (Vctrlprwz - 2Vclrlp,evl + Vctrl)
1
+ m (Vctrl - Vctrlpmvl)

1 n Cq
R>C» K R,C»

(Vctrl - Vctrlp,e‘,1 ) (1 1)

From (11), the V4 is equal

ap al by bo
Vctrl = %Vc‘trlpmw + %Vclrlpr,w1 + %Icpprev + %Icp (12)
where,
a _CiGRy, G+ G 4 _2C1C2R2+C1-|-C2
0= T2 a T T ae e’
—CiGRy CRy
=——F= by=14+—"=, by =—-CR
a i 0 + i 1 202

B. PIECE-WISE LINEAR (PWL)
The PWL technique needs both the value and the slope
information so that the values between the samples can be
interpolated. To calculate the slope between the samples, the
time should be taken into consideration at each event-driven
of the signal value as the slope is equal to the value change
divided by the time change. Moreover, the value of the signal
is a function of time. Therefore, the PWL signal holds the
signal, the slope, and the time. This is represented by the
user-defined type and creates a net from this defined type,
to hold more than one variable in the same net. The signal
value should be represented dynamically, as a function of
time, to model the change in the output signal when there is
a change in the input signal at the current time. Since the LF
components are resistors and capacitors that are connected
in series and parallel. Moreover, the values of resistors and
capacitors do not vary with time. Therefore, the LF system
can be considered a Linear Time-Invariant (LTI) system. The
linear equation of the analog LF system is reached by putting
the model into a linear state-space form, a solution with the
Laplace transform, or by finding the linearized model in the
Laplace s-domain. To find a linearized relation between the
output voltage and the input current of the LF system, the LF
transfer function is linearized with a ramp input function.
Fig. 18. illustrates the ramp function in the time domain.
Using Laplace transform, the ramp function in the s-domain
isequal to X (s) = % + %, where B represents the slope value
and A represents the constant value. Therefore, the voltage
control signal function in the s-domain is a multiplication
of the s-domain ramp function with the s-domain of the LF
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package EE_pkg;
IlUser-defined datatype EEstruct (UDT)
typedefstruct{
realvolt;
realcurr;
realresist;
} EE_struct;

netlype EE_structEE_net /User-Defined Net (UDN)
endpackage:EE_pkg

/IMODULE (ports)
module LPF (CP_CURR,VCTRL);

/IMPORTING PACKAGES
importEE_pkg:*;

/ITYPE OF PORTS (inputioutputinout)
input CP_CURR;
outputVCTRL;

/IDATA-TYPE OF PORTS (logic, real, net-type, .
EE_netCP_CURR;
EE_netVCTRL;

//PARAMETERS
//GENERAL PARAVETERS
parameter real M_Pl=
parameter real TU = 1£-9;// Time Unit

/IPARAMETERS of INPUTS/OPTPUTS (FREQ,FOUT,ICP, KN, KP,KQ, WP, KVCO, WP, QP)
parameter real FREF = ; IREFERENCEFREQUENCY (Hz)

parameter real FOUT = ; /OUTPUT FREQUENCY (Hz)

parameter real N = FOUT/FREF;/DIVIDER _RATIO

parameter real KN = 1/N;
parameter real KP= 1;
parameter real ICP=
parameter real KQ = ICP/(2*M_PI);
parameter real KVCO = 2*M_PI* B
parameter real WP = 2*M_PI*1E6;
parameter real QP = 60*(M_PV180);

; IICHARGEPUMPCURRENT

/IVARIABLES
/ICALCULATIONS OF SECOND ORDER FILTER PARAM
real TauP = ((1/Scos(QP)) - Stan (QP))WP;
real TauZ = 1($pow(WP,2)*TauP);
realx = TauP/TauZz;
realy = (KQ*KVCO)/($pow(WP,2)*N);
realz = $pow ( ((1+Spow(WP*Tauz,2)) /(1 +$pow(WP*TauP,2))) 0. 5);

realC1=x"y*z; /ICap 1 value
realC2=C1 * ((Tauz/TauP)-1);//Cap 2 Value
realR2 =TauzZ/C2;; /R2 Value

realTS=1;  //Samplying time
realdt=TS* TU; //ConstantDelta-Step

realb0 =1+ ((C2*R2)/di);
realb1 =- ((C2*R2)/d);

reala0 = ((C1*C2*R2)/Spow(dt?)) + ((C1+C2) /dt);
realat =((C1+C2)/dt) +(2*(C1*C2*R2)/Spow(dL2));
reala2=-((C1*C2*R2)/Spow(dt2);

realcp_curr_prev;/pow(cp_curr,-1)
realctrl;

realctrl_prev1; /pow(ctrl-1)
realctrl_prev2; /pow(ctrl-2)

realresis;

/IPROCEDURAL BLOCKS
always #(TS) begin
ctrl= (b0 * CP_CURR.curr +b1*cp_curr_prev +at *ctrl_prev1 +a2 *ctrl_prev2)/a0;
cp_curr_prev=CP_CURRcurr;
ctrl_prev2 =ctrl_prev1;
ctrl_prev1=ctrl;
end

always @(CP_CURR curr) begin
if(CP_CURR curr == 0) resis =resis;
else resis =ctliCP_CURR curr;
end

assign VCTRL = EE_struct{ctrl, CP_CURR curr,resis};

endmodule

Listing 1. 1. SV code represents PWC by defining User-Defined Type
(UDT) ‘EE_struct.

x(t
- t
~ b(b0)
(4 v ()=z2()*x(9)
(o x(t) ‘..‘

o~ x(H)=mt+c
Linear Time In-variant (LTI) R c=a,m=-ab

Ka0a  x(®=Bt+A

FIGURE 18. System responsible for linearization is ramp function.

function.
V(s) =X (s).Z(s)
A B 14+ sCRy
=-+ = 13
(s +sz) (s(C1+C2)+s2C1C2R2) (13)
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To find the time domain for the above equation, the Inverse
Laplace transform should be applied. Since the main goal in
any dynamic system is to find its response to a given input.
Therefore, the inverse Laplace transform of V (s) is a sum of
two-component system response: a zero-state response which
is caused by the external signals forcing, and a zero-input
response which is caused by the system initial conditions
or caused by the natural responses. The Inverse Laplace
transform will produce both the zero-state and the zero-
input components of the system response. In [44], there is
information provided to find the zero-state and the zero-
input solutions. The zero-state solution is the response of
the system to the input with its initial conditions set to zero.
Therefore, the zero-state solution is just found the inverse
Laplace transform of (13).

vzs (1) = A (a() +ait + d()e_wr)
+B(bo+bir+ e +die™) (14)

The zero-input solution is the response of the system to the
initial conditions and with the input setto 0, Z (s) = Y& — .

! 1
v @) = (0) +v(07) = eV () a9

where, v (07) is the initial condition of v () and v/ (07) is the
first derivative initial condition of v(t). Where,

RyC3 —C\R3C; 1
610:—22, 02—223,6112—,
(C1 + ) (C1 + Cy) Ci+C
RyC? 1 —R,C?
bl - —2’ Cl - —’ O - —27
(C1+ C) 2(C1 + o) (C1+ )
C1R3C3 Ci+ G
1= "5, w= S ——
(C1 + Cp)? CiCRy
Therefore, the total response
V(1) =vzs (t) + vz (1) (16)

Eq. (16) could be simplified as the following
V(1) = a+ bt +ct*> +de™ a7

The first derivation of (17) should be found to calculate the
first derivative initial condition, v/ (07),

V (t) = b+ 2ct —wde™ (18)
where,

a:A%+Bm+vmj+lvarybzAm+Bm,
w

1,,
¢ =Bci,d =Ady + Bdy — —V (0 )
w

The parameters (a, b, c, and d) are varying with the simu-
lation since they are depending on ‘A’ and ‘B’. As illustrated
before, the parameter ‘A’ represents the constant value of the
input signal. The input signal to the LF is the charge pump
current. Therefore ‘A’ is equal to the charge pump current
value from the PWL net. While the parameter ‘B’ represents
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FIGURE 19. Error in output exceeded the expected error tolerance.

the slope of the input signal. Therefore, ‘B’ is equal to the
charge current slope. The PWL method is completely depen-
dent on the event-driven, therefore any change in the output
from its value and slope should be executed when a new input
comes. For that, the events of the input should be scheduled
when occurred and the scheduling of the input events stored
by the ‘event’ datatype. Then these events should be used as
a trigger for updating the output signal. After triggering the
input events, the current time should be stored when a wake-
up input signal occurred. The output at the current time is
then executed by evaluating the PWL function. Waiting for
the next input event to update the output could take much
time and maybe a lot of the output data is lost between two
input events. The data lost in the output could be valuable, like
timing jitter, according to the error tolerance that is given by
the designer. If these data are exceeded the error tolerance.
Therefore, they should not be wasted. For that the output
should be updated after the delta time step where the delta
time is preferred to dynamically be measured in a relation to
the error tolerance as illustrated in Fig. 19. The delta time
events are triggered to update the output after the delta time
step.

The error tolerance that is expected in the linear approx-
imation for the time interval (10 <1t < t0+ At), where
(¢0) is the current time and (0 4+ Ar) is the next current
time, is bounded by Taylor’s error for the linear approxima-
tion [45].

T (1) < % t —a*V' (c) (19)

From the above equation, the maximum error tolerance
expected when applying Rolle’s theorem [47], If a function
is continuous on a closed interval [70, 10+ At], differentiable
on the open interval (0,70 + Ar), and it takes the same
value at both endpoints of the interval ‘v (t0) = v(z0 4+ At)’
then somewhere on the open interval the function has a zero
derivative, as illustrated in Fig. 20.

1 2
@w=§m+Ap4mIWm| (20)

The second derivative of v(¢) in (17) is a decaying exponen-
tial function plus a constant. Where the constant ‘c’ is equal to
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FIGURE 20. Applying Rolle’s theorem on taylor's error for linear
approximation.
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FIGURE 21. Absolute second derivative of v(t).

zero as it’s a function of the charge pump slope which is equal
to zero. Therefore, v () is considered as a single decaying
exponential function and the absolute max. value of v’ (¢) will
be at t0 as illustrated in Fig. 21.

V(1) = 2c + dw?e ™ =2 (0) + dw?e ™ =ae P (21)

where,
a:dwz, aeRandﬁ:w,ﬁeR+
Then the delta step,
Af = 2e;01 _ 2e01 22)
WV (@)l Vv (20)]

The next output, after the delta time step, could be calcu-
lated from (17) but at an input time equal to the current time
plus the delta time step ‘v(z0 4+ Atr)’. The output slope could
be calculated as (v (10 4+ Ar) — v (t0))/At.

IV. EFFECTS

A. PHASE NOISE (TIMING JITTER)

For each block, the timing jitter could affect the time when
the event could occur. The event could occur late or early
due to the timing jitter. This timing jitter of each block can
be calculated from the phase noise. The phase noise is in the
frequency domain while the RMS jitter is in the time domain.
The timing jitter is the integration of the phase noise power
under the required frequency band. Since the simulation of
the digital tools is event-driven therefore the integration of
the phase noise can be modelled as an accumulation of the
phase noise of the current frequency to the phase noise of
the previous frequency until the required frequency band is
covered. First, the noise contributed from each block should
be found. Each block could contribute voltage noise, current
noise, or phase noise according to the nature and the behav-

package PWL_pkg;

typedefstruct{
realy; /signaloffset
realslope; //signalslope
realtd; /time offset

} PWL_struct;

nettype PWL_structPWL_net,
endpackage

/IMODULE (ports)
module LPF (CP_CURR,VCTRL);

/I'MPORTING PACKAGES
importPWL_pkg:*;

/ITYPE OF PORTS (inputioutputinout)
input CP_CURR;
output VCTRL;

//IDATA-TYPE OF PORT NETS (logic, real,net-type, ...)
PWL_netCP_CURR;
PWL_netVCTRL;

//IPARAMETERS
//IGENERAL PARAMETERS
parameter realM_Pl=

/IParameters of INPUTS/OPTPUTS (FREQ, FOUT,ICP,KN,KP,KQ, WP,KVCO, WP, QP)
parameter real FREF = ; IREFERENCEFREQUENCY (Hz)
parameter real FOUT = ; /OUTPUTFREQUENCY (Hz)
parameter realN = FOUT/FREF;/DIVIDER_RATIO
parameter real KN = 1/N;

parameter realKP = 1;

parameter real ICP = -6; J/CHARGEPUMPCURRENT
parameter real KQ = ICP/(2*M_Pl);

parameter real KVCO = 2*M_PI*

parameter real WP = 2*M_PI*

parameter real QP = 60*(M_PI180);

IIVARIABLES

/ICALCULATIONS OF SECOND ORDER FILTER PARAM

realTauP= ((1/8cos(QP)) - $tan (QP))WP;

realTauZ = 1/($pow(WP,2)*TauP);

realx =TauP/TauZ;

realy = (KQ*KVCO)/($pow(WP,2)*N);

realz = $pow (((1+$pow(WP*Tauz2)) /(1+$pow(WP*TauP,2))) 0.5);

realC1=x*y*z;
realC2=C1*((TauZTauP)-1);
realR2 =Tauz/C2;

/I SIGNALSNVARIABLES

eventwakeup; /signalevent(there's achange ininput)
realt0; /ltime offset

realt_curr; Nlcurrenttime (now)

realt curr_a;

realdTr; /1dT of PWL waveformin real value format
time dT; //dT in ime format

realetol= ; Nluser-defined error tolerance

realTU = ; Nunittme

realout_curr; //current(currenthere means now) outputsignal value
realout_curr_a;

realout_next /outat(t curr+dT) for PWL outputdata

realout_slope; //outslope

realout_slope_a;

realout0; /liniial value ofoutwhen a new inputcomes in

PWL_netVCTRL_dt //differentiated outputsignal value

realout_curr_dt /currentdifierentiated outputsignal value
realout_curr_dt a;

realout_next_dt /differentiated outat(t_curr+dT) for PWL differentiated data
realout_slope_dt /differtianated outslope

realout_slope_dt_a;

realout0_dt, Ilinitial value of differentiated outwhen a new inputcomes in

realout_next_a; /nextoutputsignalvalue (after currentvalue)
realout_next_dt a;

realmin; //Variable for comparison

reala0=(R2*$pow(C2,2))/$pow (C1+C2,2);
realb0=-(C1*$pow(R2,2) * $pow(C2,3)) /$pow (C1+C2,3);

realal=1/(C1+C2);
realb1=(R2*$pow(C2,2))/$pow (C1+C2,2);

realc1=1/(2*(C1+C2));

reald0=-(R2*$pow(C2,2))/$pow (C1+C2,2);
reald1=(C1*$pow(R2,2) * $pow(C2,3)) /$Spow (C1+C2,3);

Listing 2. Modified SV code [20] represents PWL for 2nd_order LF by

ior of this block [37], [38], [39], [40], [41], [42]. Table 3. defining user-defined type (UDT) ‘PWL_struct
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realw =(C1+C2)/(R2*C2*C1);

reala; //a=A*a0 +B*b0 + (1/w)*out0_dt+outd

realb; /b=A*a1 +B*b1

realc; /c=B'c1

reald; /d=A*d0*exp(-w*t) + b*d1*exp(-w*f) - (1w)*(exp(-w*t))*out0_dt

realerr;  /errorinvcontrol
realerr_dt /error in diflerentated vcontrol

NFUNCTIONS

JEvaluate PWL segment

function real eval_pwl (inputPWL_structin, inputreal t);
return iny +inslope * (+in0);

endfunction

IIvt(vetr)
function real yt(inputrealt);

return (a+b *t+¢ * Spow(12)+ d * Sexp(-w*t);
endfunction

vt dt(vetrl_dt)
function realyt_dt(inputrealt);

return (b+2 *t*c +d*-w * $exp(-w*t));
endfunction

function real calculate_Tintv_spf(inputreal etol, inputreal t);
real abs_f2max;
abs_f2max = (d* $pow(w.2) * Sexp(-w*t) > 0 ? (d * Spow(w.?) * Sexp (-w*t) :- (d * Spow(w.2) * Sexp(-w*t);

if (abs_f2max == 0) begin abs_f2max = 1512;end
return sqrt((2 * etol)/(abs_f2max));
endfunction

HNITIALIZATION
initial begin
dT=1;

end

JIPROCEDURAL BLOCKS
always @(CP_CURRy or CP_CURR slope) begin
10 = $realtime * TU; Iigettme
outd = out_next_a;
outd_dt=out_next_dt a;

lUpdate Parameters
a=CP_CURRy *a0 + CP_CURRslope * b0 +out0 + (1Av)*outd_dt
b=CP_CURRy *a1+CP_CURRslope *b1;
¢=CP_CURRslope*c1;

d=CP_CURRy *d0+CP_CURRslope * d1 - (1Av) * ou0_dt

out_curr =eval_pwl(VCTRL0);  /currentofisetvalue (y =y +slope * (dt))
out_curr_dt=eval_pwl (VCTRL_dt10); //currentoflsetvalue (y_dt=y_dt+slope * (d1))

dT=0;
->> wakeup;
end

always @(wakeup) begin
t_curr = $realtme * TU;

dTr =calculate_Tintv_spf(etol,t_curr-0);
min=(dTr<1)2dTr:1;
dTr=(TU >min) ? TU :min;

licurrentout/currentdiflerentiated out
out_curr =eval_pwl (VCTRL,t curr);
out_curr_dt=eval_pwl (VCTRL_dtt curr);

IInextout/nextdiflerentated out
out_next =yt(t_curr-10+dTr);
out_next_a=out_next

out_next_dt=yt dt(tcurr-10 +dTr);
out_next_dt a =out next_dt

IIslope
out_slope = (out_next- out_curr)idTr;
out_slope_dt= (out_next_dt- out_curr_dy/dTr;

/1dT (t+dT)
dT = tme'(dTrTU);

Ierrorin out/error in diflerentated out
err =(dTr(VCTRL slope-out_slope)) > 0 ? (dTr*(VCTRLslope-out_slope)) :- (dTr*(VCTRL slope-out_slope));
err_dt=(dTr*(VCTRL_dtslope-out slope_dt)) >0 ? (dTr*(VCTRL_dtslope-out slope_dy) :- (dTr*(VCTRL_dtslope-out slope_dt);

if(err >= 0) begin
out_curr_a=out_curr;
out_slope_a =out slope;
t curr_a=t_curr;

end

if(err_dt>= 0) begin
out_curr_dt_a=out_curr_dt
out_slope_dt_a=out slope_dt,
teurr_a=t curr;

end

->>#(dT) wakeup;
end

assign VCTRL = PWL_struct{out_curr_a,out_slope_a,t_curr_a};
assign VCTRL_dt=PWL_struct{out curr_dt a,out_slope_dt a,t curr_a};
endmodule

Listing 2. (Continued.) Modified SV code [20] represents PWL for
2nd_order LF by defining user-defined type (UDT) ‘PWL_struct.

illustrates the noise contributed from each sub-block of the
PLL system. Second, the noise of each block will be shaped
until it reaches the PLL output. Therefore, the noise transfer
function that will reshape the noise should be found. Table 4.
illustrates the transfer function that will influence the noise
contributed from each block at the output of the PLL. These
functions are extracted from the linear model of the PLL by
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FIGURE 22. PLI phase noise linear model.
TABLE 3. Noise contributed from each block of PLL system.
Block Phase/Current/Voltage Noise equation

Crystal L) FKT < .
; =——(1+=+
Oscillator ref 2Py I

2Q.f

2 2

)

PFD-CP icpn” (f)
AKTY(Gmn + Gmp)

+1072241f)

= 2Kf HUn Hp Tchref
+— 7= 2 Iep
f \L*Coxn  Lp*Coxp
LF Vgpn? = 4KTR
LC-VCO FKT 2 2
N =p (14 (52) + )
2Pgig 20.f/  4Q,%f3
RING- l(f) _ INGutIZ B 16 }/KT (fosc)z
VCO vOSCZ 9”0562 ggl f
DIVIDER 10-14£1 4 10-27%1
I(f) = 7 fo” | 1p-1601

E12f1‘ef

SDM 2(n—1)
L(f)ssp = L @m)" <2 sin (nff ))
ref

TABLE 4. Transfer function of each block.

Block The transfer function that will influence noise
contributed from each block at the output of
PLL
Crystal _ Bouta(s)
Oscillator Hrer(s) = Orern(s) CL(s)
(Reference ' G(s)
Clock) T 1T HG)GE)
PFD-CP eaut,n (5) Z(S) cho
Hep(s) =~ =
icpn(s) 1+ 0L(s) s
_ Z(s) Kyco
1+ H(s)G(s) s
LF gaut n 1 K'UCO
H = =X —
e (5) Virn 1+ OL(s) s
— 1 KUCO
1+ H(s)G(s) s
VCO Boutn 1
H, = Y=
veolS) =g =TT 0L
1
"1+ H(G)G()
DIVIDER Ooutn —G(s)
Hpy(s)=——==CL(s) = ——————
o Opiv.n 1+ H(s)G(s)
SDM Ooutn OL(s)
H = L.
sou(S) =g = T 0L(s)

injecting a noise source at the output of each sub-block of the

PLL system as illustrated in Fig. 22.
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Where,
Forward loop Gain G(s) = Oyco(S)  Kpnase Z(s) Kyco
G = 6errur(s) B S
Reverse loop Gain b 1
“H(s)" H(s) = 0. N
Open Loop Gain _ Op(s)
“OL(9)=G(s).H(s)” | 0L = 5=—75
_ Kphase Z(S) cho
Ns
Closed Loop Gain Oyco () G(s)
“ » CL(s) = =
CLE) bre(s) 1+ HSGE)

There are a lot of transfer functions that are linearized in
the s-domain (s = o + jw). The s-domain has a real part of
the value (o) and an imaginary part of the value (w). In the
digital environment, the s-domain or the frequency domain is
not considered. Therefore, the designer could get the real and
the imaginary parts through one variable and then create func-
tions on this variable. A SystemVerilog package will be used
to do some functions such as add, subtract, multiply, divide,
absolute, and power on complex variables. The package has a
‘class’ named ‘complex’ that defines two real datatype class
members which are the ‘Real” and the ‘Imag’. The user takes
the values of ‘Real’ and ‘Imag’ from the user to create a
class ‘complex’ variable and this is done by the class task
‘set’. Then the class ‘complex’ variable becomes an input
to one of the global functions such as addition, subtraction,
multiplication, division, absolution, and power. For functions
like addition, subtraction, multiplication, and division, the
user needs to pass two class ‘complex’ variables to the func-
tion and the function will return one class ‘complex’ variable
with the result. Moreover, the functions like absolution and
power, the user needs to pass one class ‘complex’ variable to
the function and the function will return one class ‘complex’
variable with the result. The user then could get these values
by using the class function ‘get’. The ‘complex_pkg’ is used
to calculate the linear model transfer function of the loop
filter and the VCO blocks. Moreover, it’s used to calculate
the linear model transfer function of the forward loop gain,
the reverse loop gain, the open loop gain, and the closed loop
gain through a range of frequencies. The most important that
this package is built to calculate the <block> noise transfer
function that will influence the noise from this <block> at
the PLL output. Firstly, declaring a class ‘complex’ variable
for each of the previous transfer functions. For each transfer
function, two class ‘complex’ variables will be declared. One
for the transfer function value at the given current frequency
(f) and the other for the transfer function value at the next
frequency (f; + increment).

Now the need is to calculate all the transfer functions,
and the noise contributed from each block. Therefore, a ‘for
loop’ is used to calculate the value of these functions from
the minimum to the maximum frequency. Then estimate the
phase noise contributed from the block at the output of the
PLL by multiplying the noise with the square power transfer
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FIGURE 23. Linear piece-wise logarithmic function of PN spectrum.

function.
PN = Noise * |TransferF unctionl2 (dBc/Hz) (23)

Finally, converting the phase noise to jitter. In [43], it is
assumed that the phase noise PSD response can be approxi-
mated by a linear piecewise logarithmic function as illustrated
in Fig. 23. The slope is expressed by

_ PNiy1 — PN;
logyo (fi+1) —logy ()
The RMS phase jitter can be calculated by the following

1
Tvtock = ch,/z x> Ji (25)

a
1+

(dBc/decade) 24)

ai

where,

Ji= (1013%,. w10 (1+ f—("))*] % (1 +f,~)_1) ~f
(26)

All the phase noises contributed from each PLL sub-blocks
are added to find the total contributed phase noise at the
output of the PLL (dBc/Hz) by the following equation and
this is converted to the total RMS timing jitter in (25).

PNoUTRgr PNoutpgp_cp

10— + 10 10
PNyora = 1000810 | 4 10751 | 19240 27)

PNoutpy PNoutgpy

+107 1 + 107 1

After the jitter is calculated, the output event should be
delayed by the jitter time. This means that the jitter can be
translated as a delay in the output signal. The output signal
occurs at a certain event ‘e.g., always @(event) output =
<>’. Therefore, the jitter cannot delay the output signal
before when the output should occur as the output occurs due
to an event that is driven. That means that the negative jitter
cannot be modelled as the negative delay is not modelled in
the SystemVerilog Language or any other HDL language that
depends on the event-driven simulation “#(-ve time) does not
exist)”’. Only the positive jitter can be modelled as illustrated
in Fig. 24(a).
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FIGURE 25. Impedance voltage division.

Since the designer is modelling the random jitter. There-
fore, the value of the jitter calculated cannot be taken directly
as a delay in the output signal. The jitter value that is
calculated, does not consider the PVT (Process, Voltage,
Temperature) variations. Therefore, the jitter value should be
modelled as a Gaussian random distribution process since
the Gaussian distribution can represent the PVT variations.
At each event, the output signal will take a random delay
jitter value according to the Gaussian (Normal) distribution
as illustrated in Fig. 24(b).

B. LOADING

The output clock will be an input to another system. The
system here acts as a load to the PLL output which means
the high-power supply of the output clock will take time to
reach its high value and the low power supply of the output
clock also will take time to reach its low value. Therefore, the
load effect on the output clock should be modelled to know
the extent of the load that the output clock can hold to make
the system behaves correctly else the load could change the
output clock and the behaviour of the system. The load effect
can be modelled by a User Defined Resolved Net (UDRN).
The UDRNS are useful when the need is to resolve multiple
drivers together, driving multiple signals through one net such
as driving the load of the PLL and the load of the device
that will be connected to the PLL. To take the loading effect,
the net will be resolved by an impedance voltage division as
illustrated in Fig. 25.

The User-Defined Resolution (UDR) function takes any
UDT input connected to the User-Defined Resolved Net
(UDRN) from the values of voltages, capacitances, and
resistances. Then the net represents the resolved value after
considering the effect of the impedance between the driven
input voltage and the output that the user is waiting to see
its resolved value. The output voltage and the current are
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FIGURE 26. PLL locking of behavioral model for system_1 & _2.

resolved by the following equations (31 & 34).

IR + ICsrc = IRLoad + ICLoud (28)

dVaut - dVin Csrc _ Vout + dVout Cload

Rioad dt
(29)

Vout —V,
+
Ryre dt

L - . V-
sented in a linear combination of two points ( ‘2—‘; = —&%)

t _tprev
and assume that the delta step (# — #,.) is constant through
the simulation. Therefore, the delta step will be represented
as dt.

The numerical first derivative of the data could be r%pre-
prev

Vour = Vin (Vom — Vo“’pm’) — (VOW — vi"prev) C
Rsrc dt e
V(m; (Vout - Voutprev)
= + C 30
R[aad dt load ( )
After some simplifications, the resolved output is equal to
. (B+ D) * Vi
Vour = 7= | = D) *Vin,, (€29)
A+B+C+D +(C + D) * Vouy,
For the Current flow in the output,
V. dav,
Lot = IRppa + 11000 = 5= + —"Cloaa  (32)
Riood dt
Ioul = (A + C) *Vout - (C) * Voutpm,
(33)

After some simplifications and substitute by V,,; in (30), the
resolved current is equal to

A4 C (B+ D) %V,
=AasB+rctD | D i — € Voupr
+ (C + D) * Voutprev
(34
where,
A=t p=l - Cew p_ O
Rioad Ry dt dt

The net can model the effect of the loading at any node,
this resolved net models a Low Pass (LP) filtering effect,
a High Pass (HP) filtering effect, a resistance-voltage divider
effect, a capacitance-voltage divider effect, a resistance-
voltage effect, and a capacitance-voltage effect. Table 5.
illustrates which capacitor/resistor needed to be set to reach
the desired effect.
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TABLE 5. Components of resolved net that need to be set.

Effect RLoad Rsrc CLoad Csrc
High Pass (HP) Value ) =0 Value
Low Pass (LP) = 00 Value Value =0

Capacitive =~ 0 ~ 00 Value | Value
voltage division
Resistive voltage | Value Value =0 =0
division
Capacitive ~ ~ 0 Value ~ 0
Resistive Value =0 =~ 0 =0

package EE_pkg;
I/User-Defined data-Type "EE_struct' (UDT)
typedefstruct{
realV; /IVOLTAGE
realV_prev;/PREVIOUSVOLT
reall; JICURRENT
realR;  /RESISTANCE
realC; /CAPACITANCE
}EE_struct;

/IUser-Defined Net-type "EE_net' (UDN)
nettype EE_structEE_net;

I/User-Defined Resolution "EE_func_reslv" (UDR)
function automatic EE_structEE_func_reslv (input EE_structdriver [J);

Ilvariables declaration
realvin; /IVIN DRIVEN
realvin_prev; /PREVIOUSVIN DRIVEN
realvout prev; /PREVIOUSVOUT DRIVEN
realsrc_res; /SOURCERESISTANCE (RESITANCE CONNECTED BETWEEN VIN AND VOUT)
realload_res,load_res_inv;

//LOAD RESISTANCE (RESITANCE CONNECTED BETWEEN VOUT AND GND )

realsrc_cap; /SOURCECAPACITANCE (CAPACITANCE CONNECTED BETWEEN VIN AND VOUT)
realload_cap; /LOAD CAPACITANCE (CAPACITANCE CONNECTED BETWEEN VOUT AND GND)

parameter real TS=1;
parameter real TU =

realdt=TS*TU;/DELTA-TIME
realABC.D;/CONSTANTS

Nnitialization
EE_func_reslv.V=
EE_func_reslv.V_prev =
EE_func_reslv.=
EE_func_resivR =
EE_func_resiv.C =

foreach (driverfi)) begin
if(driverfilV=="wrealZState &&driver[i]V_prev |=="wrealZState) begin
vin_prev =driver[ilV_prev;
vin =driver[ilV;
src_res =driverfi|R;
src_cap =driveri]C;

B=1/src_res;
D =src_cap/dt
end

else if(driver[ilV==="wrealZState 8&driver[lV_prev === "wrealZState) begin
load_res_inv += (1.0 /driver[]R); /LOADED RESISTANCES DRIVEN
load_res =1.0/load_res_inv; /PARALLEL RESISTANCE
/o find outthe equivalentloaded resistance
load_cap += driverf]C;

A=1/load_res;
C =load_cap /dt
end

elseif(driverfi]V_prev |=="wrealZState &&driver [ilV==="wrealZState ) begin
vout_prev =driver [JV_prev;

end

end

EE_func_reslv.V=(1/(A+B+C+D)) * ((B+D)*vin - (D)*vin_prev +(C+D)*vout_prev);
EE_func_reslv.V_prev =vout_prev;

EE_func_reslvi=(A+C)*(('/(A+B+C+D))* ((B+D)*vin- (D)*vin_prev + (C+D)*vout prev))- C *vout prev;
EE_func_reslv.R = (1/A)/((1/A) + (1/B));

EE_func_reslv.C = (D /(D+C));

endfunction

/IUser-Defined Resolved Net-type "EE_net_resv* (UDRN)
netlype EE_structEE_net reslv with EE_func_reslv;

endpackage

Listing 3. SV code represent Load Effect modelling with UDR/UDRN.

V. PLL SYSTEM INTEGRATION AND EXPERIMENTAL
RESULTS

The Behavioral Model uses the behavioral model of the PFD
and the CP. The PWC technique for the LF and the integer
divider. Fig. 26. illustrates the settling behavior of the VCO
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FIGURE 28. Output oscillating frequency through locking time for
system_1 & _2.

TABLE 6. Sub-block jitter at PLL output.

Block System 1 System 2
Reference clock 19.6199 fsec 19.5896 fsec
PFD + CP 339.42 fsec 404.934 fsec
Loop Filter 695.983 fsec 1.29828 psec
VCO 41.9248 fsec 333.408 fsec
DIVIDER 233.605 fsec 233.258 fsec
SDM 460.266 fsec 1.73453 psec
Total 931.935 fsec 2.2415 psec

control voltage to be settled at 500 mV for System_1 and
420mV for System_2. The settling time is approximately
2.5 usec for System_1 and 0.8 usec for System_2.

The Structural Model uses the structural model of the PFD
and the CP. The PWL technique for the LF and the fractional
divider. Fig. 27. illustrates the PLL locking where, the VCO
control voltage reached 99% of its final value at 400mV
at 2 psec for System_1 and at 0.6 usec for System_2.

There are ripples on the control voltage at settling (locking)
of the PLL as illustrated in Fig. 27. because of the instanta-
neous change in the division ratio, to get the average required
output clock frequency of 4.8 GHz as illustrated in Fig. 28.
This means that the phase noise contributed from each PLL
sub-block that is added to find the total single-side-band
phase noise of the PLL (1IKHz~100MHz) and the timing
jitter converted from phase noise will be higher than the case
of the integer division by the noise of SDM as illustrated in
Fig. 29. and Table 6.

The previous table shows the typical values of the RMS
jitter while Fig. 30. illustrates the values from the mean
value of the RMS jitter at the PLL output clock frequency
through the simulation time by using a Gaussian distribution
of sigma equal to (0.001). Fig. 31. illustrates the time differ-
ence between the clock output frequency with and without
jitter.
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FIGURE 29. Output phase noise of 2"-order pll for system_1 & 2.

The jitter histogram in Fig. 32. illustrates the total RMS
jitter value of 12000 clock cycles of both systems. System_1
contributes rms jitter of mean 928.345 fsec. and System_2
contributes rms jitter of mean 2.33 psec.

For both systems, the need for the carrier frequency or
the output oscillating frequency to be equal to SGHz. The
first system contributes less noise power (less rms jitter)
than System_2 but System_2 has a smaller area regarding
the use of a RING-oscillator instead of an LC-oscillator and
the Loop Filter (LF) components are smaller. The specifi-
cation on each system is driven to serve the VCO block.
For example, the loop bandwidth for System_2 is greater
than System_1, to reject more noise coming from the VCO
block since the RING-oscillator consumes more noise than
the LC-oscillator. System_2 consumes less amount of current
to decrease the resistance value in the loop filter which could
then has a significant noise contribution after the loop band-
width increased. The division ratio of System_1 is the double
ratio of System_2 that is because of the need for a smaller LF
area, if the division ratio of System_1 is chosen to be equal
to the division ratio of System_2 this will lead to double the
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FIGURE 30. Total PLL RMS jitter through simulation time.
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area of the LF despite the double division ratio will consume
just an extra divider-by-two cell that could be implemented
by two flipflops only.

Increasing the loop bandwidth decreases the settling time.
Moreover, smaller loop bandwidth leads to reject more noise
from the PFD/CP/LF noise but less neglection of noise from
the VCO side. This means that there is a trade-off between
decreasing the settling time of the PLL which may be a strict
requirement in some applications that are applied at very high
speed and decreasing the output phase noise. Therefore, the
unity gain frequency (wu) which is the loop bandwidth should
be adjusted to achieve the minimum output phase noise and
the optimum settling time needed for the application.

For the loading effect, Fig. 33(a). illustrates the output
clock frequency with different values of (Ry,.) from (10€2 to
500€2). While the capacitance load (Cryqq) is SpF. The R
of 5002 is not acceptable for the high-speed circuits as it
takes time to reach its high value, for that there is always a
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FIGURE 32. Total PLL RMS histogram jitter of 12000 clock cycles for
system_1 & _2.
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buffer between the PLL output and the device that will be
connected to it as the buffer has a small source resistance. The
digital design engineer can change this value or even model a
filtering effect according to the specifications of the system.
Fig. 33(b). illustrates the output clock frequency with (Rg.)
of 100€2 and the capacitance load (Crqq) from (SpF to 20pF).

Vi. COMPARISON BETWEEN SV-RNM AND TRANSISTOR
LEVEL
This partition ensures that the accuracy of modelling PLL
with these techniques is increased by comparing the sim-
ulation results from the SV-RNM model simulated using
an event-driven simulator with the transistor level outputs
simulated by a spice simulator. Table 7. represents the control
voltage comparison between the transistor level [48] and
SV-RNM.

Second, comparing the output techniques of modelling
the phase noise produced from [49], [50] with the output
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TABLE 7. Control voltage comparison.
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TABLE 9. Comparison between simulation time for 5us transient time.

Parameter Simulation Clock Wall time
SPICE [53] 1.23 h.
SPICE [26] 9.5 h.
FAST SPICE [26] 1.5h.
Verilog-AMS [15] 16.67 min.
SV-RNM [This Work] 107 sec.

modelled from the SV-RNM. Table 8. proves that the method
of evaluating the PN from the block parameters, by building
a ‘class’ datatype that holds the real and the imaginary parts
of the s-domain element, is very efficient and precious.

Most digital design engineers do not model the load effect
at the PLL output for that the output oscillating frequency
is always pure ‘1’ and ‘0’ whatever the HDL used. But the
amplitude of the oscillating clock is changed according to
the load connected to it and its effectiveness high/low supply
values are also changed [51], [52]. Therefore, the UDRNs can
model this effect by resolving multiple signals that are driven
together in one net.

From the above, it’s clear that SV-Real Number Models can
achieve higher accuracy modelling for the high-level abstrac-
tion of the analog devices with a very high simulation time
gain than Verilog-AMS/Verilog-A and SPICE as in Table 9.
If the user wants to change a one-block parameter to verify the
system, the simulation time will be in minutes for VERILOG-
AMS and in hours for SPICE despite in seconds for a high
accuracy model Device Under Test (DUT) [54], [55], [56].

VII. CONCLUSION

A lot of techniques could increase the accuracy of mod-
elling analog devices in the digital environment. The PWL
technique, a UDN that holds more than one member (value,
slope, and time), is very useful when modelling filters in a
feedback loop. The high-level abstraction of the fractional
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divider captures ripples within the control voltage that could
increase the noise contribution compared to the integer
divider. Capturing the value of the PN from the block param-
eters, by building a ‘class’ datatype that holds the real and the
imaginary parts of the s-domain element then using the block
parameters and convert the PN to the RMS jitter that helps in
predicting the RMS jitter of the PLL system. The UDRNSs are
helpful in resolving multiple signals that are driven together
in one net, an example is the loading effect that helps in
predicting the load that the PLL can hold without changing
the output clock amplitude and according to the specifications
of the PLL that are put to serve the other blocks that PLL will
be a clock to them.
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