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ABSTRACT Innovative testing and validation methods are prerequisites concerning Connected, Cooper-
ative, and Automated Mobility (CCAM), as the high number of cooperating participants and concurrent
processes critically increase the probability of adverse safety and security incidents. The proposed new
approaches deal with this increasing complexity of not currently having generally accepted validation
mechanisms. The paper introduces a novel, mathematical model based, scenario identification methodology,
facilitating the selection of critical road vehicle traffic scenarios, taking into account different testing
objectives, such as maximizing the safety risk of the analyzed system. The presented results verify that
applying specific decision models and quantifiable indicators related to the system elements of highly
automated mobility systems can significantly contribute to the systematic identification of unsafe corner
cases in connected and cooperative autonomous systems.

INDEX TERMS Automotive proving ground, automated vehicle systems, autonomous vehicle, scenario-
based testing, critical scenario, simulation, digital twin, testing and validation, mixed-reality testing,
V-model, scenario-in-the-loop testing.

I. INTRODUCTION
Testing and validation tasks are becoming crucial in Con-
nected, Cooperative, and AutomatedMobility (CCAM) since
their complexity radically increases the probability of critical
safety- and security-related unfavourable events [1].
Recently developed new validation approaches try to

address this increased complexity [2]; on the other hand, these
mechanisms are far from being standardised. For example,
Artificial Intelligence (AI) based solutions can efficiently
contribute to specific operations [3]; however, their behaviour
cannot always be predicted and guaranteed due to their black
box characteristics. There might be dangerous input/output
intervals where we should ignore their application [4], [5].
Beyond AI, for certain highly complex decision-making sit-
uations, particularly for vehicular functions based on the
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interaction between the environment and the vehicle, there
are still several problems to be solved to ensure the over-
all safe operation of the vehicle [6], [7]. Compared to the
traditional functional safety approach, the safety of intended
functionalities (SOTIF) reflects the challenges of evaluating
complex interactions between the system and the environ-
ment [8], [9], [10], including also humans [11], [12].

Furthermore, it is important to emphasize that the complex-
ity of testing and validating the system-of-systems concept
based CCAM solutions requires applying many hybrid solu-
tions. For instance, Adaptive Cruise Control (ACC) systems
or Automated Emergency Braking (AEB) systems can be
characterised as less complex Advanced Driver Assistance
Systems (ADAS); at the same time, they are already almost
inexhaustible repositories of unanswered pending testing and
validation questions [13], [14].

The development of a sufficiently comprehensive assess-
ment and evaluation method is extremely complex.

82464 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ VOLUME 11, 2023

https://orcid.org/0000-0002-6172-5772
https://orcid.org/0000-0002-1469-7860


Z. Szalay: Critical Scenario Identification Concept: The Role of the Scenario-in-the-Loop Approach

FIGURE 1. The pyramid structure of autonomous systems testing and
validation layers [20].

Especially when there are no general guidelines for the
required behaviour characteristics of ADAS functions, while
this would be necessary to ensure future transportation
safety [15]. In addition to safety-related aspects [16], energy-
efficient transportation also receives more attention during
future testing and validation processes [17].
The findings of our previous research support that the

increasing complexity of testing tasks results in an enor-
mously high number of potential situations, thus covering and
implementing the required number of tests during the type
approval process is physically impossible [18]. Consequently,
we are forced to apply inverse logic during future test proce-
dures compared to the classical approach. Instead of being
able to state that the system is safe under all conditions in a
specific operational domain, we can only state that the system
was not unsafe in the input/output variables’ investigated
intervals. This also leads to the concept that proving ground
tests have to be combined with different hybrid simulation
solutions to validate future CCAM systems [19].

Following the aforementioned considerations, the future
type approval process will surely include simulation, proving
ground tests, and public road tests. The only question is to
what extent the various test layers should take part in the type
approval procedure. Beyond legislation, one should also not
forget the cost-saving potentials of hybrid solutions since they
can also be much more efficient in most cases than single
methods. As previously introduced, the number of test runs
is expected to decrease from the bottom to the top of the
pyramid layers (Fig.1) due to the time- and cost-intensive
nature of automotive testing processes. Vice versa, the degree
of abstraction increases from the top to the bottom of the
pyramid layers (from open public road testing to virtual
testing) [20].
These considerations are supported globally by novel

assessment concepts for Automated Driving System (ADS)
type approval [21], suggesting that the new legislation will
already require three layers of the previously introduced test-
ing and validation pyramid [22], [23]. This is a solid positive
affirmation that our initial ideas were and are still valid and
that our research is heading in the right direction.

Physical testing is a time-consuming and expensive activ-
ity [24], [25]. Therefore, selecting the minimum but most

relevant test cases and scenarios for the physical tests is
essential [26], [27]. Through the circumstances analysis,
notable test scenes can be identified as edge cases or corner
cases [28], [29], [30]. If an extreme (maximum or minimum)
operating parameter results in an issue, we define it as an edge
case. If multiple parameters are simultaneously at extreme
levels, and the user is put at a corner of the configuration
space, we define it as a corner case.

Identifying these situations and scenes within scenarios is
not straightforward [31], [32]. They can be derived from traf-
fic accidents that have already occurred [33], [34], [35], [36],
from near-misses through the real-time analysis of everyday
traffic based on risk triggers [37], such extreme cases can
also be invented heuristically, but in engineering practice,
a set of scenarios produced by a systematic method would
be the most reassuring answer [38], [39], [40]. This article
introduces a novel methodology in which, as a result of the
simulation [41], we can systematically identify and select
scenes within each scenario that may be critical [42] and thus
should be picked out for physical testing and validation.

Beyond emphasizing the importance of virtual testing,
we also need to pay special attention to combining vir-
tual testing with physical testing, which opens new hori-
zons in system evaluation and assessment. There are several
attempts to combine simulation and reality [43], [44], [45];
in addition, there are specific approaches towards closed
proving grounds [46] or dedicated ADAS functions [47].
These mixed-reality-based testing solutions connect reality
and the virtual environment by implementing the digital-twin
concept [48], [49]. The system has to provide a real-time
connection between the physical, virtual, and controlling
components during the test. Simulation and physical reality
are connected by Ultra Reliable Low Latency Communi-
cation (URLLC), which could be provided through 5G or
DSRC (Dedicated Short Range Communications) communi-
cation channels [50], [51]. The combination of this complex
cyber-physical framework forms the so-called Scenario-in-
the-Loop (SciL) validation approach, developed through a
series of research carried out at ZalaZONE [52].

The identification of the appropriate testing and vali-
dation procedure can be characterised as a complicated
decision-making problem [53]. When selecting the appli-
cable test methods, it is further reasonable to consider the
safety impact of the function-under-test, the number of distin-
guished scenarios, the fit of the testing model and reality, the
reproducibility, and of course, the costs of the potential test
procedures [54]. The complexity of choosing the appropriate
test procedure is further increased because the different pro-
cedures are not equally capable of examining certain factors
affecting the system being tested [55].

As future vehicle systems will no longer only assist the
human driver as an ADAS does but will also make sovereign
decisions and perform actions as we expect from an ADS, the
parallel development of the testing and validation methodol-
ogy is a fundamental task. For this reason, the Operational
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Design Domain (ODD) determined during the design process
strongly influences the circumstances of the investigated
automated function and significantly affects the conditions of
the tests [56], [57], [58].

Accordingly, this article introduces a novel, mathematical
model based, automated scenario identification framework,
which enables experts to select critical traffic scenarios for
road vehicles, considering different testing objectives, such
as maximising safety risk or minimising the controllability
of the analysed system.

The research gap this article seeks to fill is the lack of
objective metrics-based models for selecting relevant traffic
scenarios for automotive testing. The main contributions of
the paper are listed below:

• Composition of an end-to-end framework for scenario
classification and critical scenario selection

• Application of reacting scenarios with interacting test
objects in the Scenario-in-the-Loop extended V-model
of automotive development

• Introduction of specific attributes for critical traffic sce-
nario selection metrics

• A mathematical model for representing decision prob-
lems in traffic scenarios

• A metrics-based scheme for the systematic and auto-
mated generation of critical traffic scenarios for
automotive testing

The paper is structured as follows: Section II starts with the
evolution of the X-in-the-Loop (XiL) testing methodology,
continues with the introduction of new scenario elements,
provides an insight into the attribute-based identification
of critical scenarios and proposes a mathematical model
for describing the scenarios’ decision problems. Section III
presents the results and findings through a simplified example
of test scenario generation as an interaction of the simultane-
ously updated decisions of a pedestrian and a vehicle. Finally,
Section IV concludes the paper.

II. METHODOLOGY
A. RELATED WORK AND TESTING CONCEPTS
Systematic identification of corner cases will become espe-
cially important when testing and validation of automated
vehicle systems shift from ADAS to ADS. Several scien-
tific papers have recently addressed the challenging topic
of critical scenario identification. Beyond scenario mining,
to extract critical scenarios from real traffic accidents, Cai et
al. focused on a data-driven scenario generation for AV test-
ing and compared different methodologies from various stud-
ies [32]. Riedmaier et al. suggested five different methods for
scenario selection [25] and also worked out a methodology
for their safety verification [27]. Safety metrics and traffic
quality metrics were combined for evaluation in the research
of Hallerbach et al. [41]. Nalic et al. introduced temporal and
spatial distance based safety metrics for the scenario assess-
ment [26], while Fremont et al. successfully demonstrated
a formal simulation-based approach for identifying relevant

real-world test scenarios for AVs [31]. These approaches are
all beneficial and essential steps in determining critical sce-
narios; however, the end-to-end framework presented below
is a step forward by systematically identifying corner cases
and mathematically calculating their safety risk based on the
probability and the severity of a potential accident.

A successful system or process operation requires appro-
priate control based on the information influencing its output.
While developing complex systems or processes, assuring
their reliability can be complicated and costly, as the tests
must be repeated many times during the evaluation process.
The V-model of automotive development pairs the different
levels of requirements with their level of verification and
validation throughout the entire development process, apply-
ing XiL methodology [59]. XiL simulations are used for
system components, subsystems and systems according to
the development’s maturity [60], [61]. They should focus on
replacing the external information sources with a simulation
framework that provides and receives the same signals and
behaves in the same way as the input signals’ source com-
ponent [62]. The design and composition of a proper XiL
simulation environment require a deep understanding of the
multidisciplinary characteristics of the domain. The delicate
adjustment of the fidelity or credibility of the simulation is
a key issue because it determines the balance between the
resource requirements and the accuracy of the result.

The XiL concept can be generalised and can be extended
to broader system complexity. Utilizing this concept for a
specific system component, subsystem, or system, the inter-
faces of the tested entity must be clearly defined: the input
signals affecting the decision-making, the output signals
influencing the operation process and the objective func-
tion, and the constraining factors describing the behaviour
of the specific entity. This way, the precise definition of the
boundary between the system under test and the environment
is of utmost importance. Thus, the system description task
becomes critical and strongly determines the feasibility of
further investigations.

This generalisation can be applied from conventional sys-
tems, such as specific vehicle modules or vehicle functions,
through complex systems, like a complete vehicle, up to
a system-of-systems complexity, such as cooperative, con-
nected, and automated mobility. However, this extension only
partially covers the essence of the previously introduced SciL
testing and validation concept, which goes even beyond.

Following this, we can describe Software-in-the-Loop
(SiL) and Hardware-in-the-Loop (HiL) systems. As a result,
the simulation process can be well illustrated, where an
external simulation framework provides the signals and infor-
mation necessary for the hardware (HiL) or software (SiL)
module responsible for the execution. Where, for example,
the input of the module under test (Fig.2) can be the spatial
distance (d) of the front vehicle, and the output of the module
can be the position of the accelerator pedal (Posacc_ped ).
This analogy can be simply extended to Vehicle-in-the-

Loop (ViL) systems since we can model the operations
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FIGURE 2. HiL concept illustration.

FIGURE 3. ViL concept illustration.

performed by highly automated vehicles as responses to sig-
nals and environmental information (Fig.3).

Subsequently, the simulation framework must generate
signals and information arrived from the environment and
processed by the vehicle systems, taking into account the
time-dependent decisions of the vehicle, where the input
of the Vehicle Under Test (VUT) for example can be
the speed and position of the front vehicle and the VUT
(vf , latf , lonf , vVUT , latVUT , lonVUT ) while the output of the
vehicle can be the acceleration or deceleration (aVUT ).
As the next step of the evolution process, we arrive at the

SciL concept. To adapt the introduced approach to the SciL
concept, it seems reasonable to describe scenarios as entities
to which we can assign objectives, constraints, and specific
decision problems. We must digress from classical testing
and validation approaches for this step. A detailed description
of the differences between classical in-the-loop and SciL
concepts is presented in the next subsection. For instance, the
input of the scenario under test can be the primary parameter
values of the scenario, such as the speed and position of
the participating components (e.g. v(i,t0), lat(i,t0), lon(i,t0)∀i,
where i is the series number of the participating system
component). The output of the scenario can be a specific
quality level indicator for the test case, for example, safety or
controllability (Fig.4). In case the investigated quality indi-
cator describes the safety level of the investigated scenario,
we indicate it by (SL).

B. KEY DIFFERENCES - TESTING FRAMEWORK
COMPLEXITY
A core element of the SciL concept is managing scenarios as
independent entities. Therefore, the scenario is considered to

FIGURE 4. SciL concept illustration.

be the system under test when applying the SciL concept [52].
Accordingly, all inputs, outputs, the objective and constraint
functions must now be assigned to the traffic scenario.

Per the definition of the SciL concept, it is not enough to
examine the vehicle alone during the test process. There are
other road users, cyclists and pedestrians around, there are
infrastructure elements, buildings, road furniture and traffic
control, to mention a few elements that need to be consid-
ered during the composition of a realistic traffic scenario.
Therefore we must consider the scenario itself as the system
under investigation and accordingly specify the input and
output signals set, the objective function and the relevant con-
straints. Thus, the input signals that determine the scenario’s
outcome as an independent entity change the output signals,
affecting the input signals and the subsequent output of the
scenario.

In other words, we need to reinterpret the classic automo-
tive definition of the scenario and identify or determine which
elements can modify their behaviour in response to changes
in the input signals, affecting the output of the scenario. Fur-
thermore, we need to introduce the objective function and the
related constraints describing the behaviour of the scenario.
This reacting characteristic of SciL makes it reasonable to
describe, on the one hand, the active internal components of
the scenarios and, on the other hand, to introduce the external
factors that the scenario can influence during the decision-
making processes. Therefore, in the next step, the actors of
the automotive scenarios are classified and characterised to
present the evolution from passive scenario components to
active scenarios, explaining the alterations from classic in-
the-loop to advanced SciL methods. Then the next section
interprets the automotive scenarios’ potential objective func-
tions and constraining factors.

1) STATIC OBJECTS
When considering the evolution of automotive test scenario
objects and the related technology, the simplest components
used in a test scenario are certainly static (Fig.5). A static
test object does not move but standstill at a critical spatial
point of the scenario (such as a parking target vehicle (TV ),
v(TV ,t) = 0, v(VUT ,t0) > 0 ). Accordingly, there is no change
in its state of motion, nor it makes any decision.
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FIGURE 5. Static object illustration.

FIGURE 6. Dynamic object illustration.

FIGURE 7. Interacting object illustration.

2) DYNAMIC OBJECTS
The next evolution level of objects used in test scenarios are
the dynamic objects, which – depending on their function
related to the specific scenario – are capable of changing
their state in time (such as spatial location); however, they
still do not make any decision (Fig.6). This type of object can
be illustrated, for instance, by an accelerating target vehicle
(TV ), aTV > 0, v(VUT ,t0) > 0.

3) INTERACTING OBJECTS
Following this, it is reasonable to complement the defi-
nition of dynamic objects with the capability of making
decisions related to the scenario conditions. This object cat-
egory enables the consideration of realistic decisions for
scenario actors (such as pedestrians, cyclists, or different
infrastructure-related components like traffic control sys-
tems) depending on the relevant scenario properties and the
behaviour of the other components [63]. In this case, the tar-
get vehicle can make its own decision, and its behaviour can
be characterised by an objective function (f(obj_TV )) describ-
ing the mathematical representation of the specific scenario
component’s decision process (Fig.7).

If the scenario comprises interacting objects, we can define
test cases closer to the real operational characteristics. This
development phase provides a significant advantage when we
investigate the sensitivity of the tested system to known risks.
However, if an almost unlimited complexity characterises a
system, the main goal of the system validation process is to
define the critical scenarios, primarily focusing on identifying

scenarios that previously unknown risk factors can
characterise.

4) REACTING SCENARIOS
Taking the logic one step further, there is an opportunity to
develop the methodological framework of reacting scenarios,
capable of making decisions related to the relevant scenario
influencing factors (Fig.8). In other words, we can build an
architecture that enables the system to modify the scenario
settings to move the scenario parameters in certain directions,
for instance, where the safety indicators under consideration
take on critical values.

FIGURE 8. Reacting scenario illustration.

C. TEST IMPLEMENTATION
Before selecting suitable test objects, we must clarify a
fundamental question in the scenario identification process;
whether we want to perform physical tests, simulations,
or hybrid methods. Beyond the previously mentioned factors,
such as reliability, reproducibility, or cost efficiency, we need
to consider another relevant aspect: test automation. To effi-
ciently identify critical scenarios, we need an automated
framework to move the scenario settings into the gradient
of the applied safety indicators or other relevant scenario
properties such as controllability or predictability.

The test automation level influences the tests’ repro-
ducibility, reliability and realistic behaviour. Undeniably,
if mathematical models describe the behaviour of individual
test participants, we reduce the realism of the participants’
behaviour. On the other hand, using behavioural models
significantly improves the test results’ reproducibility. Fur-
thermore, applying mathematical models enables a higher
automation level for the test implementation process since
we can derive the results of numerous test cases without
physical execution by simply solving the equation system of
the specific scenario.

D. CRITICAL SCENARIO IDENTIFICATION CONCEPTS
Based on the reacting scenario approach, we can identify
critical scenarios considering the impact of input data, such as
the position and the behaviour of the scenario participants on
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the scenario output, like the value of the level of safety. How-
ever, we can select other scenario properties to describe the
scenarios’ nonconformity, like predictability, controllability
or cybersecurity [64].

1) SAFETY ATTRIBUTES OF AUTOMOTIVE SCENARIOS
Safety means a system state in which the probability of the
system causing personal injury or property damage is accept-
ably low. Consequently, safety can be quantified through
factors directly affecting the probability of injury or property
damage [65]).

Several indicators can be used to characterise the safety
level of automotive scenarios. For example, we may define
as a performance indicator the mean of each scenario com-
ponent’s velocity deviation, the deviation of each scenario
component’s velocity means, the sum of reciprocals of min-
imum time distances between each scenario component,
or the mean of each scenario component’s average deceler-
ation [66]. We may also consider other critical parameters
to characterise the safety of a scenario, such as visibility or
friction.

2) PREDICTABILITY ATTRIBUTES
OF AUTOMOTIVE SCENARIOS
By system predictability, we mean the quantitative level of
accurate identification of the future states of the systems [67].
This definition may seem straightforward enough, but defin-
ing a method for characterising the predictability of test
scenarios is still not easy. The technique of Yang et al. was
chosen from several potential options, which describes the
predictability of driving behaviour at unsignalised intersec-
tions [68]. Based on their research results, the following
parameters can be considered relevant for characterising the
predictability of different test scenarios: the two components’
relative x and y velocity, the distance of the scenario com-
ponents, and the distance between the components and the
intersection point.

3) APPROVAL ATTRIBUTES OF AUTOMOTIVE SCENARIOS
If the predictability of a system’s proper operation decreases
or the safety parameter values deteriorate, system approval
probability will also decrease. Therefore, the indicator that
describes whether the system can be approved or not must
be proportional to the indicators characterising the system’s
safety and predictability. Thus the purpose of a highly auto-
mated vehicle function’s test procedure is to identify as many
unsafe and unknown (Fig. 9) system outputs as possible,
depending on the combination of system inputs [69].
The system can only be approved for input combinations

with known and safe outputs. With the results of such test-
ing procedures, the development process may extend the
approved (known and safe) operating range step-by-step,
as specific safety mechanisms can be implemented for unsafe
or unknown ranges (Fig. 10).

FIGURE 9. Relationship of system approval to safety and predictability.

FIGURE 10. Aim of the testing process during the development phase.

4) CYBERSECURITY ATTRIBUTES
OF AUTOMOTIVE SCENARIO
For the cybersecurity attributes of an automotive scenario,
we need to examine factors related to advanced vehicle func-
tions that can critically affect the severity or probability of
an unsafe event on the one hand and can be significantly
influenced through the communication network of vehicle
systems on the other hand [70]. These factors can typically
be the latency, the packet delivery ratio or the assumed level
of data compromised [71].

E. MODEL DEVELOPMENT
Different decision problems are presented about a pedestrian
crossing scenario to demonstrate the novelty of the developed
testing concept. The mathematical representation of specific
decision problems can help us to understand the concept of
utilising interacting testing objects in reacting scenarios [72].
Furthermore, solving the problems can result in a novel
method for establishing a new generation of automotive sim-
ulation frameworks.

Themathematical model representation of the participants’
decision problem has limitations for general interpretation.
The calculations can be further developed by more detailed
modelling of the actors’ realistic behaviour (e.g. closed-loop
control).
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1) THE DECISION PROBLEM OF THE PEDESTRIAN
During the pedestrian’s decision problem, starting from the
edge of the sidewalk, the pedestrian needs to consider the time
plan of the crossing process (Fig. 11). The goal is to determine
the trajectory (Y(ped,t)) of the pedestrian, in other words,
to identify the value of the optimisation variable (Y(ped,t))
in the given tstep timestep when the other external variables
are considered to be known. The objective function (fped )
is to maximise the reduction in the distance from the target
position of the pedestrian (Y(ped,Dest)). The constraint of the
nonlinear task is the maximum speed of the pedestrian (vped ).
The decision is furthermore influenced by the estimated time
horizon of the decision, the estimated behaviour of the vehicle
on the road surface, mainly the predicted time-dependent
position of the vehicle: X1(veh,t), X2(veh,t) and the starting
and target positions of the components involved in the given
scenario.

FIGURE 11. Illustration of the pedestrian’s decision problem.

The simplified decision problem of the pedestrian assumes
that the pedestrian moves in a vertical direction (parallel to
the vertical axis) at the pedestrian crossing (Fig. 11), and the
intersecting vehicle travels in a horizontal direction (only the
x coordinate changes) can be represented as follows.

fped =

√
(Yped,t−1 − Yped,Dest )2

−

√
(Yped,t − Yped,Dest )2 → max (1)

The following inequality represents the first constraint
describing the expected maximum speed of the pedestrian.

gped,1 =

√
(Yped,t−1 − Yped,Dest )2

−

√
(Yped,t − Yped,Dest )2 − vped · tstep ≤ 0 (2)

The second constraint represents pedestrians’ safety
aspects, which can be identified by the following formula,
assuming that the pedestrian aims to avoid approaching the
vehicle closer to a safe distance.

gped,2 =
Xped,t − X1veh,t√
(Xped,t − X1veh,t )2

+
X2veh,t − Xped,t√
(X2veh,t − Xped,t )2

+
Yped,t − Y2veh,t√
(Yped,t − Y2veh,t )2

+
Y3veh,t − Yped,t√
(Y3veh,t − Yped,t )2

≤3

(3)

To solve the nonlinear optimisation problem with
multiple constraints, the Karush-Kuhn-Tucker (KKT)
method [73], [74] is proposed. First, the gradients of the
above functions must be derived to do this.

∇fped =
Yped,Dest − Yped,t√
(Yped,Dest − Yped,t )2

(4)

∇gped,1 =
Yped,t − Yped,Dest√
(Yped,t − Yped,Dest )2

(5)

∇gped,2 = 0 (6)

Following this, the dual feasibility conditions can be intro-
duced.

Yped,Dest − Yped,t√
(Yped,Dest − Yped,t )2

+ λ1 ·
Yped,t − Yped,Dest√
(Yped,t − Yped,Dest )2

+ λ2 · 0 = 0 (7)

λ1, λ2 ≥ 0 (8)

Based on the gradients of the constraining inequalities, the
complementary slackness equations can be utilized.

λ1 ·

(
vped · tstep −

√
(Yped,t−1 − Yped,Dest )2

+

√
(Yped,t − Yped,Dest )2

)
= 0 (9)

λ2 ·

3 −
Xped,t − X1veh,t√
(Xped,t − X1veh,t )2

+
X2veh,t − Xped,t√
(X2veh,t − Xped,t )2

+
Yped,t − Y2veh,t√
(Yped,t − Y2veh,t )2

+
Y3veh,t − Yped,t√
(Y3veh,t − Yped,t )2

 = 0 (10)

Finally, the primal feasibility conditions are adapted.

vped · tstep −

√
(Yped,t−1 − Yped,Dest )2

+

√
(Yped,t − Yped,Dest )2 ≥ 0 (11)

3 −
Xped,t − X1veh,t√
(Xped,t − X1veh,t )2

−
X2veh,t − Xped,t√
(X2veh,t − Xped,t )2

−
Yped,t − Y2veh,t√
(Yped,t − Y2veh,t )2

−
Y3veh,t − Yped,t√
(Y3veh,t − Yped,t )2

≥ 0

(12)
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FIGURE 12. Illustration of the vehicle’s decision problem.

Solving the equation system defined by the KKT condition
leads us to the pedestrian’s expected decision to cross the
road surface in the shortest time, considering the maximum
possible walking speed and the safety risk of intersecting the
vehicle’s trajectory.

2) THE DECISION PROBLEM OF THE VEHICLE
During the vehicle’s decision problem (Fig. 12), starting from
the entering point of the road section, the vehicle needs to
consider the time plan of the crossing process [75]. Accord-
ingly, the goal is to determine the trajectory of the vehicle
(Xveh,t ), in other words, to identify the value of the optimisa-
tion variable (Xveh,t ) in the given timestep (t) when the other
external variables are considered to be known. The objective
function (fveh) aims to maximise the reduction in the distance
from the target position of the vehicle (Xveh,Dest ). The con-
straint of the nonlinear task is the maximum speed of the
vehicle (vveh). The decision is further influenced by the esti-
mated time horizon of the decision, the estimated behaviour
of the pedestrian on the road surface (mainly the predicted
time-dependent position of the pedestrian (Yped,t ) and the
starting and target positions of the components involved in
the given scenario.

The simplified decision problem of the vehicle assumes
that the vehicle moves in a horizontal direction (parallel
to the horizontal axis) at the pedestrian crossing, and the
intersecting pedestrian walks in a vertical direction (only the
y coordinate changes) can be represented as follows.

fveh =

√
(Xveh,t−1 − Xveh,Dest )2

−

√
(Xveh,t − Xveh,Dest )2 → max (13)

The following inequality represents the first constraint
describing the expected maximum speed of the vehicle.

gveh,1 =

√
(Xveh,t−1 − Yveh,Dest )2

−

√
(Xveh,t − Xveh,Dest )2 − vveh · tstep ≤ 0 (14)

The second constraint represents the safety aspects, which
can be identified by the following formula, assuming that the

vehicle aims to avoid approaching the pedestrian closer to a
safe distance (sd).

gveh,2 =
Xped,t − (Xveh,t −

vl
2 − sd)√

(Xped,t − (Xveh,t −
vl
2 − sd))2

+
(Xveh,t +

vl
2 + sd) − Xped,t√

((Xveh,t +
vl
2 + sd) − Xped,t )2

+
Yped,t − (Yveh,t −

vw
2 − sd)√

(Yped,t − (Yveh,t −
vw
2 − sd))2

+
((Yveh,t +

vw
2 + sd) − Yped,t )√

((Yveh,t +
vw
2 + sd) − Yped,t )2

≤ 3 (15)

The third constraint describes the acceptable deceleration
limit of the vehicle.

gveh,3 =

Xveh,t−2−Xveh,t−1
1t2;1

−
Xveh,t−1−Xveh,t

1t1;0

1t2;0
≤ dec (16)

To solve the nonlinear optimisation problem with multiple
constraints, the KKTmethod is applied based on the gradients
of the above functions.

∇fveh =
Xveh,Dest − Xveh,t√
(Xveh,Dest − Xveh,t )2

(17)

∇gveh,1 =
Xveh,t − Xveh,Dest√
(Xveh,t − Xveh,Dest )2

(18)

∇gveh,2 = 0 (19)

∇gveh,3 =
1

1t1;0 · 1t2;0
= 0 (20)

Following this, the dual feasibility conditions are intro-
duced.

Xveh,Dest − Xveh,t√
(Xveh,Dest − Xveh,t )2

+ λ1 ·
Xveh,t − Xveh,Dest√
(Xveh,t − Yveh,Dest )2

+ λ2 · 0

+ λ3 ·
1

1t1;0 · 1t2;0
= 0 (21)

λ1, λ2, λ3 ≥ 0 (22)

Based on the gradients of the constraining inequalities, the
complementary slackness equations are defined.

λ1 ·

(
vveh · tstep −

√
(Xveh,t−1 − Xveh,Dest )2

+

√
(Xveh,t − Xveh,Dest )2

)
= 0 (23)

λ2 ·

3 −
Xped,t − (Xveh,t −

vl
2 − sd)√

(Xped,t − (Xveh,t −
vl
2 − sd))2

−
(Xveh,t +

vl
2 + sd) − Xped,t√

((Xveh,t +
vl
2 + sd) − Xped,t )2
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−
Yped,t − (Yveh,t −

vw
2 − sd)√

(Yped,t − (Yveh,t −
vw
2 − sd))2

−
((Yveh,t +

vw
2 + sd) − Yped,t )√

((Yveh,t +
vw
2 + sd) − Yped,t )2

 = 0 (24)

λ3 ·

dec−

Xveh,t−2−Xveh,t−1
1t2;1

−
Xveh,t−1−Xveh,t

1t1;0

1t2;0

 = 0 (25)

Finally, the primal feasibility conditions are adapted.

vveh · tstep −

√
(Xveh,t−1 − Xveh,Dest )2

+

√
(Xveh,t − Xveh,Dest )2 ≥ 0 (26)

3 −
Xped,t − (Xveh,t −

vl
2 − sd)√

(Xped,t − (Xveh,t −
vl
2 − sd))2

−
(Xveh,t +

vl
2 + sd) − Xped,t√

((Xveh,t +
vl
2 + sd) − Xped,t )2

−
Yped,t − (Yveh,t −

vw
2 − sd)√

(Yped,t − (Yveh,t −
vw
2 − sd))2

−
((Yveh,t +

vw
2 + sd) − Yped,t )√

((Yveh,t +
vw
2 + sd) − Yped,t )2

≥ 0 (27)

dec−

Xveh,t−2−Xveh,t−1
1t2;1

−
Xveh,t−1−Xveh,t

1t1;0

1t2;0
≥ 0 (28)

Solving the equation system defined by the KKT condition
leads us to the vehicle’s expected decision to cross the inves-
tigated road section in the shortest possible time, considering
the maximum possible driving speed and the safety risk of
intersecting the pedestrian’s trajectory.

3) THE DECISION PROBLEM OF THE REACTING SCENARIO
To be able to describe a particular scenario, the interaction
of the participants (separate decision processes) needs to be
modelled simultaneously. For this, the previously introduced
optimisation problems have to be solved simultaneously, sup-
plemented with an assumed prediction of the scenario actors
representing the expected behaviour of the other components.

Let us assume that the pedestrian estimates the vehicle’s
behaviour based on the applied velocity of the last two
time-steps of the vehicle. So the pedestrian expects the vehi-
cle’s velocity to be the mean velocity of the previous two
time-steps:

vveh,t =
vveh,t−1 + vveh,t−2

2
(29)

Based on the estimated velocity of the vehicle in the t-th
time-step, the pedestrian can predict the vehicle’s expected
position.

X1veh,t = X1veh,t−1 + vveh,t · tstep (30)

X2veh,t = X2veh,t−1 + vveh,t · tstep (31)

X3veh,t = X3veh,t−1 + vveh,t · tstep (32)

X4veh,t = X4veh,t−1 + vveh,t · tstep (33)

Similar to the pedestrian decision model, it is assumed that
the vehicle also estimates the expected velocity of the pedes-
trian based on the pedestrian speed detected in the previous
two time-steps.

vped,t =
vped,t−1 + vped,t−2

2
(34)

And similarly, based on the estimated velocity of the pedes-
trian in the t-th time-step, the vehicle can also predict the
expected position of the pedestrian.

Yped,t = Yped,t−1 + vped,t · tstep (35)

The safety indicator describing the scenarios should refer
to the potential accident risk [76]. Accordingly, it should
be based on estimating the probability and severity of the
potential collision. The collision probability can be approxi-
mated by the Temporal Distance of the actors involved in the
scenario (TDt ).
The severity of an accident is directly proportional to the

kinetic energy [77]. The so-called Energy Equivalent Speed
(EES) value describes the direct relationship between the
vehicle speed and the energy consumed during the vehicle
body deformation in a traffic accident.

In our case, with a significant simplification, it is estimated
by the square of the vehicle speed (vveh,t ). Consequently,
the Scenario Risk Indicator (SRI ) can be defined as the
timestep-based sum of the product of actual vehicle speed and
the temporal distance of the actors (where N is the number of
time-steps). To select the most hazardous scenarios, we need
to identify those cases which maximise the SRI function.
Accordingly, we need to maximise the following objective
function.

max → SRI =

N∑
t=1

TD−1
t · v2veh,t (36)

III. RESULTS AND DISCUSSION
In contrast to previous approaches, the SRI-based evalua-
tion provides new opportunities. Riedmaier et al. [25] also
searched for critical cases; however, they focused on phys-
ically measurable metrics like distance to represent safety.
Fremont and colleagues applied similar considerations [31].
Instead, this paper aims to handle safety risks in a more
complex manner by multiplying the severity and occur-
rence of unexpected events. Bolte et al. [28] investigated the
video-signal processing system related corner-case detec-
tion; however, they did not propose a general, function-
independent methodology.

This chapter presents a simplified example where the test
scenario is generated as an interaction of the simultaneously
updated pedestrian and vehicle decisions. A scenario can
be characterised by a risk indicator, which allows the mod-
ification of external variables to identify more dangerous
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FIGURE 13. Illustrating an average-speed scenario.

scenarios. The following calculations only illustrate the prac-
tical applicability of the methodology presented so far. The
model parameters (e.g. speed) used in the calculations are
realistic but not necessarily representative of the scenario.

A. AVERAGE-SPEED SCENARIO
In the average-speed scenario (Fig. 13), the vehicle
approaches the pedestrian crossing at 50km/h. The initial dis-
tance of the vehicle from the pedestrian crossing is 50 meters.
The assumed width of the vehicle is 2.5 meters, including
the safety distance. Furthermore, the pedestrian wants to
cross two lanes, which means an 8-meter-long section. The
considered maximum speed of the pedestrian is 1.5 m/s.
By simultaneously solving the above-mentioned decision

problem, based on the identified scenario, the decision pro-
cess of the pedestrian and the vehicle can be described with
the following spatial locations. During the decision process,
the components consider a time horizon of 9 seconds. The
considered safety radius is 0.25 meters, which means that the
vehicle and the pedestrian try to avoid any cases where they
might get closer to each other than this distance during their
motion.

We can observe in this scenario that due to the expected
behaviour of the pedestrian, the vehicle does not slow down
but approaches the pedestrian crossing at a constant speed.
Table 1. illustrates the time horizon of 9 seconds with the
calculated first 3 iteration steps. In this case, the vehicle
predicts that the pedestrian can pass through the crossing
without increasing the walking speed above the average level.
The vehicle also follows this decision plan in the following
steps, as it seems clear that the pedestrian can cross the road
without entering the vehicle’s safety radius.

At the same time, due to the estimated behaviour of the
vehicle, the pedestrian does not reduce his walking speed
but paths through the pedestrian crossing at a constant speed
(Table 2). In this case, the pedestrian expects the vehicle not
to reach the crossing at its perceived speed. The pedestrian
also follows this decision plan in the following steps since it
seems clear that the vehicle does not reach the cross-section
of the pedestrian crossing.

TABLE 1. The vehicle’s behaviour in the average-speed scenario.

TABLE 2. The pedestrian’s behaviour in the average-speed scenario.

In the average-speed scenario, the calculated value of the
risk indicator is SRI = 37.9.

B. HIGH-SPEED SCENARIO
In the high-speed scenario, the vehicle approaches the pedes-
trian crossing at a maximum speed of 110km/h. All other
parameters are the same as in the average-speed scenario
(departure distance: 50m, pedestrian’s velocity: 1.5m/s, etc.).
Similarly, considering a time horizon of 9 seconds, perform-
ing the same calculations on this new parameter set, the
decision process of the pedestrian and the vehicle changes
as described in Fig. 14.

FIGURE 14. Illustrating a high-speed scenario.
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TABLE 3. The vehicle’s behaviour in the high-speed scenario.

TABLE 4. The pedestrian’s behaviour in the high-speed scenario.

Due to the vehicle’s high speed, the vehicle cannot stop
safely before the pedestrian despite braking with maximum
deceleration (Table 3). Accordingly, in this case, the vehicle
expects the pedestrian to stop in front of the crossing. The
vehicle follows this decision plan in the following steps, as the
pedestrian does not appear to cross the road.

At the same time, due to the estimated behaviour of
the vehicle, the pedestrian reduces his walking speed and
stops until the vehicle passes through the pedestrian crossing
(Table 4). The pedestrian also follows this decision plan in
the following steps since it is clear that the vehicle cannot
stop before the cross-section of the pedestrian crossing.

In the high-speed scenario, the calculated value of the risk
indicator is SRI=186.5.
The presented results demonstrated that applying specific

decision models and quantifiable indicators related to the sys-
tem components of highly automated transport systems could
significantly contribute to identifying unsafe corner cases
in connected and cooperative autonomous vehicle systems.
Based on the performed literature review, this approach can
be further extended to involve specific indicators in the model
from the field of predictability or cybersecurity.

IV. CONCLUSION
The paper presented a new end-to-end framework for clas-
sifying co-simulation environments, focusing on the ability
of the participating objects to interact with each other and
react to specific external and internal effects or conditions.

Beyond the classical taxonomy of simulation approaches
covering solutions such as SiL, HiL, and ViL, new classifi-
cation groups were introduced depending on the complexity
of the testing environment, such as static objects, dynamic
objects, interacting objects, and reacting scenarios. Besides
classification, a novel concept was proposed to search for
corner cases where critical test scenarios can be identified
based on specific indicators describing the investigated sce-
nario’s predictability, safety, or security level. The presented
mathematical model illustrates the decision problems of the
scenario participants, involving highly automated and human
actors as well. Applying this model to simplified test cases
justified the practical operation of the critical scenario identi-
fication concept. The presented results showed that applying
specific decisionmodels and quantifiable indicators related to
the system elements of highly automated transport systems
could significantly contribute to systematically identifying
unsafe critical scenarios related to connected and cooperative
autonomous systems. Following the reviewed literature, this
approach can be improved by including additional indicators
in the model focusing on predictability or cybersecurity. Fur-
ther research could also focus on identifying nominal SRI
values that can separate corner cases from ordinary cases.
Finally, it has to be emphasised that the presented model is
the proof-of-concept of the theory. The practical application
requires defining precise case-sensitive model parameters
(such as safety radius, walking speed, and decision time
frame) or applying more realistic physical parameters (such
as lane width or maximum acceptable deceleration). The
presented framework, with these model refinements, enables
a more realistic representation of real-life scenarios and the
inclusion of multiple scenario actors while still maintaining
the reliability of the results.
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