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ABSTRACT Estimating speaker attributes from vocal characteristics is an important research area with
applications in forensic science, biometric identification, and human–computer interaction. The accurate
estimation of these attributes requires the effective extraction of relevant audio features from the audio signal.
This work proposes a new approach for automatic speaker height and age estimation using fuzzy-based
ensemble feature selection with speech parameters. This approach derives the initial feature importance
from different feature selection (FS) methods. The obtained feature importance values are then sorted into a
matrix, which is converted to ranks and passed to the fuzzy c-means (FCM) algorithm to produce the final
feature ranking and identify the most distinctive features for estimation. The proposed approach can combine
the results of multiple feature importance methods into an ensemble approach or choose the best features
based on the feature importance from a single method without requiring a predefined number of top features.
Several experiments were performed to evaluate the proposed approach on acoustic features obtained using
the OpenSMILE toolkit from the TIMIT dataset. The results show that the proposed approach can effectively
select the most informative features, and it outperforms similar studies on the same dataset, with promising
results of 5.4, 4.71 mean absolute error (MAE) in height estimation and 5.38, 5.24 MAE for age estimation
for males and females, respectively.

INDEX TERMS Age estimation, ensemble feature selection, fuzzy C-Means, height estimation, speaker
profiling.

I. INTRODUCTION
Speech is a fundamental mode of communication among
humans, enabling the expression of thoughts, ideas, infor-
mation, and emotions. However, speech signals can convey
much more than just spoken words. By listening to individu-
als’ voices, people can easily discern their gender, age, emo-
tional state, and physical condition. Applications estimating
a speaker’s physical attributes from speech have broad impli-
cations in areas such as surveillance, forensics, healthcare,
and human–robot interaction. Voice-based biometrics offer
advantages in terms of non-intrusiveness, cost-effectiveness,
ease of deployment, and user acceptance.

The associate editor coordinating the review of this manuscript and

approving it for publication was Yiming Tang .

Automated speaker profiling (ASP) can significantly sup-
port healthcare and assisted living environments by identi-
fying elderly users and offering them specialized assistance,
such as fall detection, medication reminders, or physical
therapy guidance. Furthermore, ASP can enhance commer-
cial applications by estimating the age of customers and
providing tailored product recommendations, promotional
offers, or advertisements. In the forensic domain, ASP can
be employed to gather information about criminal suspects
from phone calls or other audio recordings. Additionally, ASP
can contribute to developing assistive technologies, enabling
personalized interactions for users with disabilities or specific
communication needs.

Numerous studies have established a connection between
an individual’s physical attributes and their voice. One such
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pioneering study carried out by Lass et al. [1] demonstrated
a strong correlation between a person’s voice and their phys-
ical size. Subsequent research indicated that listeners could
estimate the relative size of speakers (i.e., height and weight)
based on their voices [2], [3]. Moreover, a study employing
magnetic resonance imaging (MRI) on 129 participants ver-
ified the correlations between a person’s height, weight, and
vocal tract length (VTL) [4]. Certain vocal characteristics,
such as speech rate, can provide insights into a speaker’s age;
for instance, younger speakers tend to speak faster than older
speakers [5], and the fundamental frequency (F0) generally
declines with age, particularly among female speakers [6].
In addition, F0 plays a crucial role in gender detection
because male speakers typically have lower-frequency voices
than female speakers.

The research on extracting paralinguistic content has
grown rapidly, with speaker-profiling tasks typically involv-
ing extracting key features from raw speech signals and
applying machine learning models for predictions. Various
features, such as Fundamental Frequency (F0),(Mel Fre-
quency Cepstral Coefficients (MFCC), Linear Predictive
Coding (LPC), and formants, have been used for speaker-
profiling tasks, such as height estimation, age estimation, and
gender detection. Some studies have combined spectral fea-
tures with temporal and prosodic features, while others have
employed statistical approaches using short-term features as
supervectors. Deep learning methods have also been used for
feature extraction and speaker representation.

However, finding an optimal feature set for representing
multiple physical attributes remains a challenge. FS methods,
such as CatBoost [7], Relief-based algorithms [8], and dimen-
sionality reduction methods like PCA [9] and LDA [10], have
been applied to different feature sets in the speaker-profiling
literature. These methods aim to identify the most relevant
features for various speaker-profiling tasks, including height
estimation, age estimation, and gender detection, to improve
the accuracy of classification models.

The effectiveness of machine learning (ML) algorithms
is directly tied to the quality of features extracted from
the data. ML algorithms may underperform when work-
ing with datasets containing numerous features, particularly
when the feature set includes significant redundancy and
irrelevance [11]. To tackle this issue, researchers employ
feature selection (FS) methods to identify and select only the
most relevant features representing the essential properties of
speech data.

FS algorithms can be broadly categorized into three
types: filter methods, wrapper methods, and embedded meth-
ods [12]. Filter methods select crucial features based on data
properties but do so without considering estimators in the
selection process. This approach is often used to preprocess
data before applying a learning algorithm [13]. Wrapper
methods, on the other hand, use a learning algorithm to assess
feature importance. The selection of features is based on their
ability to enhance the estimator’s performance, and the pro-
cess is repeated until an optimal subset of features has been

identified. Wrapper methods require more computational
resources than filters [12]. Embedded methods, as the name
suggests, combine filter and wrapper methods. They employ
both intrinsic data properties and a learning algorithm to
identify key features. Embedded methods require more com-
putational resources than filters but less than wrappers [14].
Although FS methods are effective, they also have limita-

tions because no single feature selection method can guaran-
tee the best feature subset for all datasets. To address these
limitations, a new research direction has emerged, known as
ensemble FS. This approach integrates multiple FS methods
to improve the accuracy of the selected features [15].
The current work proposes a novel fuzzy-based ensem-

ble feature selection method to leverage the capabilities of
different types of FS methods and select the most discrimina-
tive features for speaker profiling, including age and height
estimation, using the FCM algorithm. By employing fuzzy
logic, different degrees of membership are assigned to each
feature based on its rank, which allows for handling uncer-
tainty in the FS process. This approach can enhance the
overall performance of speaker-profiling models by select-
ing the most relevant features while reducing the impact of
irrelevant or redundant features. Furthermore, the proposed
fuzzy-based ensemble feature selection method determines
the most important features for speaker profiling by applying
fuzzy logic to the feature importance of individual FS meth-
ods. This approach can address the limitations of individual
FS methods and improve the accuracy of speaker-profiling
models. Although the proposed fuzzy-based ensemble feature
selection method attempts to address some of the limitations
of individual FSmethods, it is not without its own limitations.
One limitation is the need to try different combinations of
FSmethods in the ensemble to arrive at the best results, which
can be time-consuming and computationally expensive.

The remainder of the current paper is structured as fol-
lows: The next section describes the methodology followed,
including the dataset used and themain stages of the proposed
method. Section III presents detailed experimental results and
evaluation measures used, Section IV discusses the results,
and finally, section V concludes the paper.

II. METHODOLOGY
The present work proposes an improved approach for predict-
ing a speaker’s height and age using voice signals, building
on the concept of ensemble FS techniques [16]. These tech-
niques combine the strengths of different FS methods to pro-
vide more robust and accurate results. The proposed method
employs FCMclustering to integratemultiple feature-ranking
methods, hence selecting the most relevant features for the
task.

The proposed methodology comprises three stages. First,
data are collected from the TIMIT dataset, followed by fea-
ture extraction and preprocessing to ensure the relevance
and meaningfulness of the extracted features. Second, the
proposed FS algorithm is applied to the extracted features,
aiming to identify an optimal subset. Finally, height and
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age estimation is performed using support vector regression
(SVR). A comprehensive illustration of the entire process
is presented in Fig. 1. The subsequent sections provide a
detailed explanation of each stage and outline the main com-
ponents of the proposed method.

FIGURE 1. Illustration of the proposed method for ensemble FS.

A. DATASET
For speaker profiling, the TIMIT dataset was employed [16],
which is an automatic speech recognition (ASR) dataset that
contains participant metadata, including height, age, educa-
tion level, ethnicity, and regional dialect. Each participant
contributed 10 recordings of speech transcripts, resulting in
6,300 utterances divided into non overlapping training and
test sets. The training set consisted of 326 male speakers and
136 female speakers (i.e., a total of 462 speakers), and the test
set consisted of 168 speakers (112 male and 56 female). For
this work, the standard TIMIT train/test split was used.

Fig. 2a shows the height distributions of male and female
speakers, Fig. 2b shows their age distributions, and Fig. 2c
shows their gender distributions. The original split of the
data caused imbalances among the three categories of height,
age, and gender because the dataset was originally designed
for speech recognition. These imbalances affected the per-
formance and predicted the results of the model, as reported
by several studies [17], [18]. However, to maintain compa-
rability with other studies, the original train/test split was
maintained, and the data in the training set was further split
into 80% training and 20% validation sets.

B. FEATURE EXTRACTION
In the present study, the OpenSMILE toolkit was employed to
extract a comprehensive set of spectral, prosodic, voice qual-
ity, and articulatory features. The (extended) Geneva Mini-
malistic Acoustic Parameter Set (eGeMAPS) feature set [28]
was selected for feature extraction because it encompasses a
broad range of acoustic and prosodic features, offers a con-
sistent baseline for evaluation, and mitigates discrepancies

FIGURE 2. The distributions for male and female speakers in the TIMIT
dataset across different height and age bins.

because of varying parameter sets. A study by [28] proposed
two versions of eGeMPAS: minimalistic and extended ver-
sions. The minimalistic set comprises 18 low-level descrip-
tors (LLDs) classified into three categories:

Frequency-related parameters, such as F0, Jitter, for-
mants 1, 2, and 3, frequency, and first-formant bandwidth.

Energy/amplitude-related parameters, including shimmer,
loudness, and HNR.

Spectral parameters like alpha ratio, Hammarberg
index, spectral slope, the relative energy of formants 1,
2, and 3, harmonic differences H1–H2, and harmonic
differences H1–A3.

By calculating the arithmetic means and standard devia-
tions (stddevs) for all 18 LLDs, 36 parameters were obtained.
An additional eight functionals were also applied to loudness
and pitch at the 20th, 50th, and 80th percentiles, as well as
in the range of the 20th to 80th percentiles, together with
the means and standard deviations (stddevs) of the slopes
of rising and falling signal parts, resulting in 52 parameters.
Moreover, the arithmetic means of the alpha ratios, Ham-
marberg indices, and spectral slopes produced 56 parameters.
Finally, six temporal features were included: the rate of loud-
ness peaks, the mean lengths and stddevs of continuously
voiced regions where F0 was nonzero, the mean lengths and
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stddevs of unvoiced regions, and the number of continuous
voiced regions per second, yielding a total of 88 acoustic
features.

C. DATA PREPROCESSING
To reduce the variance in feature expressions and remove the
learningmodel’s bias toward specific values, the quantile nor-
malization technique was employed for feature transforma-
tion, which forces different samples with distinct statistical
distributions to conform to the same target distribution.

This technique operates by initially organizing all feature
values in ascending order and subsequently assigning ranks
to the sorted values. The mean of each rank is then calculated,
guaranteeing that the resulting dataset maintains the same
distribution of values across all features while preserving the
original relationships between samples.

In addition to the quantile normalization technique applied
to the feature values, a square transformation is utilized for
preprocessing the target labels. The purpose of this transfor-
mation is to stabilize the variance and improve the normality
of the distribution of the target labels, thereby enhancing the
performance of the learning model.

The square transformation is applied by taking the square
of each target label value. This transformation particularly
benefits the models in cases where the target labels exhibit a
skewed distribution. By applying the square transformation,
the distribution of target labels becomes more symmetric
and less skewed, which helps the learning model identify
patterns and relationships in the data more efficiently. Conse-
quently, this leads to more accurate and reliable predictions
for speaker-profiling tasks, such as height and age estimation.

D. FEATURE SELECTION METHODS
The present work employed an ensemble FS process that
incorporates various methods for measuring feature impor-
tance. These methods were categorized into three main
groups: filter methods, wrapper methods, and embedded
methods. Three filter methods, two wrapper methods, and
one embedded method were used for a total of six methods to
evaluate feature importance.

The filter methods assessed the relevance of features inde-
pendently of any predictive model, often relying on statistical
measures to determine their importance. The three filter
methods used were Pearson’s correlation feature importance
(PCFI), Relief, and Fisher score.

PCFI is based on Pearson’s correlation coefficient, a sta-
tistical measure quantifying the linear relationship between
two variables. Features with high positive or negative corre-
lations with the target variable are deemedmore important for
prediction because they contain more information about the
target.

ReliefF is another filter method that extends the origi-
nal Relief algorithm to handle incomplete and multi-class
datasets. Relief evaluates the importance of a feature based
on its ability to differentiate between instances that are close

to each other in the feature space [22]. Higher Relief scores
indicate more important features.

The Analysis of Variance (ANOVA) is a third filter
method that aims to identify significant differences between
groups while minimizing variations within each group [19].
ANOVA uses an F-value to achieve this. Higher F-values
suggest features that are more effective in distinguishing
between groups. The F-value is determined by the ratio of
the between-group variability to the within-group variability.
A high F-value indicates a feature that contributes signifi-
cantly to the differentiation between groups.

In the estimation process of height and age, the target vari-
ables have been transformed and are considered as categorical
inputs. This approach ensures a nuanced understanding of the
data by treating these typically continuous variables - age and
height - as distinct categories, instead of a continuum.

Wrapper methods evaluate feature importance based on the
performance of a predictive model. The present study used
two wrapper methods: single feature performance (SFP) and
permutation feature importance (PFI). SFP measures feature
importance by training amodel with each feature individually
and determining the model’s performance score. The higher
the performance of themodel on a feature, themore indicative
it is of the feature’s discriminative power. PFI, as described
in [20], measures feature importance by the decrease in a
model performance score caused by randomly shuffling the
values of a single feature. The drop in the model performance
score reflects how much the model relies on that feature.

Finally, the present study has used an embedded method,
random forest feature importance (RFFI) [21], which identi-
fies the most important features for making predictions using
an ensemble of decision trees. The feature importance is com-
puted for each tree in the forest and averaged over all trees to
obtain a more stable estimate of feature importance [22].

E. FCM
Fuzzy c-means (FCM) is a clustering algorithm that is an
extension of the traditional K-means algorithm that allows
data points to belong to multiple clusters to varying degrees.
This is achieved by assigning each data point a membership
value for each cluster that represents the degree to which the
data point belongs to that cluster. These membership values
are often referred to as ‘‘fuzzy’’ membership values. FCM
has several advantages over traditional clustering, including
greater flexibility in handling data thatmay belong tomultiple
clusters and the ability to model clusters that have overlap-
ping boundaries.

Given a dataset of N feature and M feature ranks [x1,
x2, . . . , xN], the FCM algorithm works as follows:

1. Initialize the algorithm with the number of clusters (c),
where the clusters indicate selected and not selected
features, and a fuzziness parameter (m).

2. Initialize an MxC fuzzy membership matrix U = [uij]
randomly where uij is the degree of membership of
feature i in cluster j, subject to the constraints that
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each element uij is between 0 and 1, with higher values
indicating stronger membership, and that the sum of
membership values for each feature is 1.

3. Initialize the centroid matrix V, which is a CxN matrix.
The values in the centroid matrix represent the cen-
troids of each cluster.

4. Calculate the cluster centroids as the weighted mean of
the feature ranks, where the weights are the member-
ship values uij. That is, for each cluster j, calculate the
following:

vj =

∑M

i=1
uijxi

/∑M

i=1
uij (1)

5. Update the membership values for each feature by
calculating its degree of belongingness to each cluster
based on its distance from each cluster center. The new
membership value for feature i in cluster j is given by
the following:

uij =
1∑c

k=1 d(xi, vk )/d(xi, vj)
2/m− 1

(2)

where d(xi, vk ) is the Euclidean distance between data
point i and cluster centroid vk, and m is a weighting
exponent that controls the degree of fuzziness.

6. Repeat steps 4–5 until the membership values converge
or a maximum number of iterations is reached.

7. Assign each feature to the cluster with the highest
membership value.

III. EXPERIMENTS
For height and age estimation experiments, the TIMIT dataset
is used with the standard train and test split. Because the
TIMIT dataset contains 10 utterances for each speaker, the
effect of prediction is evaluated at the speaker level rather
than the utterance level, which can be done by aggregating
the results of each speaker over their utterances and obtaining
the mean value of the prediction. The evaluation metrics used
are MAE and root mean squared error (RMSE), as follows:

MAE =

∑
|yi − xi|
n

(3)

RMSE =

√∑
(yi − xi)2

n
(4)

where yi is the predicted value, xi is the target value, and n is
the number of observations.

For the FS algorithms, python’s sklearn library [23] is used
for RFFI, PCFI, and ANOVA. The feature_engine library
described in [24] is used for PFI and SFP methods. For repro-
ducibility, default parameters were used in all the algorithms,
and a random seed of 42 was used in algorithms that require
randomization.

A. PERFORMANCE OF INDIVIDUAL FS METHODS
The first set of experiments are done with individual FS
methods. Tables 1 and 2 show the MAEs obtained with the

TABLE 1. Comparison of MAE in age estimation using different feature
selection methods and proposed method.

TABLE 2. Comparison of MAE in height estimation using different feature
selection methods and proposed method.

Top 20, 50, and 75 features of each FS method for age and
height estimation, respectively. Additionally, these results are
compared with those obtained by applying fuzzy-ensemble to
individual FS methods.

Upon examining the overall MAE for age estimation, per-
formance varies across different groups and FSs. Although
some top N features enhance the outcomes, the improvement
is not consistent. As for the proposed method, except for PFI
and Relief, using the proposed method yields better results
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compared with those obtained without FS and compared with
using the top N features. Although the improvements are
quite small, the results demonstrate the ability of the proposed
method to automatically select the number of features with-
out setting a specific number while achieving comparable
performance.

Similarly, for height estimation, the proposed approach
consistently results in lower or very close MAE values for
all gender groups (All, Female, Male) compared with the
Top 20, Top 50, and Top 75 FSs. However, all the FSmethods,
including the proposed method, improved the performance of
female height estimation while leading to worse performance
for male height estimation compared with the estimation
without feature selection. This indicates a bias toward the
minority group of female speakers.

B. ENSEMBLE OF DIFFERENT COMBINATIONS OF FS
METHODS
The second group of experiments explored combinations of
two, three, four, five, and six FSmethods for ensemble feature
selection. There were 16 different combinations of two FS
methods, 20 combinations of three FS methods, 15 combi-
nations of four FS methods, and six combinations of five
FS methods. The results obtained using these combinations
with the proposed method for height and age estimation are
illustrated in Fig. 3 and 4.

In the analysis of age estimation data, the combinations
involving ‘PCFI’ and ‘ANOVA’ methods for males and
‘PCFI’ and ‘PFI’ methods for females emerged as opti-
mal, yielding the lowest MAE. These methods also featured
prominently in the top 10 combinations with the lowest
MAE, underscoring their consistent and substantial impact
onmodel performance. The unique presence of ‘Relief’ in the
best-performing combinations suggests a potentially positive
contribution to the accuracy of age estimation.

However, when these top-performing methods were paired
with others without the mutual presence (‘PCFI, RFFI,
PFI’ for females and ‘ANOVA, RFFI, PFI’ for males), they
resulted in the highest MAE values. This indicates that the
efficacy of these methods might not be as potent when used
individually or in certain combinations, shedding light on the
nuanced and possibly synergistic dynamics at play in age
estimation performance.

In height estimation, the combination of PCFI andANOVA
methods demonstrated the lowest MAE. Furthermore, the
ANOVA and Relief methods appeared frequently in the top 5
combinations with the lowest MAE, suggesting their signif-
icant and positive impact on height estimation. Specifically,
the Relief method consistently improved the model’s perfor-
mance when combined with other methods but didn’t feature
in the worst combinations, indicating its robustness and
reliability.

Conversely, the highest MAE values were seen when the
Relief method was not included in the combinations, empha-
sizing its contribution to the model’s performance. Similar to

FIGURE 3. Heatmap of MAE for height estimation performance using
different combinations of feature selection methods.

age estimation, these findings show the potential synergistic
effects of combining these feature selection methods.

It is important to note that these results may be spe-
cific to the dataset and the problem under investigation.
Consequently, it is recommended that various combinations
of FS methods be explored to identify the optimal solu-
tion for a given problem. However, these findings empha-
size the benefits of method combinations in enhancing the
model’s performance rather than individual feature selection
techniques.

IV. DISCUSSION
The primary objective of this study is to examine the efficacy
of employing fuzzy-ensemble feature selection methods for
improving the accuracy and efficiency of height and age
prediction from speech data.
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FIGURE 4. Heatmap of MAE for age estimation performance using
different combinations of feature selection methods.

The results presented in Table 1 and Table 2 show that
employing FS provided improvements over using the full
feature set in terms of MAE and a number of features.
Moreover, employing the proposed method on individual FS
methods considerably improved the results in some FS meth-
odswithout the need to set a prior number of features to select.
As illustrated in Figs. 5 and 6, applying the fuzzy-ensemble
method to individual FS methods and their combinations
led to notable improvements. The algorithm automatically
selected the optimal number of features, resulting in enhanced
accuracies. This demonstrates that the proposed method can
contribute to performance improvements in both accuracy
and efficiency.

FIGURE 5. Comparison of MAE in age estimation using Top 20, 50, and
75 features across different feature selection methods and the proposed
method.

FIGURE 6. Comparison of MAE in Height estimation using Top 20, 50, and
75 features across different feature selection methods and the proposed
method.

In Addition, we conduct an in-depth analysis of the per-
formance of the proposed method across various subgroups
of height and age. The testing data is categorized into dif-
ferent subgroups based on height and age, allowing us to
examine the specific performance characteristics within each
subgroup. Figures 7 presents an overview of the subgroups
for both male and female speakers, displaying the height
estimation performance and the number of speakers in each
subgroup within the testing split. Notably, we observe that
significant errors arise for speakers in subgroups correspond-
ing to a low number of representative samples. This discrep-
ancy in performance could potentially be attributed to the
limited amount of training data available for these partic-
ular subgroups. As can be seen in Figure 2 that illustrates
gender-specific histograms of speaker heights for both the
training and testing datasets, revealing a notable mismatch
between the height distributions. These mismatches in the
training and testing height histograms might contribute to the
occurrence of substantial errors for extreme height values.

Similarly, we evaluate the performance of the proposed
approach in age estimation by dividing the data into distinct
age subgroups, depicted in Figures 8.a and 8.b. Notably,
we find that the MAE is particularly high for three specific
age groups (ranging from 45 to 75 years) in both genders. This
observation is further substantiated by the scarcity of training
speakers within these age groups. Consequently, the MAE
error within these three groups exceeds 22 years, significantly
influencing the overall MAE performance.
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FIGURE 7. Histogram of MAE for height estimation across different height
subgroups of male and female speakers using the proposed method.

After conducting our subgroup evaluations, we also visu-
ally inspected the performance of our model using regression
plots, for representing the correlation between predicted and
actual values of age and height. Figures 9 and 10 show the
regression plots for height and age prediction, respectively.
In addition to MAE and RMSE, the standard deviation of
error was calculated for each prediction to further understand
the variability in the prediction errors.

FIGURE 8. Histogram of MAE for age estimation across different age
subgroups of male and female speakers using the proposed method.

In Figure 9, each point represents a test sample, with the
x-axis indicating the actual age and the y-axis showing the
predicted heights. Similarly, Figure 10 illustrates the rela-
tionship between the actual and predicted age. A perfect
prediction would result in a data point falling along the
45-degree line, where the actual value equals the predicted
value.

The plots show that our model performs quite accurately
for the majority of data points, as they cluster around the
45-degree line. However, there are some outliers, particularly
for extreme age and height values, which aligns with our find-
ings from the subgroup analysis. The deviation of these points
from the ideal line indicates the areas where our model’s

FIGURE 9. Regression plot for height estimation of male and female
speakers using the proposed method.

FIGURE 10. Regression plot for age estimation of male and female
speakers using the proposed method.

performance could be further improved, especially for these
extreme cases. The standard deviation of error was found to
be 7.81 for age prediction and 6.99 for height prediction

Additionally, a comparison between the best-performing
method and several previous studies on predicting speakers’
height and age using the same dataset, training procedure, and
evaluation metrics shows that the proposed method outper-
formed these studies, as shown in Tables 3 and 4.

The Fuzzy-Ensemble Feature Selection method we’ve pro-
posed, originally developedwith speaker recognition inmind,
has the potential to influence a broad range of fields. Its
demonstrated ability to efficiently select optimal feature sets
from large, complex datasets makes it a valuable tool not only
for speech analysis, but also in domains as diverse as medical
diagnostics, financial data analysis, climate modeling, and
image processing. Any field that deals with high-dimensional
data could benefit from this approach. In short, our method
has the potential to provide substantial contributions to fea-
ture selection processes across numerous disciplines, paving
the way for improved model accuracy and efficiency.

An essential aspect to address is the scalability of our
Fuzzy-Ensemble Feature Selection approach. While the pro-
posed methodology itself is highly efficient, it is pertinent
to note that the time complexity predominantly depends on
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TABLE 3. Comparison of performance in height estimation between
previous studies and the proposed method.

TABLE 4. Comparison of performance in age estimation between
previous studies and proposed method.

the nature of feature selection methods employed within
the ensemble. Certain feature selection methods could
be computationally demanding, leading to increased time
complexity when applied to larger datasets or real-time
applications. Thus, striking a balance between improved
prediction accuracy and computational efficiency emerges
as a crucial factor for consideration when planning the
expansion or application of this approach in diverse
contexts.

A. SELECTED FEATURES
Upon examining the selected features for height and age
estimation, the following observations were made:

For height estimation, the selected features primarily
focused on fundamental frequency (F0) and formant fre-
quency (F1, F2, F3) features. Additionally, loudness features,
such as mean, standard deviation, percentiles, and slope-
related attributes, were included. Spectral features, such as
spectral flux, were also considered. Regarding MFCC fea-
tures, the algorithm selected only the first four coefficients
and their respective standard deviations. Other chosen fea-
tures encompassed jitter and shimmer attributes, HNR, the
first three formants, and their standard deviations, as well as
voicing and voice quality characteristics.

In contrast, the features selected for age estimation encom-
passed a wider array of acoustic properties, capturing more
aspects of speech signals. These included pitch, loudness,

spectral characteristics, voice quality, and voicing-related
features. Specific attributes consisted of the mean and stan-
dard deviation of the first MFCC, along with the third and
fourth MFCCs in the voiced section. Additional formant
features, such as the standard deviation of formant frequen-
cies (F2 and F3), bandwidths, and amplitudes relative to
F0, were also considered. Voicing-related features such as
loudness peaks per second, voiced segments per second,
and mean voiced segment length with its standard deviation
were included as well. Moreover, the equivalent sound level
representing the overall loudness of the speech signal was
considered.

Further to our analysis, we carried out an additional exper-
iment to identify the most recurrent features across most FS
methods for both height and age estimations. By conducting
this, we aimed to uncover the potential universal attributes
that might be critical in predicting these parameters across
diverse FS methods.

Out of the 88 features in the feature set, the features that
were selected by most FS methods for both tasks of height
and age prediction include F1bandwidth_sma3nz_amean,
slopeV0-500_sma3nz_amean,F0semitoneFrom27.5Hz_sma
3nz_percentile20.0, F0semito\eFrom27.5Hz_sma3nz_
percentile80.0, logRelF0-H1-A3_sma3nz_amean,

These features consistently appeared as top-ranking fea-
tures across the majority of the FS methods for height and
age estimation.

To gain a better understanding of the relationship between
each of these common features and the target parameters
(height and age), we plotted their correlations. Figure 11
depicts some of the results for the training portion of the
TIMIT dataset. Each dot in the plots represents an individual
data sample, and the degree of correlation is represented by
the trend line.

From these figures, it is observed that negative correla-
tions are observed throughout, indicating a general trend of
decreasing voice parameters with increasing age or height.
In terms of age, the voice slope exhibits a weak negative cor-
relation formales (-0.19) and a somewhat stronger correlation
for females (-0.36). A similar pattern emerges with height,
albeit weaker correlations are seen. Formant (F1) bandwidth
demonstrates a slight negative correlation with age and height
for both genders, with the strongest association observed in
males’ height (-0.17). The 80th percentile of fundamental
frequency (F0), typically associated with higher frequency
voice components, also shows weak negative correlations
with age and height, but with a more pronounced relationship
between females’ age and F0 (-0.31). Interestingly, a stronger
negative correlation was observed in the 20th percentile F0,
representative of lower frequency voice components, and
females’ age (-0.38). These statistical relationships suggest
trends in how age and height may influence voice parameters.

These results provide valuable insights for feature pri-
oritization and selection in future iterations of our model,
potentially leading to further improvements in prediction
accuracy.
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FIGURE 11. Scatter plot of the estimates of the most occurring features in
FS methods with the speaker height and age for the TIMIT training set.
Value in the brackets shows the correlation (r) between the features and
corresponding physical parameters for male and female speakers. The
best-fit line is also shown for both male and female speakers separately.

V. CONCLUSION
In this research, we have proposed and evaluated a novel
ensemble FS method using FCM clustering to improve the
estimation of height and age from voice data. This method
leverages multiple filter-based, wrapper-based, and embed-
ded FS algorithms, automatically selecting an optimal num-
ber of features based on their importance across different
FS methods.

The results demonstrated that the proposed method
enhanced the discriminative power of the system, yielding
notable improvements in MAE, RMSE, and the number of
features, compared to using a full feature set. This was further
illustrated by the improvements observed in both individual
and combined FS methods when the fuzzy-ensemble method
was applied.

The proposed approach showcased its potential by out-
performing various previous studies, making it a promising
tool for feature selection in voice-based applications such as
height and age estimation. Collectively, findings from both
age and height estimation analyses highlight the significance
of using combinations of feature selection rather than indi-
vidual feature selection techniques.

Despite the effectiveness of the proposed method, certain
limitations were identified, including the need to experiment
with various FS method combinations to arrive at the best
combination for the task. Furthermore, although the objective
of this study is to illuminate the potential for estimating a
variety of speaker traits using ensemble feature selection, it’s
important to acknowledge that the dataset employed in this
research doesn’t sufficiently encapsulate the vast range of
variables influencing human voice. To execute speaker pro-
filing in real-world situations, a more representative dataset
is necessary. In future studies, these challenges could poten-
tially be addressed by integrating our ensemble FS method
with advanced optimization approaches such as genetic algo-
rithms and automating the process of selecting.
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